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Riassunto della tesi

Lo scopo di questa tesi è l’analisi di proprietà geometriche di alcune strutture, che sono denotate
con ϕ-static spaces, che consistono in una mappa fra varietà Riemanniane e una funzione detta
potenziale sulla varietà di partenza, le quali soddisfano un sistema accoppiato di PDE. Tali spazi
rientrano come caso specifico di spazi statici, in quanto sono varietà Riemanniane tramite le quali è
possibile costruire, tramite un prodotto warped, soluzioni statiche delle equazioni di Einstein della
Relatività Generale dove il tensore di stress-energia è relativo a un campo ϕ dato da una mappa
fra la varietà di partenza e una varietà Riemanniana fissata.
La prima parte del lavoro riguarderà la presentazione dei principali oggetti e metodi utilizzati nei
capitoli successivi, al contempo fissando il formalismo. La parte successiva fornirà alcune condizioni
di rigidit à che coinvolgeranno i tensori di curvatura algebrica, ovvero tensori 4 volte covarianti che
condividono le stesse simmetrie del tensore di Riemann a livello algebrico. Nello specifico, si ap-
plicherà il metodo di Bochner, richiedendo una condizione di non negatività riguardante l’operatore
di curvatura, allo scopo di ottenere rigidità di tensori di curvatura algebrica che siano armonici.
Dopodiché, saranno dati alcuni risultati con scelte specifiche del tensore di curvatura algebrica.
Il capitolo finale sarà interamente dedicato allo studio dei ϕ-static spaces. L’analisi che ne verrà
fatta seguirà approcci simili a quelli usati nel caso dei classici spazi statici vuoti. Nel dettaglio, si
possono riottenere alcuni dei risultati già noti in questo contesto, come il fatto che la curvatura
scalare sia costante - qui sarà costante una funzione scalare legata alla curvatura scalare e alla
mappa tangente - o il fatto che le ipersuperfici di livello zero della funzione potenziale siano total-
mente geodetiche sulla varietà di partenza. Successivamente, si daranno alcuni vincoli all’esistenza
di tali spazi, cos̀ı come si guarderà alla loro relazione con le varietà di Einstein armoniche - le quali
sono varietà dove il tensore di Ricci è dato da un multiplo della metrica più una parte dipendente
dalla mappa, richiedendo che questa sia armonica. Dopodiché, ci si concentrerà su quegli spazi in
cui la funzione potenziale è data dalla divergenza di un campo vettoriale conforme sulla varietà di
partenza. Nello specifico, si darà una parziale caratterizzazione di tali spazi su varietà compatte
con bordo tramite un funzionale di bordo, dipendente dalla metrica sulla varietà di base e dalla
mappa, nella cui definizione è coinvolto il suddetto campo vettoriale. Da ultimo, si considererà il
caso in cui nella varietà Riemanniana vi sia, oltre a una struttura di ϕ-static space, anche un campo
vettoriale conforme chiuso. In tal caso, il gradiente della funzione potenziale e il campo vettoriale
saranno proporzionali e, come conseguenza, questo influenzerà sia la geometria della varietà di
base, la quale localmente si spezzerà in un prodotto warped avente come fette varietà di Einstein
armoniche, sia la mappa, che non dipenderà dal flusso del campo vettoriale e sará in alcuni casi
costante.
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Abstract

The purpose of the thesis is to analyze geometric properties of some structures, which are called
ϕ-static spaces, involving a map between Riemannian manifolds together with a potential function
on the base manifold, both satisfying a coupled system of PDEs. Such spaces are are indeed a
special case of static spaces, since they are Riemannian manifolds from which one can construct,
via a warped product, static solutions to the Einstein equations of General Relativity where the
stress-energy tensor is related to a field ϕ given by a map from the starting manifold to a fixed
Riemannian manifold.
The first part of this work will be about presenting the main objects and tools used in the subse-
quent chapters, at the same time fixing the formalism. The next part will provide some rigidity
conditions involving algebraic curvature tensors, which are 4-covariant tensors sharing the same
symmetries, at the algebraic level, of the Riemann curvature tensor. Namely, the Bochner tech-
nique will be applied, requiring a non-negativity condition dealing with the curvature operator, to
obtain rigidity of harmonic algebraic curvature tensors. Then some results with specific choices of
the algebraic curvature tensor will be given.
The final chapter will be entirely devoted to the study of ϕ-static spaces. The analysis will be
done following similar approaches to the ones used for classical vacuum static spaces. Namely, one
can recover some of the already known results in this context, such as the constancy of the scalar
curvature - here it will be the constancy of a scalar function related to the scalar curvature and
the tangent map - or the fact that the zero level set of the potential function is totally geodesic
hypersurface on the base manifold. Then some constraints on the existence of such spaces will
be given, as well as their relation with harmonic-Einstein manifolds - that are manifolds where
the Ricci tensor is given by a multiple of the metric plus a quantity depending on the harmonic
map. After that, there will be a focus on those spaces where the potential function is given by
the divergence of a conformal Killing vector field on the base manifold: to be specific, there will
be a partial characterization of such spaces on compact manifolds with boundary by means of
a boundary functional involving the vector field and depending on both the metric of the base
manifold and the map. Lastly, it will be considered the case where the base Riemannian manifold
admits both a ϕ-static space structure and a closed conformal vector field. In this case, the gradi-
ent of the potential function and the vector field will be proportional and, as a consequence, this
will impact both the geometry of the base manifold, which will locally split as a warped product
with harmonic-Einstein slices, and on the map, not depending on the flow of the vector field and
possibly being constant.
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Introduction

The purpose of this thesis is to study the geometry of Riemannian spaces (M, g), m = dim(M),
together with a smooth map ϕ : (M, g) → (N, gN ) which satisfy, for some w ∈ C∞(M), w 6≡ 0,
the ϕ-static equation: {

Hess(w)− w
(

Ricϕ− Sϕ

m−1g
)

= 0

wτ(ϕ) = −dϕ(∇w),
(1)

where
Ricϕ = Ric−αϕ∗〈 , 〉N , (2)

for some α 6= 0, is the ϕ-Ricci tensor,

Sϕ = S − α|dϕ|2

is the ϕ-scalar curvature, given by the trace with respect to the metric of Ricϕ, and

τ(ϕ) = trg(∇dϕ)

is the tension field of the map ϕ. Such spaces are called ϕ-static spaces and they are, in fact,
the generalization of the vacuum static spaces in the presence of a smooth map. We recall that
vacuum static spaces are Riemannian manifolds (M, gM ) together with a smooth function w 6≡ 0
satisfying

Hess(w)− w
(

Ric− S

m− 1
gM

)
= 0. (3)

They are studied in General Relativity as they give rise, if w > 0 on M , to warped product
solutions of the Einstein equations

R̂ic− 1

2
Ŝg + Λĝ = 0

on M̂ = R×M of the form
ĝ(x, t) = −w2(x)dt2 + gM

so that the metric on the spacelike distribution orthogonal to the Killing vector field ∂t doesn’t
depend on the coordinate t, and hence it is static.

The study of vacuum static spaces is strictly related to the study of metrics with prescribed
scalar curvature, since equation (3) is equivalent to

Hess(w)− (∆w)gM − wRic = 0,

and the left hand side is the expression for DS∗g (w), that is, the adjoint of the linearization of the
scalar curvature operator

S :M→ C∞(M)

where M is the space of smooth Riemannian metrics on M . The existence of nontrivial solutions
to (3) means that ker(DS∗g ) 6= 0 and has as a consequence the non surjectivity of

DSg : TgM→ C∞(M)
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(see [18, 17] for further details). Recently, Herzlich [20] provided a class of solutions by considering
Einstein manifolds admitting a conformal non Killing vector field and, by converse, Miao and Tam
[26] showed that the manifolds admitting a solution to (3) given by the divergence of a conformal
Killing vector field are, under certain assumptions, Einstein manifolds. They also provided a
characterization of some vacuum static spaces as critical points of the metric dependent functional

FX,Ω(g) :=

∫
Ω

G(X, ν)dA,

for a vector field X and a subset Ω ⊂⊂M , where g ∈M is such that X is conformal with respect
to it. The above functional is involved in the definition of the ADM mass (see [5]).

When one takes into account a stress-energy tensor of the Einstein equations of the form

T (ϕ̂) = α(ϕ̂∗gN − e(ϕ̂)g), α ∈ R,

where ϕ̂ : (M̂, ĝ)→ (N, gN ) is a smooth map and

e(ϕ̂) =
1

2
|dϕ̂|2ĝ×gN

is the energy density associated to ϕ̂, the resulting Einstein equations

R̂ic− 1

2
Ŝg + Λĝ = T (ϕ̂)

are easily obtained by considering the critical points of the functional, depending on Ω ⊂⊂ M̂ ,

AΩ(ĝ, ϕ̂) :=

∫
Ω

(Ŝ − 2α e(ϕ̂)− 2Λ)d Volĝ, (4)

with respect to smooth variations of the metric compactly supported inside Ω. If one also considers
the critical points of compactly supported variation of the same functional with respect to ϕ̂, the
resulting system is {

R̂ic− αϕ̂∗gN = 2Λ
m−1 ĝ

τ(ϕ̂) = 0.

In case of a warped product and a map ϕ̂ depending only on M , ϕ̂ = ϕ◦πM with ϕ : M → (N, gN ),
the above system is shown to be equivalent to (1). We will discuss it more in detail in Section
3.1. The ϕ-static equations (1), when the potential function w > 0 on M , with the choice of
f = − log(w) are equivalent to the system{

Ricϕ + Hess(f)− df ⊗ df = Sϕ

m−1g

τ(ϕ) = dϕ(∇f),

and thus provide a special case of Einstein-type structures, which are given, (M, g), ϕ, α as above,
by the choice of f, λ ∈ C∞(M) and µ ∈ R such that{

Ricϕ + Hess(f)− µdf ⊗ df = λg

τ(ϕ) = dϕ(∇f).

Such structures were studied extensively in [4].

Let us here sketch the plan of the work. In chapter 1 we will first recall the main definitions of
the curvature tensors, at the same time fixing the notation and the conventions. We will also deal
with the algebraic curvature tensors, which are 4-covariant tensors sharing the same symmetries,
at the algebraic level, of the Riemann curvature tensor. These tensors can be split orthogonally
(with respect to a Riemannian metric) into three different components, namely a totally traceless
one (the Weyl part), a Ricci traceless part and a total trace part. The main reason why we are
interested in algebraic curvature tensors is that the main results presented in the second chapter
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involve directly tensors of this kind. Introducing the Bianchi operator, we will then specialize our
discussion on those algebraic curvature tensors for which this vanishes, and hence satisfying a sort
of second Bianchi identity. Along the way, some other analogues of the usual curvature tensors,
such as the Cotton tensor and the projective tensor, will be generalized to this setting.
After that, we will give some basic definitions regarding maps between Riemannian manifolds,
from the energy density associated to a map to the tension field, which is a vector field along ϕ
given by the trace with respect to the metric on the base manifold of the covariant derivative,
extended to tensors along ϕ, of the tangent map. The maps with vanishing tension field are
called harmonic and they are the critical points, in the space of smooth maps between two fixed
Riemannian manifolds, of the local energy functional (see [15] for further details). Subsequently,
some of the so called ϕ-curvature tensors will be introduced. The first ϕ-curvature tensor was
introduced by Müller (see [28]) by coupling the standard Ricci tensor of the base manifold to the
pullback of the metric on the target manifold by a constant, as in (2). The motivation for this was
the analysis of a geometric flow given by the Ricci flow coupled with the harmonic map flow, that
is a flow of smooth maps introduced by Eells and Sampson [16] to question the existence, given
a map between two Riemannian manifolds, of a harmonic map homotopic to the given one. In
this context, harmonic-Einstein manifolds are introduced as solitons of this flow with respect to a
constant function, and thus satisfying {

Ricϕ = λg,

τ(ϕ) = 0,

for some constant λ ∈ R (when the dimension of M is at least 3, assuming λ ∈ C∞(M) it can be
shown to be already constant by an analogue of the Schur Lemma). Then, referring to [4], we will
define the ϕ-scalar curvature as the trace of the ϕ-Ricci tensor and the ϕ-Weyl tensor accordingly
to the splitting of the Riemann curvature tensor into the Weyl, the Ricci and the scalar curvature
parts, except for the fact that the ϕ counterparts are no longer orthogonal to each other. Along
with these tensors, also the ϕ-Schouten and the ϕ-Cotton tensors will be defined in analogy to their
usual definition. We notice that here there is no longer a proportionality between the divergence
of the Weyl tensor and the Cotton tensor, as it holds in the standard case. This fact will affect
our hypothesis on the ϕ-Weyl tensor in chapter 2, when we will have to assume, in order for Wϕ

to be harmonic, that both the ϕ-Cotton and the ϕ-Weyl divergence vanish.
The last part of this introductory chapter will be dedicated to performing the variation of some
metric tensors and tensors deriving from a smooth map between Riemannian manifolds, both with
respect to the metric on the base manifold and on the smooth map, thus fixing the metrics on the
base and the target manifolds. As for the variation of tensors with respect to the metric, we will
use a different formalism from the usual one, first choosing local orthonormal frames and coframes
with respect to of the metrics, then finding the structure constants and their dependence on the
variation of the local frames, and finding in turn the variation of the connection forms and the
curvature tensors. As for the maps, we will follow the formalism of the work of Anselli [3] and take
variations of a map by means of smooth vector fields along the same map and then applying the
exponential map to them.

In the second Chapter, the main focus will be that of proving some results concerning algebraic
curvature tensors on a Riemannian manifold. Namely, if they are harmonic (thus satisfying the
second Bianchi identity and having zero divergence) and satisfy some integrability conditions,
under certain non-negativity assumptions on the curvature they are forced to be parallel, possibly
being a constant multiple of

〈 , 〉 ©∧ 〈 , 〉

where 〈 , 〉 is the metric on M and ©∧ is the Kulkarni-Nomizu product. A key ingredient for
the proof of the theorems will be a Bochner type formula for the squared norm of the algebraic
curvature tensor, which will be given by the sum of the squared norm of its covariant derivative
and another term, coming from the commutation relations of covariant derivatives of tensors, that
by the Ricci identities will be equal to a quadratic term on the tensor itself. Then, the latter
will be estimated under some assumptions on the curvature. To be specific, we will require the
non-negativity of the sum of the smallest bm−1

2 c eigenvalues of the curvature operator. First found
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by Petersen and Wink [30] where they deal with generic harmonic p-forms, this hypothesis on the
curvature yields the non negativity of the quadratic term in the Bochner formula of the harmonic
algebraic curvature tensor. In general, this term can be estimated to be greater or equal to the sum
of the smallest bm−1

2 c eigenvalues of the curvature operator times the squared norm of a tensor,
defined in analogy to the projective curvature tensor, which vanishes if and only if an algebraic
curvature tensor is proportional to

〈 , 〉 ©∧ 〈 , 〉.
The last step in the proof of the results will be the application of a suitable maximum principle to
conclude that, since the estimate of the laplacian is greater or equal than zero, then it must be zero
and therefore the tensor must be parallel. In addition, assuming also the positivity somewhere of
the sum of the eigenvalues of the curvature, then the pseudo-projective tensor will be forced to be
zero, yielding the last part of the theorems. Notable applications are the choices of T = Riem,
which gives a generalization of a theorem by Tachibana [36] and of Petersen and Wink [31], where
they require the Riemannian manifold to be Einstein, or T = W the Weyl tensor, extending on
Tran [38]. Notice that the method adopted is the so called Bochner technique, consisting in apply-
ing maximum principles to formulas involving the laplacian of the norm of a tensor, and was first
developed by Bochner [7] and Yano [40].
In the first part of Chapter 2 we will consider a generic algebraic curvature tensor and, after some
manipulations of the laplacian of its squared norm, we will give a Bochner type formula that can
be simplified using the assumptions of the tensor being harmonic. Then, as for the quadratic term
appearing in the formula, we will link it to a quadratic form where the curvature operator is ap-
plied to 2-forms with values in algebraic curvature tensors. By means of this link and using some
elementary inequalities, we will be able to prove a result for generic algebraic curvature tensors in
the compact case. In Section 2.2 we will consider a possibly non compact manifold and will give
some conditions on the growth of the tensor under which we will be able to apply a maximum
principle and gain the same conclusions as in the compact case, whereas in the last section we
will specify our argument to the choice of T = Wϕ, the ϕ-Weyl tensor defined in presence of a
map ϕ : (M, 〈 , 〉) → (N, 〈 , 〉N ). This analysis is justified by the fact that this tensor encodes
both properties of the geometry of the base manifold and of the map itself. When applied to this
tensor, the results given previously will thus provide restraints on the geometry of M , which will
be locally conformally flat or locally symmetric, but also on the map ϕ, forced to be relatively
affine - meaning that 〈∇τ(ϕ),dϕ〉N = 0 - or even an homothety. Along the way we will also give
some equivalent conditions for the harmonicity of Wϕ.

Chapter 3 will be entirely dedicated to the analysis of the above defined ϕ-static spaces. First
of all, in Section 3.1 we will give some basic properties of these structures. Namely, we will begin
deriving the equations of the system (1) by requiring a metric ĝ on a Lorentzian manifold M̂ and
a smooth map ϕ̂ : M̂ → (N, gN ) to be critical with respect to compactly supported variations of
the functional (4) and then specializing the resulting equations in case M̂ is a warped product of
the form M ×w R and when ϕ̂ = ϕ ◦ πM , where πM is the canonical projection onto M . We will
then move on and show some properties that all ϕ-static spaces share. Specifically, we will see
that all non trivial ϕ-static spaces, or else all Riemannian manifolds (M, g) together with a map
ϕ : (M, g) → (N, gN ) for which the kernel of DS∗, where S will denote the ϕ-scalar curvature
operator, have constant ϕ-scalar curvature. On top of that, we will see that if the potential
function w has nonempty 0 level set, then this is a totally geodesic (regular) hypersurface of M .
A rigidity condition for non trivial solutions to (1), resulting in the constancy of the map, will
be given requiring a non-negative coupling constant and a bound of the sectional curvature of
the target manifold related to the latter. We will also see that, in case a ϕ-static space is also
harmonic-Einstein with the same choice of the coupling constant defining the ϕ-curvatures, then
w is a “special concircular scalar field” - i.e. the hessian of w is a linear function on w times the
metric - and an application of classical results such as that of Tashiro [37] will give some rigidity
conditions on both the metric on M and the map ϕ, which in some cases - when M is compact,
for instance - must be constant.
After that, the main subject of Section 3.2 will be a functional analogous to that defined in the
work of Miao and Tam [26] and the purpose will be that of giving some conditions under which
the critical points of the functional (in some suitable subspaces of the space of metrics on M times
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the space of smooth maps from M to a fixed Riemannian manifold), when the vector field X
involved in the definition of the functional is conformal with respect to the critical metric, give
rise to a ϕ-static space. Firstly, we will consider a functional whose critical points (under some
requests on the variations of the metric and the map) are precisely the harmonic-Einstein manifolds.
Then, we will give some formulas for a conformal Killing vector field X on a Riemannian manifold
and, subsequently, apply them to express the adjoint of the linearization of the ϕ-scalar curvature
functional evaluated at div(X). By means of the latter, we will then obtain that harmonic-Einstein
manifolds satisfy (1) with the choice of w = div(X) but also the converse is true assuming a further
condition on X. Then, we will perform the variation of the boundary functional involving the vector
field and the ϕ-Einstein tensor, after which we will be able to give a partial characterization of
ϕ-static spaces (and also of some harmonic-Einstein manifolds) as critical points of this functional.
The last section of the chapter will be dedicated to describe the local geometry of Riemannian
manifolds supporting a ϕ-static space structure and having a non trivial closed conformal vector
field. We will begin showing that, assuming some conditions relating the vector field to the map ϕ,
the gradient of the potential function and the closed conformal vector field are indeed proportional
at all the points where X 6= 0. Then, we will recall a result of Montiel [27] showing that Riemannian
manifolds admitting closed conformal vector fields locally split as warped products around the
points when X is not zero. Having in hand this result, we will then give an expression for the
ϕ-Ricci tensor and its restriction to a slice of the warped product with respect to the ϕ-Ricci tensor
of the slice (when the map is here given by the restriction of ϕ to the slice). From this formula,
requiring that the map is harmonic, we will obtain that all the regular level sets of the potential
function are indeed harmonic-Einstein, which will be the last result presented here.
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Chapter 1

Some basic results

This chapter is devoted to the presentation of some already known results concerning the Rieman-
nian curvature tensors, as well as generic four times covariant tensors sharing the same algebraic
symmetries as the Riemann tensor. After that, we will introduce maps between Riemannian man-
ifolds and some tensors related to them - the so called ϕ-curvature tensors - and, finally, we
will compute the variation of the curvature tensors and ϕ-curvature tensors with respect to the
variation of the metric and of a map from the starting manifold to a fixed Riemannian manifold.
Although the results presented are interesting on their own, we will collect them in order to sim-
plify the reading of the next chapters and also to fix the notations and the conventions. Notice
that if not explicitly stated otherwise, we adopt the Einstein summation convention on repeated
indices.

1.1 The Riemannian curvature tensors

We consider a Riemannian manifold (M, g) of dimension m and choose a local orthonormal base
for T ∗M given by m 1-forms {θi}mi=1, so that the metric can locally be written as

g = δijθ
i ⊗ θj .

We will often denote the metric as 〈 , 〉, especially when dealing with its extension for generic (p, q)
tensors. We also set {ei}mi=1 as the dual base to {θi} with respect to the metric and the Levi-Civita

connection forms as the unique 1-forms {θij} such that θij +θji = 0 and satisfying the first structure
equations

dθi = −θij ∧ θj . (1.1.1)

The Levi-Civita connection ∇ is then given on {ei} by

∇ei = θji ⊗ ej ,

so that
θji (ek) = g(∇ekei, ej),

and then extended by linearity, Leibniz rule and compatibility with the metric to arbitrary (p, q)
tensors. If X = Xiei is a smooth vector field,

∇X = (dXi)⊗ ei +Xi∇ei = (dXi +Xjθij)⊗ ei =: Xi
jθ
j ⊗ ei,

whereas if ω = ωiθ
i is a smooth 1-form

∇ω = (dωi − ωjθji )⊗ θ
i =: ωi,jθ

j ⊗ θi.

For a generic (p, q) tensor

T = T
i1...ip
j1...jq

θj1 ⊗ · · · ⊗ θjq ⊗ ei1 ⊗ · · · ⊗ eip ,

9



the components of ∇T are

T
i1...ip
j1...jq,jq+1

=

(
dT

i1...ip
j1...jq

−
q∑
l=1

T
i1...ip
j1...r...jq

θrjl +

p∑
l=1

T
i1...s...ip
j1...jq

θils

)
(ejq+1

),

The curvature 2-forms Θi
j are defined as the unique 2-forms satisfying Θi

j + Θj
i = 0 and the

second structure equations
dθij = −θik ∧ θkj + Θi

j . (1.1.2)

The curvature tensor is defined as usual, as

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,

in local components along an orthonormal frame

Rijkl = θi(∇ek∇elej −∇el∇ekej −∇[ek,el]ej),

and it is easily verified that

Θi
j =

1

2
Rijklθ

k ∧ θl. (1.1.3)

We also denote the (0, 4) version of the curvature tensor as Riem by setting

Riem(W,Z,X, Y ) = 〈W,R(X,Y )Z〉

for every X,Y, Z,W ∈ X(M), so that in a local orthonormal frame it writes

Riem = Rijkt θ
i ⊗ θj ⊗ θk ⊗ θt,

where, since the manifold is Riemannian,

Rijkl = δitR
t
jkl = Rijkl.

Remark 1.1. In the sequel, when there is no ambiguity, we will write the components of the tensors
as they were totally covariant. Indeed, this shouldn’t be misleading, as working in the Riemannian
context and on orthonormal frames yields the equivalence between the components of a tensor in
every version of it - i.e. when one raises or lowers indices.

The Ricci tensor is given by the contraction of the first and the third indices of Riem,

Ric(X,Y ) = trg[(Z,W ) 7→ Riem(Z,X,W, Y )]

for every X,Y ∈ X(M) and the scalar curvature is given by the trace

S = trg Ric .

With respect to a local orthonormal coframe the components of the Ricci tensor are Rij = Rkikj ,
whereas S = Rii = Rijij . The Riemann tensor has the symmetries

Rijkt = −Rjikt = Rktij ∀ 1 ≤ i, j, k, t ≤ m

and satisfies the first and second Bianchi identities

Rijkt +Ritjk +Riktj = 0 ∀ 1 ≤ i, j, k, t ≤ m
Rijkt,l +Rijlk,t +Rijtl,k = 0 ∀ 1 ≤ i, j, k, t, l ≤ m.

The Riemann tensor splits into three mutually orthogonal components under the action of
O(m). Namely, denoting with©∧ the Kulkarni-Nomizu product between two 2-covariant symmetric
tensors

(E©∧ F )ijkl = EikFjl + EjlFik − EilFjk − EjkFil

10



and with

Z = Ric− S
m
〈 , 〉

the traceless part of the Ricci tensor, then the Riemann tensor splits as

Riem = W + V + U, (1.1.4)

where

U =
S

2m(m− 1)
〈 , 〉 ©∧ 〈 , 〉

is the trace part,

V =
1

m− 2
Z©∧ 〈 , 〉

the traceless Ricci part and
W = Riem−V − U

is the Weyl tensor, which is totally traceless and can be shown to be conformally invariant in its
(1, 3) version. A Riemannian manifold is called Einstein if the traceless Ricci tensor vanishes, i.e.
if

Ric =
S

m
〈 , 〉.

If this occurs and m ≥ 3, then the scalar curvature S is constant. If also S = 0, then (M, 〈 , 〉) is
Ricci flat and the Riemann tensor coincides with its Weyl part. Introducing the Schouten tensor

A = Ric− S

2(m− 1)
〈 , 〉, (1.1.5)

the Riemann tensor can be further written as the sum

Riem = W +
1

m− 2
A©∧ 〈 , 〉.

The Cotton tensor C is defined from the covariant derivative of the Schouten tensor as

C(X,Y, Z) = ∇ZA(X,Y )−∇YA(X,Z),

or in components along a orthonormal frame as

Cijk = Aij,k −Aik,j = Rij,k −Rik,j −
1

2(m− 1)
(Skδij − Sjδik). (1.1.6)

Recalling that a 2-covariant symmetric tensor E is a Codazzi tensor if for every X,Y, Z ∈ X(M)

∇ZE(X,Y ) = ∇Y E(X,Z),

or in local notation if
Eij,k = Eik,j ,

the Cotton tensor measures the obstruction of the Schouten tensor from being Codazzi. The
Cotton tensor is totally trace free, i.e.

Cttk = Ctjt = Citt = 0,

is antisymmetric in its last two indices and satisfies

Cijk + Cjki + Ckij = 0.

Its divergences satisfy
Cijk,i = 0 and Cijk,k = Cjik,k.

A manifold is said to be locally conformally flat if, in a neighbourhood of each point, there exist
a conformal deformation of the metric such that the conformal metric is flat. It is known that
equivalent conditions for a manifold to be locally conformally flat are those provided by Weyl and
Shouten in the following theorem (notice that, if m < 4, the Weyl tensor vanishes identically):
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Theorem 1.2. Let (M, 〈 , 〉) be a Riemannian manifold of dimension m ≥ 3. (M, 〈 , 〉) is locally
conformally flat if and only if

C ≡ 0 if m ≥ 3, and

W ≡ 0 if m ≥ 4.

A last tensor of mixed order on the Riemann tensor is the 2-symmetric and totally traceless
Bach tensor B, defined on manifolds of dimension m ≥ 3 and whose components are

Bij =
1

m− 2
(Cijk,k +RktWikjt),

and plays an important role in general relativity (in the semi-Riemannian context) for it is also
divergence-free in dimension m = 4. We here give, in the moving frame setting, some commutation
rules for the covariant derivatives of tensor fields. Although we won’t give a general formula, this
can be induced from the following

Proposition 1.3. Let (M, 〈 , 〉) be a Riemannian manifold and Q be a (1, 1) tensor on M , given
in local components by Qij. Then

Qij,kt = Qij,tk −QsjRiskt +QisR
s
jkt. (1.1.7)

Proof. By the Leibniz rule, the coefficients Qij,k of ∇Q are defined by the relation

Qij,kθ
k = dQij +Qsjθ

i
s −Qisθsj .

Applying to the above the differential operator d and using the relation for the coefficients of ∇2Q,

Qij,ktθ
t = dQij,k +Qsj,kθ

i
s −Qis,kθsj −Qij,sθsk,

one has that

(Qij,ktθ
t −Qsj,kθis +Qis,kθ

s
j +Qij,sθ

s
k) ∧ θk + T ij,kdθk = dQsj ∧ θis +Qsjdθ

i
s − dQis ∧ θsj −Qisdθsj .

Using once again the relation for the coefficients of ∇Q, simplifying and using the second structure
equations, we arrive to

Qij,ktθ
t ∧ θk = QsjΘ

i
s −QisΘs

j ,

i.e., skew-symmetrizing and by (1.1.3), (1.1.7).

Remark 1.4. If we wanted commutation rules for the totally covariant version of Q, they would be

Qij,kt = Qij,tk +QsjR
s
ikt +QisR

s
jkt,

which comply with those of its (1, 1) version, since

Qij = Qij

and
Rsikt = Rsikt = −Riskt.

We may also recall that, for a given (p, q) tensor Q on M and for any X ∈ X(M), the Lie
derivative of Q in the direction of X is the (p, q) tensor

LXQx =
d

dt

∣∣∣∣
0

(Φ−t)∗(QΦt(x)),

where Φt is the local flow of diffeomorphisms generated by X and x ∈ M . On a Riemannian
manifold (M, 〈 , 〉), its expression can be given in terms of the Levi-Civita connection: in local
components, indeed, it holds

(LXQ)i1...i pj1...jq
= XkQi1...i pj1...jq,k

−
p∑
s=1

Xis
k Q

i1...k...i p
j1...jq

+

q∑
t=1

Xk
jtQ

i1...i p
j1...k...jq

. (1.1.8)
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1.1.1 The sectional curvatures and the curvature operator

The Riemannian curvature can be seen from another perspective introducing the curvature oper-
ator, which is a linear, self-adjoint endomorphism R on the space ∧2M of 2-forms on M defined
as follows: with respect to a local coframe {θi}, for every 2-form ω = ωij θ

i ⊗ θj ≡ 1
2ωij θ

i ∧ θj we
let Rω = (Rω)kt θ

k ⊗ θt be given by

(Rω)kt = Rijktωij . (1.1.9)

On the other hand, one can define the sectional curvatures by considering, for any x ∈M and
for any 2-plane π ⊆ TxM , the expression

Sect(π) =
Riem(X,Y,X, Y )

|X|2|Y |2 − 〈X,Y 〉2
,

where X,Y ∈ TxM is any couple of tangent vectors such that π = span{X,Y }. The value of the
quotient appearing on the right-hand side does not depend on the choice of the basis {X,Y }. It is
worth noticing that the sectional curvature can be regarded as a particular case of the curvature
operator. Indeed, the values assumed by the quadratic form 〈R · , · 〉 on decomposable 2-forms are
related to the sectional curvatures of M up to normalization, as we can easily see. For any plane
π = span{X,Y }, considering u = Xiθ

i and v = Yiθ
i the dual forms to X and Y with respect to

the metric, and letting

ω =
1

2
ωijθ

i ∧ θj =
1

2
v ∧ u =

1

2
(YiXj −XiYj)θ

i ∧ θj ,

then

R(X,Y,X, Y ) = RijktXiYjXkYt =
1

4
Rijktωijωkt

|X|2|Y |2 − 〈X,Y 〉2 = XiXiYjYj −XiYiXjYj =
1

2
ωijωij

so we have

Sect(π) =
1

2

〈Rω, ω〉
|ω|2

. (1.1.10)

A manifold (M, 〈 , 〉) has constant sectional curvature if the sectional curvature doesn’t depend on
the choice of the plane nor on the choice of x ∈M . In this case, (M, 〈 , 〉) is in particular Einstein
and locally conformally flat.
We recall that a Riemannian manifold is said to have nonnegative curvature operator if for every
2-form ω

〈Rω, ω〉 ≥ 0,

and positive curvature operator if the above inequality is strict for every ω ∈ ∧2M . Similarly,
(M, g) has nonnegative sectional curvature if for any x ∈M and for any 2-plane π ⊆ TxM

Sect(π) ≥ 0,

being positive if the above inequality is strict of any choice of x and π ⊆ TxM .
We now want to extend the definition of curvature positivity, and we do that in the follow-

ing way. For every x ∈ M , we denote by {λα(x)}1≤α≤(m2 ) the non-decreasing sequence of the

eigenvalues of Rx : ∧2
xM → ∧2

xM repeated according to multiplicity. We also let {ωα}α be an
orthonormal basis for ∧2

x(M) consisting of eigenvectors of R corresponding to {λα}α. Then, in a
local orthonormal frame

Rijkt =
∑
α

λαω
α
ijω

α
kt ,

1

2
(δikδjt − δitδjk) =

∑
α

ωαijω
α
kt . (1.1.11)
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Definition 1.1. Let M be a Riemannian manifold of dimension m ≥ 2. For k ∈ {1, . . . ,
(
m
2

)
}, the

k-th (normalized) partial trace of R is the function

x 7→ R(k)(x) = inf
V≤∧2

xM
dimV=k

(
1

k

k∑
α=1

〈Rψα, ψα〉

)
(1.1.12)

where {ψα}kα=1 is any orthonormal basis of V .

By standard linear algebra we have that the infimum in the RHS of (1.1.12) is attained when
V = span{ω1, . . . , ωk}, so that

R(k) =
1

k

k∑
α=1

λα

for every k ∈ {1, . . . ,
(
m
2

)
}. In particular we observe that

R(h) ≥ R(k) for every 1 ≤ k ≤ h ≤
(
m

2

)
(1.1.13)

as a consequence of the following elementary inequality:

Lemma 1.5. Let N ≥ 1 and let {ai}1≤i≤N be a nondecreasing sequence of real numbers. Then

1

h

h∑
i=1

ai ≥
1

k

k∑
i=1

ai for every 1 ≤ k ≤ h ≤ N .

Proof. By induction, it suffices to prove the inequality in case k < N and h = k + 1. Since
ak+1 ≥ ai for 1 ≤ i ≤ k, we have ak+1 ≥ 1

k

∑k
i=1 ai and then

1

k + 1

k+1∑
i=1

ai =
k

k + 1

1

k

k∑
i=1

ai +
1

k + 1
ak+1 ≥

k

k + 1

1

k

k∑
i=1

ai +
1

k + 1

1

k

k∑
i=1

ai =
1

k

k∑
i=1

ai .

That being set, a Riemannian manifold is said to have k-nonnegative curvature operator if
R(k) ≥ 0 (positive if it holds the strict inequality).
Similarly, we extend the notion of positivity also for the sectional curvatures. To do so, we first
need the following definition:

Definition 1.2. Let M be a Riemannian manifold of dimension m ≥ 2 and let x ∈ M . We say
that two 2-planes π1, π2 ≤ TxM are mutually orthogonal, and we write 〈π1, π2〉 = 0, if for some
(equivalently, for any) choice of bases {X1, Y1} and {X2, Y2} of π1 and π2, respectively, the 2-forms

ω1 =
1

2
u1 ∧ v1 and ω2 =

1

2
u2 ∧ v2

are orthogonal with respect to the inner product on ∧2
xM , where u1, u2, v1, v2 are the 1-forms

metrically equivalent to X1, X2, Y1, Y2, respectively.

In particular, any two 2-planes π1, π2 ≤ TxM are mutually orthogonal if either

(i) each one of them is contained in the orthogonal complement of the other, or

(ii) dim(π1∩π2) = 1 and there exist three mutually orthogonal vectors X,Y, Z ∈ TxM such that
π1 = span{X,Y } and π2 = span{X,Z}.

Definition 1.3. Let M be a Riemannian manifold of dimension m ≥ 2. For k ∈ {1, . . . ,
(
m
2

)
}, the

k-th averaged lower bound on the sectional curvature is the function

x 7→ Sect(k)(x) = inf
{π1,...,πk}

(
1

k

k∑
i=1

Sect(πi)

)
where the infimum is taken with respect to {π1, . . . , πk} varying among all collections of k mutually
orthogonal 2-planes in TxM .
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A manifold is said to have k-nonnegative sectional curvature if Sect(k) ≥ 0 (positive if Sect(k) >
0).
Moreover, from the above definitions together with (1.1.10) and a further application of Lemma
1.5

Sect(h) ≥ Sect(k) ≥ 1

2
R(k) ∀ 1 ≤ k ≤ h ≤

(
m

2

)
. (1.1.14)

In particular, for the (non-normalized) Ricci tensor we have

Ric ≥ (m− 1) Sect(m−1)

and therefore

Ric ≥ (m− 1) Sect(k) ≥ m− 1

2
R(k) for any 1 ≤ k ≤ m− 1 . (1.1.15)

The last thing we want to point out about the k-th partial trace of the curvature operator,
which will be used in the sequel, is that the non-negativity of R(k) for some k <

(
m
2

)
implies an

upper bound on |Riem | in terms of the scalar curvature S. To this aim, we first observe that
|Riem | and S are equal, respectively, to the Hilbert-Schmidt norm and the trace of R, that is,

|Riem |2 =
∑
α

λ2
α , S =

∑
α

λα . (1.1.16)

This can be directly seen from (1.1.11). Then, we apply the following

Lemma 1.6. Let N ≥ 1 and let {ai}1≤i≤N be a nondecreasing sequence of real numbers. If

k∑
i=1

ai ≥ 0 (1.1.17)

for some k ∈ {1, . . . , N − 1}, then

N∑
i=1

ai ≥
1

k

(
1

N

N∑
i=1

a2
i

)1/2

.

Proof. We can find j such that |aj | ≥
√

1
N

∑N
i=1 a

2
i . By (1.1.17), there exists h ∈ {1, . . . , k} such

that ai < 0 if i < h and ai ≥ 0 if i ≥ h. Note that ai ≥ 0 for i ≥ k. If j ≥ h then aj = |aj |, hence

N∑
i=1

ai =

k∑
i=1

ai +

N∑
i=k+1

ai ≥
k∑
i=1

ai + a` ≥ a` ≥ aj = |aj |

for ` = max{j, k + 1}. If j < h then we observe that

(k − h+ 1)ak ≥
k∑
i=h

ai ≥ −
h−1∑
i=1

ai =

h−1∑
i=1

|ai| ≥ |aj |

where the second inequality is a rewriting of (1.1.17), so

N∑
i=1

ai =

k∑
i=1

ai +

N∑
i=k+1

ai ≥
N∑

i=k+1

ai ≥ (N − k)ak ≥
N − k

k − h+ 1
|aj | .

In conclusion,

N∑
i=1

ai ≥ min

{
1,

N − k
k − h+ 1

}
|aj | ≥ min

{
1,

N − k
k − h+ 1

}(
1

N

N∑
i=1

a2
i

)1/2

and, since 1 ≤ k < N and 1 ≤ k − h+ 1 ≤ k, we have min
{

1, N−k
k−h+1

}
≥ 1

k .

Corollary 1.7. Let M be a Riemannian manifold of dimension m ≥ 2. If R(k) ≥ 0 for some
1 ≤ k <

(
m
2

)
then k2

(
m
2

)
S2 ≥ |Riem |2.
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1.2 Algebraic curvature tensors

In this section we shift our attention to more generic 4-covariant tensor fields T which share the
same algebraic symmetries of the Riemann curvature tensor. Namely, given a Riemannian manifold
(M, 〈 , 〉) of dimension m > 2, T is an algebraic curvature tensor if its components along a local
orthonormal coframe {θi}mi=1 on M

T = Tijkt θ
i ⊗ θj ⊗ θk ⊗ θt

satisfy

Tijkt = −Tjikt = Tktij ∀ 1 ≤ i, j, k, t ≤ m, (1.2.1)

Tijkt + Tiktj + Titkj = 0 ∀ 1 ≤ i, j, k, t ≤ m. (1.2.2)

We remark that (1.2.2) is a consequence of (1.2.1) if m ≤ 3, see [6, page 46].
If T is a smooth algebraic tensor field, we say that T satisfies the second Bianchi identity if

Tijkt,l + Tijlk,t + Tijtl,k = 0 ∀ 1 ≤ i, j, k, t, l ≤ m. (1.2.3)

More generally, we can define a first-order differential operator B : T 7→ B(T ) on the bundle of
algebraic curvature tensors of M by setting

B(T )(X,Y, Z,W, V ) = (∇V T )(X,Y, Z,W ) + (∇WT )(X,Y, V, Z) + (∇ZT )(X,Y,W, V )

for every X,Y, Z,W, V ∈ X(M). In local notation this reads as

B(T )ijktl = Tijkt,l + Tijlk,t + Tijtl,k

and T satisfies the second Bianchi identity if and only if B(T ) = 0. We can also recover the notion
of harmonicity of such tensors, similarly to the case of the Riemann and the Weyl tensors:

Definition 1.4. A smooth algebraic curvature tensor T is harmonic if div T = 0 and B(T ) = 0.

Following the case of the Riemann tensor, we let ET denote the Ricci contraction of T defined
by

ET (X,Y ) = trg[(Z,W ) 7→ T (Z,X,W, Y )]

for every X,Y ∈ X(M). In local notation, ET = Eij θ
i ⊗ θj with

Eij = Tkikj .

We also set ST = trg ET and we denote ZT = ET − ST
m 〈 , 〉 the traceless part of ET . We say that an

algebraic curvature tensor is totally traceless if all of its contractions with the metric tensor vanish
- or, equivalently, if E ≡ 0. Any algebraic curvature tensor T can be orthogonally decomposed in
a unique way as the sum

T = WT + VT + UT (1.2.4)

of a totally traceless Weyl part WT and two additional terms VT and UT that are further irreducible
with respect to the action of the orthogonal group O(m). Explicitely (see [2]),

VT =
1

m− 2
ZT ©∧ 〈 , 〉 , UT =

ST
2m(m− 1)

〈 , 〉 ©∧ 〈 , 〉 , WT = T − VT − UT . (1.2.5)

Setting the analogous of the Schouten tensor as

AT = ET −
ST

2(m− 1)
〈 , 〉 ≡ ZT +

m− 2

2m(m− 1)
ST 〈 , 〉 (1.2.6)

we can also write

T = WT +
1

m− 2
AT ©∧ 〈 , 〉 . (1.2.7)

Note that WT , VT , UT and AT©∧ 〈 , 〉 also are algebraic curvature tensors. Moreover, if m ≤ 3 then
the Weyl part WT of T is always zero, so that T is completely determined by its Ricci contraction
ET , see [6, observation 1.119.b)].
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Remark 1.8. For ease of notation, here we drop the subscript T and we simply write E, S, Z,
A, W , V , U instead of ET , ST , ZT , AT , WT , VT , UT to denote the tensors associated to T as
above. This won’t cause ambiguity with the notation that we adopted for the Weyl curvature
tensor (W ) and scalar curvature (S) of the Riemannian manifold (M, 〈 , 〉), since these geometric
objects will not appear in this section. On the other hand, we reserve the notation Rijkt and Rij
for the components of the Riemann and Ricci curvature tensors of (M, 〈 , 〉).

Lemma 1.9. For any algebraic curvature tensor T we have

|T |2 = |W |2 +
4

m− 2
|Z|2 +

2S2

m(m− 1)
(1.2.8)

|∇T |2 = |∇W |2 +
4

m− 2
|∇Z|2 +

2|∇S|2

m(m− 1)
(1.2.9)

or, equivalently,

|T |2 = |W |2 +
4

m− 2
|E|2 − 2S2

(m− 1)(m− 2)
(1.2.10)

|∇T |2 = |∇W |2 +
4

m− 2
|∇E|2 − 2|∇S|2

(m− 1)(m− 2)
. (1.2.11)

Proof. By orthogonality of the decomposition T = W + V +U we have |T |2 = |W |2 + |V |2 + |U |2,
then a direct computation yields

|V |2 =
4

m− 2
|Z|2 , |U |2 =

2S2

m(m− 1)
.

As for the second identity, observing that ∇〈 , 〉 = 0, in local notation in an orthonormal frame

Tijkt,l = Wijkt,l +
1

m− 2
(Zik,lδjt + Zjt,lδik − Zit,lδjk − Zjk,lδit) +

Sl
m(m− 1)

(δikδjt − δitδjk).

Then, after some simplifications due to the fact that ∇W and ∇Z are still traceless in their first
four and two indices respectively,

Tijkt,lTijkt,l = Wijkt,lWijkt,l+

1

(m− 2)2
(Zik,lδjt + Zjt,lδik − Zit,lδjk − Zjk,lδit)(Zik,lδjt + Zjt,lδik−

Zit,lδjk − Zjk,lδit) +
|∇S|2

m2(m− 1)2
(δikδjt − δitδjk)(δikδjt − δitδjk)

= |∇W |2 +
4

m− 2
|∇Z|2 +

2

m(m− 1)
|∇S|2

The third and fourth identities are equivalent to the first two since

|E|2 = |Z|2 +
S2

m
, |∇E|2 = |∇Z|2 +

|∇S|2

m
.

To any algebraic curvature tensor T we can associate a 4-covariant tensor P = PT of local
components

Pijkt = Tijkt −
1

m− 1
(δikEjt − δitEjk) . (1.2.12)

Note that P is not an algebraic curvature tensor. However, its definition is not accidental. In case
T = Riem (thus, E = Ric) the (1, 3) version P ijkt ei ⊗ θj ⊗ θk ⊗ θt of P , of local components

P ijkt = Rijkt −
1

m− 1
(δikRjt − δitRjk) ,

is the projective curvature tensor, which is invariant under projective transformations and vanishes
if and only if the manifold has constant sectional curvature. In general, we have:
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Lemma 1.10. Let T be an algebraic curvature tensor and let P be as in (1.2.12). Then

|P |2 = |T |2 − 2

m− 1
|E|2 = |W |2 +

2m

(m− 2)(m− 1)
|Z|2 . (1.2.13)

In particular, P = 0 if and only if T =
S

2m(m− 1)
〈 , 〉 ©∧ 〈 , 〉.

Proof. By direct computation on an orthonormal frame,

|P |2 = |T |2 − 2Tijkt(δikEjt − δitEjk)

m− 1
+

(δikEjt − δitEjk)(δikEjt − δitEjk)

(m− 1)2

= |T |2 − 2

m− 1
|E|2

and substituting (1.2.8) and |E|2 = |Z|2 + 1
mS

2 we obtain

|P |2 = |W |2 +
4

m− 2
|Z|2 +

2S2

m(m− 1)
− 2

m− 1

(
|Z|2 +

S2

m

)
= |W |2 +

2m

(m− 2)(m− 1)
|Z|2 .

This tensor will play a role in the subsequent chapter, as it will be used to give an estimate on
a quadratic term appearing in Bochner-type formulas for algebraic tensor fields.

1.2.1 Algebraic curvature tensors with B(T ) = 0

The condition B(T ) = 0 has many relevant implications, that we briefly describe with the aim
of establishing Propositions 1.11 and 1.12 below. If that happens, indeed, the symmetries and
relations between the actions of several first order differential operators on T and the above de-
scribed tensor related to it are essentially those satisfied in the case T = Riem, where the condition
B(T ) = 0 is always satisfied.

First, let us recall that a symmetric twice covariant tensor field E is a Codazzi tensor if

(∇XE)( · , Y ) = (∇Y E)( · , X) ∀X,Y ∈ X(M) ,

that is, if
Eij,k − Eik,j = 0 ∀ 1 ≤ i, j, k ≤ m.

Let us assume that T satisfies B(T ) = 0. Tracing (1.2.3) with respect to i and l we get

(div T )jkt = Tijkt,i = Ejt,k − Ejk,t

hence div T = 0 if and only if E is a Codazzi tensor. Tracing again with respect to j and t we
obtain the Schur’s identity

2Eik,i = Sk , that is, 2 divE = ∇S .

Schur’s identity is equivalent to the Einstein-like tensor G = E − 1
2S〈 , 〉 being divergence-free.

Equivalently, the Cotton-like tensor CT (that we here denote as C for the ease of notation) of local
components

Cijk = Aij,k −Aik,j (1.2.14)

is totally trace-free,
Ciji = Ciij = Cjii = 0 . (1.2.15)

Writing

Eij,k − Eik,j = Cijk +
1

2(m− 1)
(Skδij − Sjδik) ,
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(1.2.15) implies that the right-hand side is the sum of two orthogonal covariant tensors, hence it
is apparent that E is Codazzi if and only if C = 0 and ∇S = 0. In particular,

|div T |2 = |C|2 +
|∇S|2

2(m− 1)
. (1.2.16)

Summarizing, (1.2.16) proves the validity of

Proposition 1.11. Let M be a Riemannian manifold of dimension m ≥ 3 and let T be a smooth
algebraic curvature tensor satisfying the second Bianchi identity. Then

div T = 0 ⇔ C = 0 and ∇S = 0 .

If dimM = 3 then the Weyl part of any algebraic curvature tensor vanishes. If m ≥ 4 then, as
a second relevant consequence of B(T ) = 0, there is a tight relation between C, B(W ) and divW ,
which allows to restate Proposition (1.11) in a different form, see Proposition 1.12 below. Writing
(1.2.7) in local notation we have

Wijkt = Tijkt −
1

m− 2
(Aikδjt +Ajtδik −Aitδjk −Ajkδit)

then applying the operator B to both sides and using B(T ) = 0 and ∇〈 , 〉 = 0 we get

B(W )ijktl = − 1

m− 2
(Ciklδjt + Ciltδjk + Citkδjl − Cjklδit − Cjltδik − Cjtkδil) . (1.2.17)

We trace with respect to i and l. Since Wijik,t = Wijti,k = 0 as W is totally traceless, we get

Wijkt,i = B(W )ijkti =
m− 3

m− 2
Cjtk , that is, divW = −m− 3

m− 2
C . (1.2.18)

Formulas (1.2.18) and (1.2.17) show that C = 0 amounts to divW = 0 and implies B(W ) = 0.
The converse is also true. To see this, we compute |B(W )|2. Note that we can write

|B(W )|2 =
2

(m− 2)2
(XijktlXijktl −XijktlXjiktl)

with Xijktl = Ciklδjt + Ciltδjk + Citkδjl. Then we have

XijktlXijktl = 3CiklCiklδjtδjt + 2CiklCiltδjtδjk + 2CiklCitkδjtδjl + 2CiltCitkδjkδjl

= 3mCijlCijl + 2CiklCilk + 2CikjCijk + 2CijtCitj

= 3(m− 2)CijkCijk ,

where we have used the symmetry Cijk = −Cikj , and

XijktlXjiktl = (Ciklδjt + Ciltδjk + Citkδjl)δitCjkl

+ (Ciklδjt + Ciltδjk + Citkδjl)δikCjlt

+ (Ciklδjt + Ciltδjk + Citkδjl)δilCjtk

= 3CiklCikl

where we have also exploited (1.2.15). Summing up, we get

|B(W )|2 =
6(m− 3)

(m− 2)2
|C|2 , |divW |2 =

(m− 3)2

(m− 2)2
|C|2 .

In conclusion, we have the following

Proposition 1.12. Let M be a Riemannian manifold of dimension m ≥ 4 and let T be a smooth
algebraic curvature tensor satisfying the second Bianchi identity. Then

div T = 0 ⇔ divW = 0 and ∇S = 0

and
divW = 0 ⇔ B(W ) = 0 ⇔ C = 0 .

In particular, T is harmonic if and only if W is harmonic and S is constant.
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1.3 Maps between Riemannian manifolds

Let (M, 〈 , 〉) and (N, 〈 , 〉N ) be Riemannian manifolds of dimensions m ≥ 2 and n respectively,
and let ϕ : M → N be smooth. We fix the indices ranges

1 ≤ i, j, k, · · · ≤ m and 1 ≤ a, b, · · · ≤ n.

Having fixed local orthonormal bases {θi} and {Ea} for T ∗M and TN respectively, we let ϕai be
the components of the tangent map dϕ : TM → TN viewed as a section of T ∗M ⊗ϕ∗TN , so that

dϕ = ϕai θ
i ⊗ Ea.

The energy density of ϕ is then defined by

e(ϕ) =
1

2
|dϕ|2 =

1

2
tr〈 , 〉(ϕ

∗〈 , 〉N ) = ϕai ϕ
a
i . (1.3.1)

Given a map ϕ, the Levi-Civita connection ∇ on (M, 〈 , 〉) can be extended to the vector bundle
ϕ∗TN . For any v ∈ Γ(ϕ∗TN), its covariant derivative is locally given by

∇v := vai θ
i ⊗ Ea,

where v = vaEa and
vai θ

i = dva + vbϕ∗ωab ,

ωab being the connection forms relative to (N, 〈 , 〉N ). Notice that ∇v is then a section of T ∗M ⊗
ϕ∗TN . Via the Leibniz rule, ∇ can be further extended to any bundle of the type TqM ⊗ ϕ∗TN .
For instance, given σ ∈ Γ(T2M ⊗ ϕ∗TN), where locally

σ = σaijθ
i ⊗ θj ⊗ Ea,

its covariant derivative will be given by

∇σ = σaij,kθ
k ⊗ θi ⊗ θj ⊗ Ea,

where the coefficients σaij,k obey to the rule

σaij,kθ
k = dσaij + σbijϕ

∗ωab − σakjθki − σaikθkj .

From now on, we shall omit the pullback over ϕ as we will only consider tensors along ϕ.
Moving on, one can define the so called generalized second fundamental tensor as

∇dϕ = ϕaijθ
j ⊗ θi ⊗ Ea,

where the coefficients ϕaij are defined as

ϕaij = (dϕai − ϕakθki + ϕbiω
a
b )(ej). (1.3.2)

See also [2, Section 1.7] for further details. It can be easily shown that

ϕaij = ϕaji. (1.3.3)

The tension field of a smooth map ϕ is a tensor field along ϕ defined as

τ(ϕ) = tr〈 , 〉(∇dϕ) = ϕaiiEa. (1.3.4)

A map ϕ is said to be harmonic if the energy functional, defined on any relatively compact domain
Ω ⊆M as

EΩ(ϕ) =

∫
Ω

e(ϕ),

is stationary with respect to variations of ϕ where the values of the map at the boundary of Ω are
fixed. Standard variational arguments (see [15]) show that ϕ is harmonic if and only if the tension
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field vanishes identically.
Given a smooth map, one can define its stress-energy tensor as the 2-symmetric tensor

T (ϕ) = ϕ∗〈 , 〉N − e(ϕ)〈 , 〉. (1.3.5)

A map ϕ is conservative if T (ϕ) is divergence-free. It is easy to see that if a map is harmonic, it
is also conservative: indeed, in local components

div(T (ϕ))i = (ϕai ϕ
a
j )j −

1

2
[(ϕakϕ

a
k)δij ]j =

= ϕaijϕ
a
j + ϕai ϕ

a
jj − ϕakϕakj = ϕajjϕ

a
i ,

i.e.
div(T (ϕ)) = 〈τ(ϕ),dϕ〉N .

Let us give a couple more concepts related to maps. A map is said to be conformal if, for some
function λ ∈ C∞(M), λ > 0,

ϕ∗〈 , 〉N = λ〈 , 〉M , (1.3.6)

and it is homothetic if in the above λ is a (possibly zero) constant. In the last case, in particular
|dϕ|2 is constant, since

λ =
1

m
|dϕ|2.

Notice that if ϕ is homothetic and nontrivial, then it is an isometric immersion of M into N .
Furthermore, if ϕ is homothetic it is also conservative, for the stress-energy tensor can be written
as

T (ϕ) =
1

m
|dϕ|2〈 , 〉 − 1

2
|dϕ|2〈 , 〉 = −m− 2

2m
|dϕ|2〈 , 〉

and |dϕ|2 is constant, whereas if ϕ is at the same time conformal and conservative it is also
homothetic.
As further notions, a map ϕ is called affine if

∇dϕ = 0,

that is, if the generalized second fundamental tensor vanishes, and relatively affine if equivalently

∇ϕ∗〈 , 〉N = 0

or
〈∇dϕ,dϕ〉N = 0. (1.3.7)

In local notation, being relatively affine means that

ϕaijϕ
a
k = 0.

Every relatively affine map is also conservative and has constant |dϕ|2, as it is easy to show, but
it can be non-harmonic (and thus non-affine).
It is also worth showing the properties of ∇2dϕ and the commutation relations of its covariant
derivatives: according to the Leibniz rule, its local components obey to

ϕaijkθ
k = dϕaij − ϕakjθki − ϕaikθkj + ϕbijω

a
b ,

and it can be shown that they satisfy the commutation relations

ϕaijk = ϕajik and ϕaijk = ϕaikj +Rtijkϕ
a
t − NRabcdϕ

b
iϕ
c
jϕ

d
k. (1.3.8)
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1.3.1 ϕ-curvatures

Let α ∈ R\{0} be fixed, and ϕ be a smooth map as above. The ϕ-Ricci tensor Ricϕ, first introduced
by Müller in [28], is the 2-covariant tensor defined by

Ricϕ = Ric−αϕ∗〈 , 〉N ,

thus its components with respect to the coframes on M and N are given by

Rϕij = Rij − αϕai ϕaj . (1.3.9)

The ϕ-scalar curvature, Sϕ, is, as expected, the trace of Ricϕ,

Sϕ = tr〈 , 〉(Ricϕ) = Rϕii = Rii − αϕai ϕai = S − α|dϕ|2. (1.3.10)

Similarly to the standard case, a Riemannian manifold (M, 〈 , 〉) together with a map ϕ : M →
(N, 〈 , 〉N ) is said to be harmonic Einstein if it holds{

Ricϕ = Sϕ

m 〈 , 〉 and

τ(ϕ) = 0,
(1.3.11)

i.e. if ϕ is harmonic and Ricϕ is proportional to the metric. We remark that, if this is the case, Sϕ

must be constant, provided that m ≥ 3. One has indeed that

Rϕij,j =
1

2
Si − αϕaijϕaj − αϕai ϕajj =

1

2
Sϕi − αϕ

a
i ϕ

a
jj (1.3.12)

by the definition of the ϕ-Ricci tensor and by the second contracted Bianchi identity, whereas on
the other hand

Rϕij,j =

(
Sϕ

m
δij

)
j

=
1

m
Sϕi ,

hence
m− 2

2m
Sϕi = αϕai ϕ

a
jj

that, if ϕ is harmonic, yields the constancy of Sϕ.

The ϕ-Schouten tensor Aϕ is defined by

Aϕ = Ricϕ− Sϕ

2(m− 1)
〈 , 〉, (1.3.13)

and is related to the usual Schouten tensor

A = Ric− S

2(m− 1)
〈 , 〉

by the identity

Aϕ = A− α
(
ϕ∗〈 , 〉N −

|dϕ|2

2(m− 1)
〈 , 〉
)
.

In dimension m ≥ 3, the ϕ-Weyl tensor, Wϕ, is given by

Wϕ = Riem− 1

m− 2
Aϕ©∧ 〈 , 〉, (1.3.14)

similarly to the definition of the standard Weyl tensor

W = Riem− 1

m− 2
A©∧ 〈 , 〉.

Comparing Wϕ with W ,

Wϕ = W +
α

m− 2

(
ϕ∗〈 , 〉N −

|dϕ|2

2(m− 1)
〈 , 〉
)
©∧ 〈 , 〉. (1.3.15)
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The tensor Wϕ has the same symmetries of the Riemann tensor and the Weyl tensor but, unlike
the Weyl tensor, generally is not totally trace free. Indeed, an immediate computation yields

Wϕ
ijit = αϕajϕ

a
t . (1.3.16)

Having the same symmetries of Riem, the ϕ-Weyl tensor satisfies the first Bianchi-type identity

Wϕ
ijkt +Wϕ

iktj +Wϕ
itjk = 0, (1.3.17)

while the covariant derivative of Wϕ satisfies the following “fake second Bianchi-type identity”,
analogous to the one valid for the Weyl tensor:

Wϕ
ijkt,l+W

ϕ
ijtl,k+Wϕ

ijlk,t =
1

m− 2

(
Cϕilkδjt+C

ϕ
iktδjl+C

ϕ
itlδjk+Cϕjklδit+C

ϕ
jtkδil+C

ϕ
jltδik

)
, (1.3.18)

where Cϕijk are the components of the ϕ-Cotton tensor Cϕ defined as the obstruction to Aϕ to be
Codazzi, that is,

Cϕijk = Aϕij,k −A
ϕ
ik,j . (1.3.19)

The ϕ-Cotton tensor satisfies

Cϕikj = −Cϕijk;

Cϕijk + Cϕjki + Cϕkij = 0;

Cϕjji = −Cϕjij = αϕai ϕ
a
jj .

(1.3.20)

Equation (1.3.18) comes from (1.3.14) by taking the covariant derivative, summing over the cyclic
permutation of the last three indices, using the second Bianchi identity for the Riemann tensor
and (1.3.19).

We set divWϕ for the 3-times covariant tensor of components

(divWϕ)ijk = Wϕ
ijkl,l. (1.3.21)

Differently from the standard case, the ϕ-Weyl divergence and the Cotton tensor are in general
non proportional, as the following formula shows:

Wϕ
sjkt,s = −m− 3

m− 2
Cϕjkt + α(ϕajkϕ

a
t − ϕajtϕak) +

α

m− 2
ϕass(ϕ

a
kδjt − ϕat δjk). (1.3.22)

Equation (1.3.22) can be proved by contracting on the first and the last indices of (1.3.18) and
substituting (1.3.16) and the trace of ϕ-Cotton in (1.3.20), resulting in

Wϕ
ijkt,i − (αϕajϕ

a
t )k + (αϕajϕ

a
k)t =

1

m− 2

(
αϕakϕ

a
llδjt + Cϕjkt − αϕ

a
tϕ

a
llδjk + Cϕjkt +mCϕjtk + Cϕjkt

)
.

Some simplifications then lead to (1.3.22).

1.4 Variation of smooth tensor with respect to the metric
and to a smooth map

In this section we compute the variation of some tensors, starting from the curvature tensors, on
a Riemannian manifold (M, g) with respect to the variation of the metric and of a map ϕ : M →
(N, gN ). Variation of tensors will come into play in the third chapter, when we will deal with
the study of some functionals and their variation, that possibly characterizes some spaces such as
ϕ-Static Spaces.
Let us start with the variation with respect to the metric. Here we want to follow a different
approach than the usual one and consider first the variation of the section in the coframes bundle
- which determines a variation of the metric in turn. Namely, we consider, for the metric g on the
manifold M , a local orthonormal basis {θi}mi=1 and we consider a variation of it by taking a smooth
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map A from (−ε, ε) with values in the isomorphisms of the coframe bundle, with the condition
that A(0) is the identity map. Such A can be locally represented by a matrix such that the new
basis {θi(t)} is given by θi(t) = Aij(t)θ

j , so that θi(0) = θi. Since A is smooth, also {θi(t)} vary
smoothly in t, and

θ̇i(t) = Ȧij(t)θ
j = Ȧij(A

−1)jkθ
k(t).

As a consequence, the resulting metric g(t), locally given by gt = g(t) = θi(t)⊗ θi(t), is such that

ġ(t) = (ȦA−1)ij(t)θ
j(t)⊗ θi(t) + (ȦA−1)ij(t)θ

i(t)⊗ θj(t) =
[
(ȦA−1)ij(t) + (ȦA−1)ji (t)

]
θj(t)⊗ θi(t).

Let us denote with aij(t) = (ȦA−1)ij(t) and with

h = hijθ
i(t)⊗ θj(t) = (aij + aji )θ

i(t)⊗ θj(t),

so that the above equations read as

θ̇i = aijθ
j , (1.4.1)

ġ = h. (1.4.2)

Proposition 1.13. With the above notation, let θij(t) be the Levi-Civita connection forms relative

to the metric g(t), Rijkl(t) = θi(Rt(ek, el)ej) be the components of the Riemann curvature tensor on

the orthonormal base {ei(t)} dual to {θi(t)} with respect to g(t), Rij = Ric(ei, ej) be the components
of the Ricci tensor and S be the scalar curvature. Then it holds:

Ṙ =
1

2
(hil,jk + hjk,il − hik,jl − hjl,ik − htiRtjkl − htjRtikl)ei ⊗ θj ⊗ θk ⊗ θl; (1.4.3)

˙Riem =
1

2
(hil,jk + hjk,il − hik,jl − hjl,ik + htiR

t
jkl − htjRtikl)θi ⊗ θj ⊗ θk ⊗ θl; (1.4.4)

Ṙic =
1

2
(hsi,js + hsj,is − hss,ij − hij,ss)θi ⊗ θj ; (1.4.5)

Ṡ = hij,ij − hii,jj −Rijhij . (1.4.6)

Proof. We begin by setting ckij as the coefficients

ckij(t) = gt([ei(t), ej(t)], ek(t)) = gt(∇eiej −∇ejei, ek),

so that the components of the Levi-Civita connection forms along the orthonormal coframe are

(θij)k = θij(ek) = gt(∇ekej , ei) =
1

2
(ckij + cjik − c

i
jk). (1.4.7)

In order to obtain the variation of θij , we should first compute the variation of the {ckij}. Making
explicit the dependence on t, one has:

ckijek = [ei, ej ] = [(A−1)liel(0), (A−1)tjet(0)] = (A−1)li

(
el(0)

(
(A−1)tj

)
et(0) + (A−1)tjel(0)et(0)

)
−

− (A−1)tj

(
et(0)

(
(A−1)li

)
el(0) + (A−1)liet(0)el(0)

)
=

= (A−1)li(A
−1)tj [el(0), et(0)] + (A−1)lid(A−1)tj

(
el(0)

)
et(0)− (A−1)tjd(A−1)li

(
et(0)

)
el(0) =

= (A−1)li(A
−1)tjc

s
lt(0)es(0)− (A−1dAA−1)tj

(
ei
)
et(0) + (A−1dAA−1)li

(
ej
)
el(0) =

= (A−1)li(A
−1)tjA

k
sc
s
lt(0)ek − (dAA−1)kj (ei)ek + (dAA−1)ki (ej)ek,

and hence
ckij = (A−1)li(A

−1)tjA
k
sc
s
lt(0)− dAks(ei)(A

−1)sj + dAks(ej)(A
−1)si . (1.4.8)

Towards the aim to compute the derivative in t of (1.4.8), we notice, from the fact that θi is dual
to ei, that

ėi = −ajiej . (1.4.9)
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Moreover, we recall that ˙(A−1) = −A−1ȦA−1. We can now proceed to take the derivative in t:

ċkij = −(A−1ȦA−1)li(A
−1)tjA

k
sc
s
lt(0)− (A−1)li(A

−1ȦA−1)tjA
k
sc
s
lt(0) + (A−1)li(A

−1)tjȦ
k
sc
s
lt(0)−

− dȦks(ei)(A
−1)sj − dAks(−ari er)(A−1)sj − dAks(ei)(−A−1ȦA−1)sj+

+ dȦks(ej)(A
−1)si + dAks(−arjer)(A−1)si + dAks(ej)(−A−1ȦA−1)si =

= −(A−1)lra
r
i (A
−1)tjA

k
sc
s
lt(0)− (A−1)li(A

−1)tra
r
jA

k
sc
s
lt(0) + (A−1)li(A

−1)tja
k
rA

r
sc
s
lt(0)−

− dȦks(ei)(A
−1)sj + aridA

k
s(er)(A

−1)sj + dAks(ei)(A
−1ȦA−1)sj+

+ dȦks(ej)(A
−1)si − arjdAks(arjer)(A

−1)si − dAks(ej)(A
−1ȦA−1)si .

We can get rid of the terms cslt(0) in the above expression, by making use of (1.4.8) and thus
expressing them in terms of ckij(t):

ċkij = −ari
(
ckrj + dAks(er)(A

−1)sj − dAks(ej)(A
−1)sr

)
−

− arj
(
ckir + dAks(ei)(A

−1)sr − dAks(er)(A
−1)si

)
+

+ akr
(
crij + dArs(ei)(A

−1)sj − dArs(ej)(A
−1)si

)
−

− dȦks(ei)(A
−1)sj + aridA

k
s(er)(A

−1)sj + dAks(ei)(A
−1)sra

r
j+

+ dȦks(ej)(A
−1)si − arjdAks(arjer)(A

−1)si − dAks(ej)(A
−1)sra

r
i =

= −ari ckrj − arjckir + akrc
r
ij + akrdArs(ei)(A

−1)sj − akrdArs(ej)(A
−1)si−

− dȦks(ei)(A
−1)sj + dȦks(ej)(A

−1)si =

= −ari ckrj − arjckir + akrc
r
ij − d akj (ei) + d aki (ej),

where in the last equality we have exploited the fact that

d a = d(ȦA−1) = dȦA−1 − ȦA−1dAA−1 = dȦA−1 − adAA−1.

Recalling that, in this setting, the components of the covariant derivative of a are given by

aij,kθ
k = d aij + akj θ

i
k − aikθkj ,

one has that

ċkij = −alicklj − atjckit + aksc
s
ij − akj,i + aljθ

k
l (ei)− akl θlj(ei) + aki,j − aliθkl (ej) + akl θ

l
i(ej) =

= −akj,i + aki,j +
1

2
alj(c

i
kl + clki + ckli)−

1

2
ali(c

j
kl + clkj + cklj),

where the last equality follows from (1.4.7) after some simplifications.
Thanks to the above expression for ċkij , we are now able to calculate the variation of the θij(t):

(θ̇ij)kθ
k =

d

dt

(1

2
(ckij(t) + cjik(t)− cijk(t))θk(t)

)
=

=
1

2

(
ċkij + ċjik − ċ

i
jk

)
θk +

1

2
(ckij + cjik − c

i
jk)akl θ

l =

=
1

2

[
− akj,i + aki,j +

1

2
alj(c

i
kl + clki + ckli)−

1

2
ali(c

j
kl + clkj + cklj)−

− ajk,i + aji,k +
1

2
alk(cijl + clji + cjli)−

1

2
ali(c

k
jl + cljk + cjlk)+

+ aik,j − aij,k −
1

2
alk(cjil + clij + cilj) +

1

2
alj(c

k
il + clik + cilk)

]
θk+

+
1

2
(clij + cjil − c

i
jl)a

l
kθ
k.

After some simplifications, we arrive to the expression

(θ̇ij)k =
1

2
(hik,j − hjk,i + aji,k − a

i
j,k). (1.4.10)
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Notice that, since the difference between the connection forms θij(t+ s)− θij(t) defines a tensor on

M , (θ̇ij)k are in fact the components of a rank 3 tensor.

Then, the variation of the curvature 2-form at t = 0 can then be computed in terms of θ̇ij by
exploiting the second structure equations:

Θ̇i
j = dθ̇ij + θ̇ik ∧ θkj + θik ∧ θ̇kj = d((θ̇ij)kθ

k) + (θ̇ik)lθ
l ∧ θkj + θik ∧ ((θ̇kj )lθ

l) =

= d(θ̇ij)k ∧ θk + (θ̇ij)k(−θkl ∧ θl)− (θ̇il)kθ
l
j ∧ θk + (θ̇lj)kθ

i
l ∧ θk =

= (θ̇ij)k,lθ
l ∧ θk

Since the curvature 2-forms are related to the Riemann tensor via

Θi
j =

1

2
Rijklθ

k ∧ θl,

one has that

1

2
((θ̇ij)l,k − (θ̇ij)k,l)θ

k ∧ θl = Θ̇i
j =

1

2
(Ṙijkl +Rijtla

t
k +Rijkta

t
l)θ

k ∧ θl,

therefore the variation of the components of the curvature tensor (at t = 0) is given by the
expression

Ṙijkl = −Rijktatl +Rijlta
t
k + (θ̇ij)l,k − (θ̇ij)k,l.

Substituting (1.4.10),

Ṙijkl = −Rijktatl+Rijltatk+
1

2
(hil,jk+hjk,il−hik,jl−hjl,ik)+

1

2
(ait−ati)Rtjkl−

1

2
(ajt−atj)Rtikl. (1.4.11)

At this point, the variation of the curvature tensor given by

Ṙ = Ṙijklei⊗θj⊗θk⊗θl+Rijkl(ėi⊗θj⊗θk⊗θl+ei⊗θ̇j⊗θk⊗θl+ei⊗θj⊗θ̇k⊗θl+ei⊗θj⊗θk⊗θ̇l).

Inserting (1.4.11), (1.4.1) and (1.4.9), we arrive at (1.4.3). As regards the variation of the Riemann
tensor (the 4-times covariant form of R) the computations are quite similar, recalling that at any
time t

Rijkl = Rijkl,

and thus
Ṙijkl = Ṙijkl.

Summing (1.4.11) over i and k, one obtains the variation of the components of the Ricci tensor,

Ṙij =
1

2
(hsi,js + hsj,is − hss,ij − hij,ss)−Ritatj −Rtjati (1.4.12)

and thus
Ṙic = Ṙijθ

i ⊗ θj +Rij θ̇i ⊗ θj +Rijθ
i ⊗ θ̇j

is precisely given by (1.4.5). Finally, as for the variation of the scalar curvature it is sufficient to
consider the trace over i and j in (1.4.12), resulting in (1.4.6).

Remark 1.14. Notice that, as evidenced from the proof of the above Proposition, different versions
of a tensor have in general different variations, even in local components along orthonormal frames.
In spite of this, when it turns to the variation of the components along orthonormal frames (in the
Riemannian case), the variation does not depend on the version of the tensor, since we recall that in
this setting every version of a tensor has the same components on an orthonormal frame. Because
of this and because of the fact that tracing the components of the variation of a tensor equals
considering the variation of the components of its trace on the same indices, we shall consider
variation of components of tensors (along orthonormal coframes, otherwise this argument doesn’t
work), rather than of the tensor.
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One can compute the variation of covariant derivative of generic tensors, and one way to
compute it is the following. Let us consider, for instance, a 2-covariant tensor (the method can be
generalized to any type of tensor) T = Tijθ

i ⊗ θj for a local orthonormal coframe θi. Assume that

the variation of T is known, say Ṫ = U for some U ∈ T 0
2M . Then the coefficients of ∇T obey the

rule
Tij,kθ

k = dTij − Tsjθsi − Tisθsj ,

where although not written explicitly we consider ∇ and θ as dependent on t, as above. Then,
differentiating with respect to t we obtain

Ṫij,kθ
k + Tij,kθ̇k = dṪij − Ṫsjθsi − Tsj θ̇si − Ṫisθsj − Tisθ̇sj , (1.4.13)

where we have denoted with Ṫij,k the variation of the components along an orthonormal coframe
of the tensor T . We can group the three terms of the RHS in (1.4.13), since for the covariant
derivative of the components Ṫij it holds

(Ṫij),kθ
k = dṪij − Ṫsjθsi − Ṫisθsj ,

and arrive to
Ṫij,k + Tij,sa

s
k = (Ṫij),k − Tsj(θ̇si )k − Tis(θ̇sj )k. (1.4.14)

Now,
Uij = (Ṫ )ij = Ṫij + Tsja

s
i + Tisa

s
j ,

which yields, by differentiation,

Uij,k = (Ṫij),k + Tsj,ka
s
i + Tis,ka

s
j + Tsja

s
i,k + Tisa

s
j,k

Inserting the latter into (1.4.14),

Ṫij,k + Tij,sa
s
k + Tsj,ka

s
i + Tis,ka

s
j = Uij,k − Tsjasi,k − Tisasj,k − Tsj(θ̇si )k − Tis(θ̇sj )k.

At this point, we use the fact that

(∇̇T )ijk = Ṫij,k + Tij,sa
s
k + Tsj,ka

s
i + Tis,ka

s
j

and (1.4.10) to conclude that

(∇̇T )ijk = Uij,k −
1

2
Tsj(hsk,i + his,k − hki,s)−

1

2
Tis(hsk,j + hjs,k − hkj,s). (1.4.15)

Let us now consider the variation of a map between Riemannian manifolds. We denote with
F = C∞(M,N), the space of smooth maps between two Riemannian manifolds (M, g) and (N, gN ).
Then, considering a map ϕ : M → N , the tangent space TϕF can be identified with the space
of section of the pullback bundle ϕ∗TN : i.e., to every variation ϕt : M → N , t ∈ (−ε, ε) such
that ϕ0 = ϕ, we can associate a vector along ϕ, v ∈ Γ(ϕ∗TN), such that ϕt(x) = expϕ(x)(tvx).

Let M = M × (−ε, ε) and Φ : M → N be such that Φ(x, t) = ϕt(x). If we consider on M
the product metric between g on M and the flat metric on (−ε, ε), we can then extend the
Levi-Civita connection for this Riemannian product to a connection on tensors along Φ, which
we denote by ∇. Notice that, under the identification M = M × {0} ⊂ M , the connection ∇
restricted to TM ⊗ ϕ∗TN ⊂ TM ⊗ Φ∗TN coincides with ∇. The same is valid if, denoting
with Mt = M ×{t} and with t∇ the connection on tensors along ϕt, one considers ∇ restricted to
TMt⊗ϕ∗tTN ⊂ TM⊗Φ∗TN . We choose an orthonormal coframe on M , {θi}, and an orthonormal
frame on M such that

θ̄m+1 = dt the coordinate on (−ε, ε),
θ̄i = θi, i, j, k = 1 . . .m,
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where with abuse of notation we have written θi instead of its pullback under the projection of M
onto M . It is immediate to see that the only non-vanishing components of the Riemann tensor on
M are

Rijkl = Rijkl.

Then,
d

dt

∣∣∣∣
0

ϕt = (∇∂tΦ)
∣∣
t=0

= v, (1.4.16)

hence, in components,
Φam+1

∣∣
t=0

= va.

We shall also take into account the variation of the covariant derivatives of ϕ. As one expects, their
variation can be linked to the variation of the map, as it is shown in the following Proposition:

Proposition 1.15. With the above notation,

d

dt

∣∣∣∣
0

(ϕt) = v, (1.4.17)

d

dt

∣∣∣∣
0

(dϕt) = ∇v, (1.4.18)

d

dt

∣∣∣∣
0

( t∇dϕt) = ∇2v + NR(·,dϕ, v, dϕ). (1.4.19)

Proof. Equation (1.4.17) is immediate. As for the others, we make use of the above notation and
notice that

d

dt

∣∣∣∣
t=0

(dϕt) = (∇∂tdΦ)
∣∣
TM⊗ϕ∗TN ,

and therefore

d

dt

∣∣∣∣
t=0

(dϕt) = Φaim+1θ
i ⊗ Ea

∣∣
t=0

= Φam+1 iθ
i ⊗ Ea

∣∣
t=0

= vai θ
i ⊗ Ea = ∇v,

thus proving (1.4.18). Notice that we exploited the symmetry between the two indices in the
covariant derivative of the tangent map with respect to the connection of the bas manifold, as in
(1.3.3). Regarding ∇dϕ, we have

d

dt

∣∣∣∣
t=0

( t∇dϕt) = (∇∂t∇dΦ)
∣∣
TM⊗ϕ∗TN .

By the commutation relations in (1.3.8),

d

dt

∣∣∣∣
t=0

( t∇dϕt) = Φaij m+1θ
i ⊗ θj ⊗ Ea

∣∣
t=0

= [Φaim+1 j +Rlij m+1Φal

− NRabcdΦ
b
iΦ

c
jΦ

d
m+1]t=0θ

i ⊗ θj ⊗ Ea =

= (vaij + NRabcdϕ
b
iv
cϕdj )θ

i ⊗ θj ⊗ Ea,

proving (1.4.19).

Remark 1.16. Similarly to the variation of tensors with respect to the metric, we can also consider
the variation of the components of tensors along ϕ with respect to ϕ. As for the variation of the
components of dϕ on the frame θi ⊗ Ea, ϕai , we have that

d

dt

∣∣∣∣
t=0

(ϕt)
a
i =

d

dt
Φai

∣∣∣∣
t=0

= (dΦai (∂t))|t=0 =
(
Φaim+1 + Φaαθ

α
i (∂t)− ΦbiΦ

∗ωab (∂t)
)∣∣
t=0

,

where 1 ≤ α ≤ m+ 1. On one hand, since M has a product metric, θm+1
i = 0 and the θji s do not

depend no the t coordinate, and hence
θαi (∂t) = 0.
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On the other,
(Φ∗ωab (∂t))|t=0 = (Φcm+1ω

a
b (Ec))

∣∣
t=0

= ωab (v).

Therefore, we have
d

dt

∣∣∣∣
t=0

(ϕt)
a
i = vai − ϕbiωab (v). (1.4.20)

Analogously, using the commutation rules (1.3.8),

d

dt

∣∣∣∣
t=0

(ϕt)
a
ij = vaij + NRabcdϕ

b
iv
cϕdj − ϕbijωab (v). (1.4.21)
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Chapter 2

Rigidity results for maps between
Riemannian manifolds

This chapter is devoted to the presentation of some rigidity conditions involving generic algebraic
curvature tensors, which we introduced in the previous chapter as 4-times covariant tensors sharing
the same symmetries, at the algebraic level (thus not involving the covariant derivatives) of the
Riemann curvature tensor. In particular, we are going to show that, under certain conditions
involving the curvature operator, a harmonic algebraic curvature tensor T must be parallel and
possibly forced to be of the form

T = λ〈 , 〉 ©∧ 〈 , 〉,

for some λ ∈ R. To be more specific, we have:

Theorem 2.1. Let (Mm, 〈 , 〉) be a compact m-dimensional Riemannian manifold with bm−1
2 c-

nonnegative curvature operator R and let T be an algebraic curvature tensor. Assume that T is
harmonic. Then T is parallel. If M has bm−1

2 c-positive curvature operator at some point then T
is a constant multiple of 〈 , 〉 ©∧ 〈 , 〉.

Theorem 2.1 with the choice of T = Riem, together with the application of a classification
Theorem by Noronha in [29], yields the following:

Theorem 2.2. Let M be a compact Riemannian manifold of dimension m ≥ 3 with R(bm−1
2 c) ≥ 0

and harmonic curvature. Then M is locally symmetric. If R(bm−1
2 c) > 0 at some point then M is

a quotient of Sm.

Theorem 2.2 provides a generalization of a Theorem by Tachibana [36], who shows that if a
Riemannian manifold has positive curvature operator, then it is a quotient of Sm. Notice that
Theorem 2.2 also generalizes results of Tran [38] and Petersen and Wink [30, 31].

The validity of Theorem 2.1 will be showed by making use of the so called “Bochner technique”.
First applied by S. Bochner and K. Yano, [7, 8], it consists in evaluating the laplacian of the squared
norm of a tensor field and, after having given some estimates, an application of some maximum
principles gives some constraints on the covariant derivatives of such tensor. In the specific case of
an algebraic curvature tensor T we will show that, if it is harmonic, it satisfies

1

2
∆|T |2 = |∇T |2 +

1

2
〈ΓT, T 〉, (2.0.1)

where Γ is a special case of a self-adjoint endomorphism defined by Lichnerowicz in [24] for generic
tensors in T 0

qM , q > 0. Then, estimates on the quadratic term 〈ΓT, T 〉 via the orthogonal splitting

into its irreducible components as in (1.2.4) under the hypothesis of non-negativity of Rb
m−1

2 c and
the application of the divergence theorem yields the conclusions of Theorem 2.1. Notice that the
condition on the curvature operator was first identified in [30], where they use it to give estimates
on the laplacian of the squared norm of harmonic p-forms, and can be applied to any harmonic
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algebraic curvature tensor whose Ricci contraction is proportional to the metric. Here, instead, we
will provide a lower bound on 〈ΓT, T 〉 by only requiring that T is harmonic.
In Section 2.1 we will provide this estimate and then prove, in the compact setting, the rigidity
Theorem 2.1. Then we will discuss the complete case (possibly non-compact). Similar conclusions
to those of Theorem 2.1 can be deduced, but here we have to make some assumptions on the
growth of T and on the geometry of M , in such a way to recover, in some sense, the possibility
to apply a maximum principle to |T |2 and hence to infer its constancy in view of (2.0.1). This
will be done in Section 2.2. In the last section we will specialize our discussion to maps between
manifolds, and find a suitable tensor, namely the ϕ-Weyl tensor defined in the previous chapter as

Wϕ = Riem− 1

m− 2
Aϕ©∧ 〈 , 〉,

that provides a link between the geometry of the base manifold (M, 〈 , 〉) and of the map ϕ :
M → (N, 〈 , 〉N ), and then apply to it our arguments for generic algebraic curvature tensors. For
instance, in the compact case we will prove the following

Theorem 2.3. Let (M, 〈 , 〉) be a compact m-dimensional manifold with bm−1
2 c-nonnegative cur-

vature operator and let ϕ : M → (N, 〈 , 〉N ) be a smooth map from M to a fixed Riemannian
manifold (N, 〈 , 〉N ). Then, if Wϕ is harmonic, ϕ must be relatively affine and (M, 〈 , 〉) is either
locally symmetric or locally conformally flat and ϕ is an homothety.

As for the complete case, an application of a classification result due to G. Carron and H. Her-
zlich [11] for complete locally conformally flat manifolds with non-negative Ricci curvature yields,
in case Sϕ is constant, rigidity for the base manifold.

Notice that here we focus our attention to the ϕ curvatures and applications of 2.1 and the
analogous results in the complete non-compact case to the ϕ-Weyl tensor. For a detailed treatment
on the generalization of the Tachibana theorem and therefore to the applications in case T = Riem,
we refer the reader to [13].

2.1 Rigidity of harmonic algebraic curvature tensors on com-
pact manifolds

This section is devoted to the proof of Theorem 2.1, that we here restate:

Theorem 2.4. Let (Mm, 〈 , 〉) be a compact m-dimensional Riemannian manifold with bm−1
2 c-

nonnegative curvature operator R and let T be an algebraic curvature tensor. Assume that

T satisfies the second Bianchi identity and div T = 0.

Then T is parallel. Moreover, if the curvature operator is bm−1
2 c-positive at some point, then T is

a constant multiple of 〈 , 〉 ©∧ 〈 , 〉.

We will prove Theorem 2.4 at the end of the section. Indeed, we begin by showing the validity
of a Bochner-type formula for generic algebraic curvature tensors in Proposition 2.5, and then
in Theorem 2.7 we will give a sharp estimate on the quadratic term arising in the expression of
the formula itself. In what follows until the end of the section, we will use the same notation as
in Section 1.2 for algebraic curvature tensors: indeed, there will be no ambiguity, since the only
curvature tensors coming into play here are the Riemann and the Ricci tensors.
Before stating Proposition 2.5, we set Γ = Γq : T 0

qM → T 0
qM as the self-adjoint endomorphism

introduced by Lichnerowicz, whose action can be described in the following way: in a local or-
thonormal coframe {θi}, for every q-covariant tensor Q = Qi1...iq θ

i1 ⊗ · · · ⊗ θiq the components of
ΓQ = (ΓQ)i1...iq θ

i1 ⊗ · · · ⊗ θiq are given by

(ΓQ)i1...iq =

q∑
l=1

RiljQi1...j...iq −
∑

1≤l 6=h≤q

RiljihtQi1...j...t...iq (2.1.1)
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where on the right-hand side j and t occupy the l-th and h-th places, respectively, among the
indices of Q (note that in the second term we do not necessarily have l < h). If Q is twice
continuously differentiable, then

(ΓQ)i1...iq =

q∑
h=1

(
Qi1...t...iq,iht −Qi1...t...iq,tih

)
. (2.1.2)

Indeed, by the Ricci identities we have

Qi1...t...iq,iht −Qi1...t...iq,tih =

q∑
l 6=h,l=1

Qi1...j...t...iqRjiliht +Qi1...j...iqRjih ,

thus summing over h we obtain (2.1.1). As we will often apply Γ = Γ4 in the case of an algebraic
curvature tensor T , it is worth noticing that in this case (2.1.1), thanks to the symmetries of T ,
becomes

(ΓT )ijkl = RisTsjkl +RjsTiskl +RksTijsl +RlsTijks − 2RisjtTstkl − 2RisktTsjtl

− 2RisltTsjkt − 2RjsktTistl − 2RjsltTiskt − 2RksltTijst.
(2.1.3)

We are now ready to state and prove the following:

Proposition 2.5. Let (M, 〈 , 〉) be a Riemannian manifold and let T be a smooth algebraic cur-
vature tensor. Then

1

2
∆|T |2 = |∇T |2 +

1

2
〈ΓT, T 〉 − 1

3
|B(T )|2 − 2|div T |2 + divX(T ) (2.1.4)

where X(T ) is the vector field whose components are given by

X(T )i = TsjktB(T )sjkti + 2Tijkt(div T )jkt . (2.1.5)

Remark 2.6. In particular, if T is harmonic (i.e., T satisfies the second Bianchi identity and
div T = 0) then (2.1.4) reduces to

1

2
∆|T |2 = |∇T |2 +

1

2
〈ΓT, T 〉 . (2.1.6)

Proof. We compute

1

2
∆|T |2 = div(∇|T |2) = (TijktTijkt,l),l = Tijkt,lTijkt,l + TijktTijkt,ll

and Tijkt,lTijkt,l = |∇T |2. Looking at the second term, we rewrite

Tijkt,ll = Tijkt,ll + Tijlk,tl + Tijtl,kl − Tijlk,tl − Tijtl,kl = B(T )ijktl,l + Tijkl,tl − Tijtl,kl

so that, using the symmetry Tijtk = −Tijkt,

TijktTijkt,ll = TijktB(T )ijktl,l + 2TijktTijkl,tl .

We further rewrite
Tijkl,tl = Tijkl,lt + Tijkl,tl − Tijkl,lt

and summing up we obtain

1

2
∆|T |2 = |∇T |2 + TijktB(T )ijktl,l + 2TijktTijkl,lt + 2Tijkt(Tijkl,tl − Tijkl,lt) . (2.1.7)

“Integrating by parts” we get

TijktB(T )ijktl,l = (TijktB(T )ijktl),l − Tijkt,lB(T )ijktl

= (TijktB(T )ijktl ),l −
1

3
|B(T )|2 ,

TijktTijkl,lt = (TijktTijkl,l),t − Tijkt,tTijkl,l
= (TijktTijkl,l),t − | div T |2
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hence

TijktB(T )ijktl,l + 2TijktTijkl,lt = divX(T )− 1

3
|B(T )|2 − 2|div T |2 . (2.1.8)

On the other hand, by the symmetries of T , renaming the indices and using (2.1.2) we have

4Tijkt(Tijkl,tl − Tijkl,lt) = Tijkt(Tijkl,tl − Tijkl,lt) + Tijtk(Tijlk,tl − Tijlk,lt)
+ Tktij(Tklij,tl − Tklij,lt) + Ttkij(Tlkij,tl − Tlkij,lt)

= Tijkt(Tijkl,tl − Tijkl,lt) + Tijkt(Tijlt,kl − Tijlt,lk)

+ Tijkt(Tilkt,jl − Tklij,lj) + Tijtk(Tljtk,il − Tljtk,li)
= 〈ΓT, T 〉 .

Substituting this and (2.1.8) into (2.1.7) we obtain the desired conclusion.

Having in hand the desired Bochner-type formula (2.1.4), the next step is to find an estimate
for the quantity 〈ΓT, T 〉. Our goal is now to prove the following Theorem:

Theorem 2.7. Let M be a Riemannian manifold of dimension m ≥ 2 with R(bm−1
2 c) ≥ a(x) for

some function a : M → R and let T be a smooth algebraic curvature tensor. Then

1

2
∆|T |2 ≥ |∇T |2 + (m− 1)a(x)|P |2 − 1

3
|B(T )|2 − 2|div T |2 + divX(T ) (2.1.9)

where P and X(T ) are as in (1.2.12) and (2.1.5).

The proof of Theorem 2.7 is split into several lemmas and propositions, for the sake of clarity
of the exposition. The scheme of the proof is the following: in the first step, given by Proposition
2.8, we split the quadratic term 〈ΓT, T̃ 〉 as the sum of two analogous quadratic terms in W and
Z, thus decomposing, in some sense, the expression in accordance with the orthogonal splitting of
T . We will afterwards treat the terms 〈ΓW,W 〉 and 〈ΓZ,Z〉 separately and give lower bounds on

them exploiting the non-negativity of Rb
m−1

2 c. As for 〈ΓZ,Z〉, in Proposition 2.14 we will show,
with the help of Lemma 2.13, that a lower bound on the weighted bm2 c-sectional curvature yields

a lower bound on 〈ΓZ,Z〉: namely, if Sectb
m
2 c ≥ C, then

〈ΓZ,Z〉 ≥ 2mC|Z|2.

On the other hand, in order to estimate 〈ΓW,W 〉 we will link Γ to R through a map that sends
a 4-covariant tensor Q to a 2-form with values in T4M , Q̂, similarly to what Petersen and Wink
did in [30], and we will show that, extending the curvature operator to the space of 2-forms with
values in T4M , then

〈RT4M Q̂, V̂ 〉 = 〈ΓQ,V 〉,

for any Q,V ∈ T4M . In Proposition 2.15 we will express the norm of Ŵ with respect to the norm
of W , finding that

|Ŵ |2 = 2(m− 1)|W |2.

After that, in Proposition 2.17 we will explain 〈RT4MŴ , Ŵ 〉 by splitting the curvature operator in
an orthonormal base of 2-forms and, thanks to the estimate proven in Lemma 2.16 we will be able

to apply an elementary inequality shown in Lemma 2.13 to conclude that, if Rb
m−1

2 c ≥ C, then

〈ΓW,W 〉 ≥ 2(m− 1)C|W |2.

Theorem 2.18 will put together the lower bounds in Propositions 2.14 and 2.17, using the expression

for the norm of the projective-like tensor P in 1.10, to obtain that, in case Rb
m−1

2 c ≥ C, then

〈ΓT, T 〉 ≥ 2(m− 1)C|P |2.

Then it will be only a matter of estimating the quadratic term in the Bochner formula proven in
2.5 by means of Theorem 2.18 to obtain the conclusion of Theorem 2.7.
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Proposition 2.8. Let T , T̃ be algebraic tensor fields. Then

〈ΓT, T̃ 〉 = 〈ΓW, W̃ 〉+
4

m− 2
〈ΓZ, Z̃〉 (2.1.10)

where W , W̃ are the Weyl parts of T , T̃ and Z, Z̃ are the traceless parts of their respective Ricci
contractions E, Ẽ.

The proof of Proposition 2.8 is essentially a long computation, that we split into the proofs of
several lemmas.

Lemma 2.9. Let T, T̃ be algebraic curvature tensors. Then

〈ΓT, T̃ 〉 = 4RisTsjktT̃ijkt − 4RisjlTslktT̃ijkt − 8RisklTsjltT̃ijkt . (2.1.11)

Proof. From (2.1.3) we have

(ΓT )ijkl = RisTsjkl +RjsTiskl +RksTijsl +RlsTijks

− 2RisjtTstkl − 2RisktTsjtl − 2RisltTsjkt − 2RjsktTistl − 2RjsltTiskt − 2RksltTijst.

We contract with T̃ijkl. Renaming the indices and using the symmetries of T , T̃ we get

RisTsjklT̃ijkl +RjsTisklT̃ijkl +RksTijslT̃ijkl +RlsTijksT̃ijkl

= RisTsjklT̃ijkl +RisTjsklT̃jikl +RisTklsj T̃klij +RisTlkjsT̃lkji

= 4RisTsjktT̃ijkt ,

2RisjtTstklT̃ijkl + 2RksltTijstT̃ijkl

= 2RisjtTstklT̃ijkl + 2RisjtTklstT̃klij

= 4RisjtTstklT̃ijkl ,

2RisktTsjtlT̃ijkl + 2RisltTsjktT̃ijkl + 2RjsktTistlT̃ijkl + 2RjsltTisktT̃ijkl

= 2RisktTsjtlT̃ijkl + 2RisktTsjltT̃ijlk + 2RisktTjstlT̃jikl + 2RisktTjsltT̃jilk

= 8RisktTsjtlT̃ijkl .

Summing up we obtain (2.1.11).

Next, we show that the traceless and the trace components of an algebraic curvature tensor are
orthogonal with respect to the bilinear form 〈Γ·, ·〉:

Lemma 2.10. Let W be a totally traceless algebraic curvature tensor and E a symmetric 2-
covariant tensor. Then

〈ΓW,E©∧ 〈 , 〉〉 = 0 . (2.1.12)

Proof. We apply (2.1.11) with T = W and T̃ = E©∧ 〈 , 〉. We write

(E©∧ 〈 , 〉)ijkt = Eikδjt + Ejtδik − Eitδjk − Ejkδit .

We separately compute the three terms in (2.1.11). Since W is totally traceless, we have

RisWsjkt(E©∧ 〈 , 〉)ijkt = RisWsjktEjtδik −RisWsjktEjkδit

= RisWsjitEjt −RisWsjkiEjk

= 2RisWsjitEjt ,

RisjlWslkt(E©∧ 〈 , 〉)ijkt = RisjlWslkt(Eikδjt − Eitδjk) +RisjlWslkt(Ejtδik − Ejkδit)
= 2RisjlWslktEikδjt + 2RisjlWslktEjtδik

= 2RisjlWslkjEik + 2RisjlWslitEjt ,

RisklWsjlt(E©∧ 〈 , 〉)ijkt = RisklWsjltEjtδik −RisklWsjltEitδjk −RisklWsjltEjkδit

= RslWsjltEjt −RisklWskltEit −RisklWsjliEjk .
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Summing up, we obtain

1

8
〈ΓW,E©∧ g〉 = RisWsjitEjt −RisjlWslkjEik −RisjlWslitEjt

−RslWsjltEjt +RisklWskltEit +RisklWsjliEjk .

A few algebraic manipulations renaming the indices and exploiting the symmetries of Ric, Riem,
W or E yield

RisWsjitEjt = RlsWsjltEjt = RslWsjltEjt ,

RisjlWslkjEik = RjlisWlsjkEik = RisjlWslitEjt

RisklWskltEit = RklisWltskEti = RisklWsjliEjk ,

Substituting and manipulating a little more we get

1

16
〈ΓW,E©∧ 〈 , 〉〉 = RisklWskltEit −RisjlWslkjEik

= RisklWskltEit +RisjlWsljkEik

≡ RisklWskltEit +RislkWskltEit

= (Riskl +Rislk)WskltEit

= 0 .

In the next two lemmas we relate the bilinear form 〈Γ·, ·〉 on the trace part of algebraic curvature
tensors to their Ricci contraction, with the help of Lemma 2.9, and we observe that the bilinear
form loses information on the total trace of algebraic curvature tensors.

Lemma 2.11. Let E, Ẽ be symmetric 2-covariant tensors and let Z, Z̃ be their respective traceless
parts. Then

〈ΓZ, Z̃〉 = 〈ΓE, Ẽ〉 = 2RisEsjẼij − 2RisjlElsẼij . (2.1.13)

Proof. From (2.1.1) we have

(ΓE)ij = RisEsj +RjsEis − 2RisjlEsl . (2.1.14)

Contracting with Ẽij we get the second equality (2.1.13). In case E = 〈 , 〉, from (2.1.14) we deduce
Γ〈 , 〉 = 0. As for the first equality in (2.1.13),

〈ΓE, Ẽ〉 = 〈ΓZ, Z̃〉+ 〈ΓZ, S̃
m
〈 , 〉〉+ 〈Γ S

m
〈 , 〉, Ẽ〉

= 〈ΓZ, Z̃〉+ 〈Z,Γ S̃
m
〈 , 〉〉+ 〈Γ S

m
〈 , 〉, Ẽ〉

= 〈ΓZ, Z̃〉 ,

where we have used the self-adjointness of Γ on T 0
2M .

Lemma 2.12. Let E, Ẽ be symmetric 2-covariant tensors and let Z, Z̃ be their respective traceless
parts. Then

〈Γ(E©∧ 〈 , 〉), Ẽ©∧ 〈 , 〉〉 = 4(m− 2)〈ΓE, Ẽ〉 = 4(m− 2)〈ΓZ, Z̃〉 . (2.1.15)

Proof. We separately compute the three terms in (2.1.11) for T = E ©∧ 〈 , 〉, T̃ = Ẽ ©∧ 〈 , 〉. We
have

(E©∧ g)slkt(Ẽ©∧ 〈 , 〉)ijkt = Esk(Ẽ©∧ 〈 , 〉)ijkl − Est(Ẽ©∧ 〈 , 〉)ijlt + Elt(Ẽ©∧ 〈 , 〉)ijst − Elk(Ẽ©∧ 〈 , 〉)ijks
= 2Esk(Ẽ©∧ 〈 , 〉)ijkl − 2Elk(Ẽ©∧ 〈 , 〉)ijks
= 2EskẼikδjl + 2EsiẼjl − 2EskẼjkδil − 2EsjẼil

− 2ElkẼikδjs − 2EliẼjs + 2ElkẼjkδis + 2EljẼis .
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Hence,

Ris(E©∧ 〈 , 〉)sjkt(Ẽ©∧ 〈 , 〉)ijkt = Risδlj(E©∧ 〈 , 〉)slkt(Ẽ©∧ 〈 , 〉)ijkt
= 2mRisEskẼik + 2RisEsiẼjj − 2RisEskẼik − 2RisEslẼil

− 2RilElkẼik − 2RisEjiẼjs + 2RiiEjkẼjk + 2RisẼisEjj

= 2(m− 4)RijEjkẼik + 2RijEijẼkk + 2RijẼijEkk + 2RiiEjkẼjk ,

Risjl(E©∧ 〈 , 〉)slkt(Ẽ©∧ 〈 , 〉)ijkt = 4RsjEskẼjk + 4RisljEsjẼil .

Similarly

(E©∧ 〈 , 〉)sjlt(Ẽ©∧ 〈 , 〉)ijkt = Esl(Ẽ©∧ 〈 , 〉)ijkj − Est(Ẽ©∧ 〈 , 〉)ilkt − Ejl(Ẽ©∧ 〈 , 〉)ijks
+ Ejtδsl(Ẽ©∧ 〈 , 〉)ijkt

= EslẼikδjj + EslẼjjδik − EslẼijδjk − EslẼjkδij
− EstẼikδlt − EstẼltδik + EstẼitδlk + EstẼlkδit

− EjlẼikδjs − EjlẼjsδik + EjlẼisδjk + EjlẼjkδis

+ EjtẼikδslδjt + EjtẼjtδslδik − EjtẼitδslδjk − EjtẼjkδslδit
= mEslẼik + EslẼjjδik − EslẼik − EslẼik
− EslẼik − EstẼltδik + EstẼitδlk + EsiẼlk

− EslẼik − EljẼjsδik + EklẼis + EljẼjkδis

+ ẼikEjjδsl + EjtẼjtδslδik − EktẼitδsl − EijẼjkδsl

that is

(E©∧ 〈 , 〉)sjlt(Ẽ©∧ 〈 , 〉)ijkt = (m− 4)EslẼik − EstẼltδik − EljẼjsδik − EktẼitδsl − EijẼjkδsl
+ EslẼjjδik + ẼikEjjδsl + EjtẼjtδslδik + EstẼitδlk + EsiẼlk + EklẼis + EljẼjkδis .

We contract with Riskl to get

Riskl(E©∧ 〈 , 〉)sjlt(Ẽ©∧ 〈 , 〉)ijkt = (m− 4)RisklEslẼik − 4RslEstẼlt

+RslEslẼjj +RikẼikEjj +RiiEjtẼjt

Summing up,

〈Γ(E©∧ 〈 , 〉), Ẽ©∧ 〈 , 〉〉 = 8(m− 4)RijEjkẼik + 8RijEijẼkk + 8RijẼijEkk + 8RiiEjkẼjk

− 16RsjEskẼjk − 16RisljEsjẼil − 8(m− 4)RisklEslẼik + 32RslEstẼlt

− 8RslEslẼjj − 8RikẼikEjj − 8RiiEjtẼjt

= 8(m− 2)RijEjkẼik − 8(m− 2)RisklEslẼik

and by (2.1.13) we obtain (2.1.15).

We are now able to prove the splitting in 〈ΓT, T̃ 〉 as in (2.1.10):

Proof of Proposition 2.8. As in (1.2.7), we write

T = W +
1

m− 2
A©∧ 〈 , 〉 , T̃ = W̃ +

1

m− 2
Ã©∧ 〈 , 〉

where A, Ã are the Schouten-like tensors associated to T , T̃ as in (1.2.6). Then, by Lemma 2.10
with the choices E = 1

m−2A, Ẽ = 1
m−2 Ã to obtain

〈ΓT, T̃ 〉 = 〈ΓW, W̃ 〉+
1

(m− 2)2
〈Γ(A©∧ 〈 , 〉), Ã©∧ 〈 , 〉〉.
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Next, by Lemma 2.12, noting that Z, Z̃ are also the traceless parts of A, Ã, we get

〈ΓT, T̃ 〉 = 〈ΓW, W̃ 〉+
4

m− 2
〈ΓZ, Z̃〉,

that is, (2.1.10).

We now proceed to prove that a lower bound on R(bm−1
2 c) ensures a lower bound on 〈ΓT, T 〉

for any algebraic curvature tensor T . To this purpose, we shall introduce the map we mentioned
above, which provides a link between the endomorphism Γ and the curvature operator R. Namely,
adopting the notation used by Petersen and Wink in [30], to any q-covariant tensor Q we associate
a T 0

qM -valued 2-form Q̂ of local components

Q̂i1...iqsr =
1

2

q∑
l=1

Qi1...s...iqδilr −
1

2

q∑
l=1

Qi1...r...iqδils . (2.1.16)

Any symmetry that Q may enjoy is inherited by Q̂ in its first q indices.
The curvature operator R can be extended to a self-adjoint endomorphism

RT 0
qM : T 0

qM ⊗ ∧2M → T 0
qM ⊗ ∧2M

on the bundle T 0
qM ⊗∧2M of T 0

qM -valued 2-forms, where self-adjointness is intended with respect

to the inner product on T 0
q+2M ⊇ T 0

qM ⊗ ∧2M . Given a local orthonormal coframe {θi} on M ,

for any section ω = ωi1...iqsr θ
i1 ⊗ · · · ⊗ θiq ⊗ θs ⊗ θr of T 0

qM ⊗ ∧2M the tensor RT 0
qMω is locally

defined by

(RT 0
qMω)i1...iqkt = Rsrktωi1...iqsr .

We have

(RT 0
qM Q̂)i1...iqkt =

q∑
l=1

RsilktQi1...s...iq = −
q∑
l=1

RiljktQi1...j...iq

and if V is another tensor field of type (0, q) then

〈RT 0
qM Q̂, V̂ 〉 = −

q∑
l,h=1

RiljktQi1...j...iqVi1...k...iqδiht ,

where on the right-hand side j occupies the l-th place among the indices of Q and k occupies the
h-th place among the indices of V . Splitting the cases h = l and h 6= l, we get

〈RT 0
qM Q̂, V̂ 〉 =

q∑
l=1

RjkQi1...j...iqVi1...k...iq −
∑

1≤l 6=h≤q

RiljktQi1...j...t...iqVi1...k...iq

and renaming k = ih it is apparent that

〈RT 0
qM Q̂, V̂ 〉 = 〈ΓQ,V 〉 . (2.1.17)

This shows that a lower bound on the quadratic form 〈R · , · 〉 implies a lower bound on 〈Γ · , · 〉.
The next Lemma provides an elementary inequality that will be used in the following Propositions.

Lemma 2.13. Let N ≥ 2 be a positive integer and let {ai}1≤i≤N , {bi}1≤i≤N be sequences of
non-negative real numbers such that

ai ≤ ai+1 for 1 ≤ i < N and bi ≥ 0 for i = 1, . . . , N . (2.1.18)

Let 1 ≤ k < N be a real number such that

bi ≤
1

k

N∑
j=1

bj for i = 1, . . . , N . (2.1.19)

Then
N∑
i=1

aibi ≥
1

bkc

bkc∑
i=1

ai

N∑
j=1

bj . (2.1.20)
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Proof. Let us assume first that k is an integer. Then, we separately estimate

N∑
i=k+1

aibi ≥ ak+1

N∑
i=k+1

bi ,

k∑
i=1

aibi =

k∑
i=1

(ai − ak+1)bi + ak+1

k∑
i=1

bi ≥
1

k

k∑
i=1

(ai − ak+1)

N∑
j=1

bj + ak+1

k∑
i=1

bi ,

where we have used (2.1.19) and the fact that ai − ak+1 ≤ 0 for i ≤ k. Summing up,

N∑
i=1

aibi ≥

[
1

k

k∑
i=1

(ai − ak+1) + ak+1

]
N∑
j=1

bj =

(
1

k

k∑
i=1

ai

)
N∑
j=1

bj ,

i.e.
N∑
i=1

aibi ≥

(
1

k

k∑
i=1

ai

)
N∑
j=1

bj . (2.1.21)

If k is a real number then (2.1.19) holds with k replaced by bkc, which is an integer in the range
{1, . . . , N − 1}. Hence it holds (2.1.21), thus proving (2.1.20).

We are now able to estimate the term 〈ΓZ,Z〉, where Z is any 2-covariant, symmetric and
traceless tensor:

Proposition 2.14. Let x ∈ M , C ∈ R and assume that for every collection {π1, . . . , πbm2 c} of
mutually orthogonal 2-dimensional subspaces of TxM it holds

1

bm2 c

bm2 c∑
i=1

Sect(πi) ≥ C . (2.1.22)

Then for any traceless symmetric 2-covariant tensor Z we have

〈ΓZ,Z〉 ≥ 2mC|Z|2 at x. (2.1.23)

Proof. Since Z is a symmetric tensor, we can consider an orthonormal base {ei} for TM consisting
of eigenvectors of Z. Let us denote with {ζi}1≤i≤m the corresponding eigenvalues. From (2.1.14)
we obtain (no summation is intended on i)

(ΓZ)ii = 2Riiζi − 2

m∑
j=1

Rijijζj = 2

m∑
j=1

Rijij(ζi − ζj) for i = 1, . . . ,m

hence

〈ΓZ,Z〉 =

m∑
i=1

(ΓZ)iiZii =

m∑
i=1

(ΓZ)iiζi = 2

m∑
i,j=1

Rijijζi(ζi − ζj)

that can be rewritten, by renaming indices and the symmetries of Riem, as

〈ΓZ,Z〉 =

m∑
i,j=1

Rijijζi(ζi − ζj) +

m∑
i,j=1

Rjijiζj(ζj − ζi) =

m∑
i,j=1

Rijij(ζi − ζj)2 . (2.1.24)

We now want to apply Lemma 2.13 to give a lower bound on 〈ΓZ,Z〉. Since
∑m
i=1 ζi = 0, we have∑m

i,j=1 ζiζj = 0 and therefore

2
∑

1≤i<j≤m

(ζi − ζj)2 =

m∑
i,j=1

(ζi − ζj)2

= m

m∑
i=1

ζ2
i +m

m∑
j=1

ζ2
j − 2

m∑
i,j=1

ζiζj = 2m

m∑
i=1

ζ2
i = 2m|Z|2 .

(2.1.25)
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Moreover, for any 1 ≤ k < t ≤ m we have

(ζk − ζt)2 ≤ 2(ζ2
k + ζ2

t ) ≤ 2|Z|2 =
2

m

∑
1≤i<j≤m

(ζi − ζj)2 , (2.1.26)

where we have used (2.1.25). If we order the set {(i, j) ∈ N × N : 1 ≤ i < j ≤ m} as a sequence
{(iα, jα)}1≤α≤(m2 ) so that

Riαjαiαjα ≤ Riβjβiβjβ ∀ 1 ≤ α ≤ β ≤
(
m

2

)
and we set aα = Riαjαiαjα , for every 1 ≤ α ≤

(
m
2

)
, the aα are as in (2.1.18). Then, denoting with

bα = (ζiα − ζjα)2 ≥ 0, (2.1.26) reads as

bα ≤
2

m

(m2 )∑
β=1

bβ ∀ 1 ≤ α ≤
(
m

2

)
, (2.1.27)

hence the condition (2.1.19) is satisfied. Since (2.1.24) and (2.1.25) can be expressed as

〈ΓZ,Z〉 = 2
∑

1≤i<j≤m

Rijij(ζi − ζj)2 = 2

(m2 )∑
α=1

aαbα ,

(m2 )∑
α=1

bα = m|Z|2 ,

we can then apply Lemma 2.13 with N =
(
m
2

)
, k = m

2 <
(
m
2

)
in order to get

〈ΓZ,Z〉 ≥ 2

bm2 c

bm2 c∑
α=1

aα

(m2 )∑
β=1

bβ = 2m
1

bm2 c

bm2 c∑
α=1

Riαjαiαjα |Z|2 .

Using the hypothesis (2.1.22) we conclude

〈ΓZ,Z〉 ≥ 2mC|Z|2 .

Next, we give a lower bound on 〈ΓW,W 〉, where W is any traceless algebraic curvature tensor.
In particular, the next two lemmas will provide the right conditions to apply Lemma 2.13 in the
subsequent Proposition 2.17.

Lemma 2.15 ([36]). Let T be an algebraic curvature tensor. Then

|T̂ |2 = 2(m− 1)|P |2 (2.1.28)

where P is the tensor defined in (1.2.12) and T̂ is defined as in (2.1.16). In particular, if T = W
is totally traceless then

|Ŵ |2 = 2(m− 1)|W |2 . (2.1.29)

Proof. From the defining formula (2.1.16) we have

2T̂ijktsr = Tsjktδir + Tisktδjr + Tijstδkr + Tijksδtr − Trjktδis − Tirktδjs − Tijrtδks − Tijkrδts .

A direct computation, using the symmetries of T , yields

T̂ijktsrT̂ijktsr = T̂ijktsr(Tsjktδir + Tisktδjr + Tijstδkr + Tijksδtr) = 4T̂ijktsrTsjktδir

and then

2T̂ijktsrTsjktδir = TsjktTsjktδirδir + TisktTsjktδjrδir + TijstTsjktδkrδir + TijksTsjktδtrδir

− TrjktTsjktδisδir − TirktTsjktδjsδir − TijrtTsjktδksδir − TijkrTsjktδtsδir
= mTsjktTsjkt + TisktTsikt + TijstTsjit + TijksTsjki − TrjktTrjkt − 2EjtEjt

= (m− 1)|T |2 − 2|E|2 + Tiskt(Tsikt + Tksit + Ttski)

= (m− 1)|T |2 − 2|E|2 + Tiskt(Tsikt + Tksit + Tikst)

= (m− 1)|T |2 − 2|E|2
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where in the last equality we have used the fact that T satisfies the first Bianchi identity. The
conclusion then follows by (1.2.13).

Lemma 2.16 ([30]). Let T be an algebraic curvature tensor and ω a 2-form. Then

〈〈T̂ , ω〉Λ2(M), 〈T̂ , ω〉Λ2(M)〉 ≤ 4〈ω, ω〉Λ2(M)〈T, T 〉 , (2.1.30)

where 〈 , 〉Λ2(M) here denotes the contraction of the last two indices of T with ω.

Proof. Choosing an orthonormal coframe, (2.1.30) can be written as

ωijωktT̂abcdij T̂abcdkt ≤ 4ωijωijTabcdTabcd . (2.1.31)

We observe that

ωij T̂abcdij = ωiaTibcd + ωibTaicd + ωicTabid + ωidTabci . (2.1.32)

Then, we assume that the coframe {θi} is chosen so that ω can be expressed as

ω = ω12 θ
1 ∧ θ2 + ω34 θ

3 ∧ θ4 + · · ·+ ω2k−1,2k θ
2k−1 ∧ θ2k

with k = bm2 c. For every 1 ≤ a ≤ m, set

a′ =


a− 1 if a ≤ 2k, a even,

a+ 1 if a ≤ 2k, a odd,

a otherwise.

Then, (2.1.32) rewrites as (no summation is intended over repeated indices on the RHS)

ωij T̂abcdij = ωa′aTa′bcd + ωb′bTab′cd + ωc′cTabc′d + ωd′dTabcd′ . (2.1.33)

By Cauchy’s inequality we can bound

(ωij T̂abcdij)
2 ≤

(
ω2
a′a + ω2

b′b + ω2
c′c + ω2

d′d

) (
T 2
a′bcd + T 2

ab′cd + T 2
abc′d + T 2

abcd′
)

but in fact we also have the more effective bound

(ωij T̂abcdij)
2 ≤

 m∑
i,j=1

ω2
ij

(T 2
a′bcd + T 2

ab′cd + T 2
abc′d + T 2

abcd′
)
. (2.1.34)

Since for every 1 ≤ i, j ≤ m we have ω2
ij = ω2

ji, to justify deduction of (2.1.34) from (2.1.33) one
observes that, up to dropping out vanishing terms from the RHS of (2.1.33), for every i 6= j there
are at most two sets, amongst {a, a′}, {b, b′}, {c, c′} and {d, d′}, that coincide with {i, j}. Indeed,
if a = b then a′ = b′, and ωa′a = ωb′b while Ta′bcd = Tb′acd = −Tab′cd; if a = b′ then b = a′ and
Ta′bcd = 0 = Tab′cd. Hence, for any a, b, c, d we have

ωa′aTa′bcd + ωb′bTab′cd 6= 0 ⇒ {a, a′} ∩ {b, b′} = ∅

and similarly

ωc′cTabc′d + ωd′dTabcd′ 6= 0 ⇒ {c, c′} ∩ {d, d′} = ∅ .

Summing over all tuples (a, b, c, d), we obtain

ωijωktT̂abcdij T̂abcdkt ≤ ωijωij
m∑

a,b,c,d=1

(
T 2
a′bcd + T 2

ab′cd + T 2
abc′d + T 2

abcd′
)

= 4ωijωijTabcdTabcd

where equality follows since the map a 7→ a′ is a bijection of {1, . . . ,m} into itself, so that

m∑
a,b,c,d=1

T 2
a′bcd =

m∑
a,b,c,d=1

T 2
abcd

and similarly for the other terms.
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Proposition 2.17 ([30]). Let x ∈M , C ∈ R and assume that

R(bm−1
2 c)(x) ≥ C .

Then for every totally traceless algebraic curvature tensor W we have

〈ΓW,W 〉 ≥ 2(m− 1)C|W |2 at x.

Proof. Let {ωα}α be an orthonormal basis of ∧2
xM consisting of eigenvectors of R with corre-

sponding eigenvalues {λα}α. Then, with respect to any local orthonormal coframe {θi} we have

Rijkt =
∑
α

λαω
α
ijω

α
kt , δikδjt − δitδjk = 2

∑
α

ωαijω
α
kt . (2.1.35)

From (2.1.17) then we have

〈ΓW,W 〉 = 〈RT 0
4MŴ , Ŵ 〉 =

(m2 )∑
α=1

λαω
α
ijω

α
ktŴabcdijŴabcdkt =

(m2 )∑
α=1

λαcα (2.1.36)

where we have set cα = ωαijω
α
ktŴabcdijŴabcdkt. By (2.1.29) and the second in (2.1.35) we have

2(m− 1)|W |2 = |Ŵ |2 = δikδjtŴabcdijŴabcdkt =
1

2
(δikδjt − δitδjk)ŴabcdijŴabcdkt =

(m2 )∑
α=1

cα

and then by (2.1.30) for every α

cα ≤ 4|W |2 =
2

m− 1
|Ŵ |2 =

2

m− 1

(m2 )∑
β=1

cβ ∀ 1 ≤ α ≤
(
m

2

)
. (2.1.37)

Applying Lemma 2.13 we obtain the desired conclusion.

Theorem 2.18. Let x ∈M , C ∈ R and assume that

R(bm−1
2 c)(x) ≥ C . (2.1.38)

Then for every algebraic curvature tensor T we have

〈ΓT, T 〉 ≥ 2(m− 1)C|P |2 at x, (2.1.39)

where P is the tensor defined in (1.2.12).

Proof. First, recall from (2.1.10) that

〈ΓT, T 〉 = 〈ΓW,W 〉+
4

m− 2
〈ΓZ,Z〉 . (2.1.40)

By Proposition 2.17 we have
〈ΓW,W 〉 ≥ 2(m− 1)C|W |2 . (2.1.41)

By (1.1.13), from (2.1.38) we deduce R(bm2 c)(x) ≥ C and then by (1.1.14)

1

bm2 c

bm2 c∑
i=1

Sect(πi) ≥
C

2

for every set {π1, . . . , πbm2 c} of mutually orthogonal 2-planes in TxM . Then, by Proposition 2.14

〈ΓZ,Z〉 ≥ mC|Z|2 . (2.1.42)

Putting together (2.1.40), (2.1.41), (2.1.42) and using (1.2.13) we conclude

〈ΓT, T 〉 ≥ C
[
2(m− 1)|W |2 +

4m

m− 2
|Z|2

]
= 2(m− 1)C|P |2 .
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Theorem 2.7 is a direct consequence of Proposition 2.5 and Theorem 2.18. We are now able to
prove Theorem 2.4:

Proof of Theorem 2.4. From Theorem 2.7 and from the harmonicity of T , we have that

1

2
∆|T |2 ≥ |∇T |2 + (m− 1)R(bm−1

2 c)|P |2

By compactness of M , the subharmonic function |T |2 must be constant, and hence

∇T ≡ 0 and R(bm−1
2 c)|P |2 ≡ 0.

Therefore T is parallel and, if R(bm−1
2 c) > 0 at some point, P must be 0, which means, from Lemma

1.10, that T is a constant multiple of 〈 , 〉 ©∧ 〈 , 〉.

2.2 The complete case

The main subject this section is the same as above - i.e. harmonic algebraic curvature tensors -
but here we lift the hypothesis of M being compact. Clearly, the Bochner formula in (2.1.4) and
the estimate in Theorem 2.7 are still valid, but in complete manifolds subharmonic functions can
be non-constant, even if they are bounded. To argue similarly to the Proof of Theorem 2.4, we
therefore need to make further assumptions both on the growth of the algebraic curvature tensor
involved and on the geometry of M . To this end, we recall and refine some results concerning
complete manifolds. We first have the following mean value inequalities for subharmonic functions
due to P. Li, [22], and Li-Schoen, [21]. Notice that, whenever the curvature operator is bm−1

2 c
non-negative, the Ricci tensor is non-negative in turn (see (1.1.15)), so the assumptions made in
the following Propositions are compatible with Theorem 2.7 and Theorems 2.26, 2.27 below.

Proposition 2.19 ([22], Theorem 4). Let (M, 〈 , 〉) be a complete Riemannian manifold with
Ric ≥ 0. Let f ∈ L∞(M) be a subharmonic function. Then for any x ∈M

lim
R→+∞

1

|BR(x)|

∫
BR(x)

f = sup
M

f . (2.2.1)

Proposition 2.20 ([21], Theorem 2.1). Let (Mm, 〈 , 〉) be a complete Riemannian manifold with
Ric ≥ −(m− 1)κ2. Let R > 0, x ∈M and let f ≥ 0 be a subharmonic function defined on BR(x).
There exists a constant C = C(m, p) > 0 such that

sup
B(1−τ)R(x)

fp ≤ τ−C(1+κR) 1

|BR(x)|

∫
BR(x)

fp (2.2.2)

for every τ ∈ (0, 1/2).

Corollary 2.21. Let (M, 〈 , 〉) be a complete Riemannian manifold with Ric ≥ 0. Let f ≥ 0 be a
nonnegative subharmonic function. Then for any p ∈ [1,+∞)

lim
R→+∞

1

|BR(x)|

∫
BR(x)

fp = sup
M

fp . (2.2.3)

Proof. First observe that if f ≥ 0 is subharmonic, then fp is also subharmonic for any p ≥ 1. If f is
bounded then fp is also bounded and the conclusion follows by Proposition 2.19. If f is unbounded
then by Proposition 2.20 both sides of (2.2.3) equal +∞ and the conclusion follows.

The next Proposition 2.22, together with its proof, rephrases in general terms an observation
contained in [12].

Proposition 2.22 ([12]). Let (M, 〈 , 〉) be a complete Riemannian manifold with Ric ≥ 0. Let
f ∈ L∞(M) be a subharmonic function. Then for any x ∈M

lim
R→+∞

R2

|BR(x)|

∫
BR(x)

∆f = 0 . (2.2.4)
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Proof. Let r denote the distance function from x. By the Laplacian comparison theorem we have

∆r2 ≤ 2m (2.2.5)

where m = dimM . Define h = supM f − f ≥ 0. Green’s identities give∫
BR(x)

(
1− r2

R2

)
∆h+

1

R2

∫
BR(x)

h∆r2 =
1

R2

∫
∂BR(x)

h〈∇r2, ν〉 ≥ 0

for almost every R > 0. Since h ≥ 0 and −∆h = ∆f ≥ 0, by (2.2.5) we estimate

2m

R2

∫
BR(x)

h ≥ 1

R2

∫
BR(x)

h∆r2 ≥
∫
BR(x)

(
1− r2

R2

)
∆f ≥ 3

4

∫
BR/2(x)

∆f .

Hence, dividing by |BR/2(x)| we have

1

|BR/2(x)|

∫
BR(x)

h ≥ 3

8m

R2

|BR/2(x)|

∫
BR/2(x)

∆f ≥ 0 . (2.2.6)

By Bishop-Gromov theorem we also have |BR/2(x)| ≥ 2m|BR(x)|, hence

2m

|BR(x)|

∫
BR(x)

h ≥ 1

|BR/2(x)|

∫
BR(x)

h (2.2.7)

and by Proposition 2.19

1

|BR(x)|

∫
BR(x)

h = sup
M

f − 1

|BR(x)|

∫
BR(x)

f → 0 as R→ +∞ . (2.2.8)

Putting together (2.2.6), (2.2.7) and (2.2.8) we obtain (2.2.4).

Let (M, 〈 , 〉) be a complete Riemannian manifold. For every x ∈ M , R > 0 and for every
measurable function ψ on BR(x) we define

ψx,R =
1

|BR(x)|

∫
BR(x)

ψ

whenever the RHS of this inequality happens to be well defined. From the work of P. Buser, [9],
combined with Cheeger’s inequality it is known (see for instance L. Saloff-Coste, [34, page 439])
that geodesic balls of a complete Riemannian manifold with non-negative Ricci curvature support
the following Poincaré inequality.

Proposition 2.23 ([9],[34]). Let (Mm, 〈 , 〉) be a complete Riemannian manifold with Ric ≥ 0.
Then, there exists C = C(m) > 0 such that for every x ∈M and R > 0∫

BR(x)

|f − fx,R|2 ≤ CR2

∫
BR(x)

|∇f |2 ∀ f ∈ C∞(BR(x)) . (2.2.9)

We are now in the position to prove the next Liouville-type theorem.

Theorem 2.24. Let (M, 〈 , 〉) be a complete, non-compact Riemannian manifold with Ric ≥ 0.
Let a ≥ 0 be a measurable function on M and let 0 ≤ f be a function of class L∞(M) satisfying

∆f ≥ af on M .

Assume that for some x ∈M one of the following conditions is satisfied:

i) fx,R → 0 as R→ +∞,

ii) for some constant C0 > 0 and for some compact set K (M

a ≥ C2
0

r2
on M \K (2.2.10)

where r is the distance function from x,

43



iii) for some constants C1, C2 > 0

ax,R ≥
C1

R2
,

1

|BR(x)|

∫
BR(x)

|a− ax,R|2 ≤
C2

R4
(2.2.11)

for all sufficiently large R > 0.

Then f ≡ 0.

Proof. Since a ≥ 0 and f ≥ 0, we have that f is a bounded, nonnegative subharmonic function on
M . Hence, by Proposition 2.19 the limit

` = lim
R→+∞

fx,R

exists and equals supM f ∈ [0,+∞), and by Proposition 2.22 we also have

lim
R→+∞

R2(af)x,R = 0 . (2.2.12)

Since f ≥ 0, the desired conclusion f ≡ 0 is equivalent to having ` = 0. Note that this is, in turn,
equivalent to i). Hence let us assume, by contradiction, that ` > 0. Then we must be in either
case ii) or iii). In both cases we aim at showing that (2.2.12) cannot hold, hence concluding the
proof by contradiction.

If ii) is in force, then fix R0 > 0 large enough so that K ( BR0
(x). For every R > R0 we have,

using (2.2.10),

R2(af)x,R ≥
R2

|BR(x)|

∫
BR(x)\K

af ≥ C0

|BR(x)|

∫
BR(x)\K

f = C0fx,R −
C0

|BR(x)|

∫
K

f .

M has infinite volume as it is a complete noncompact manifold with Ric ≥ 0, see for instance [35,
page 25], hence letting R→ +∞ in the above inequality we obtain

lim inf
R→+∞

R2(af)x,R ≥ C0` > 0 ,

contradicting (2.2.12).
If iii) is in force, then writing a = ax,R + (a− ax,R) and f = fx,R + (f − fx,R) one has

(af)x,R = ax,Rfx,R +
1

|BR(x)|

∫
BR(x)

(a− ax,R)(f − fx,R)

for every R > 0. Using Cauchy-Schwarz inequality together with (2.2.11) we further estimate

R2(af)x,R ≥ C1fx,R −
√
C2

(
1

|BR(x)|

∫
BR(x)

|f − fx,R|2
)1/2

. (2.2.13)

The function f2 is also bounded and subharmonic. In particular,

∆f2 = 2f∆f + 2|∇f |2 ≥ 2|∇f |2

and by Proposition 2.22 we get

lim
R→+∞

R2

|BR|

∫
BR

|∇f |2 = 0 .

Hence, by Proposition 2.23

lim
R→+∞

1

|BR(x)|

∫
BR(x)

|f − fx,R|2 = 0 (2.2.14)

and by (2.2.13) and (2.2.14) we obtain

lim inf
R→+∞

R2(af)x,R ≥ C1` > 0 ,

again contradicting (2.2.12).
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We remark that if M is a complete parabolic Riemannian manifold, in the sense of the subse-
quent Definition 2.1, then the analogue of Theorem 2.24 holds with less restrictive conditions on a
and f and no requirements on the Ricci tensor.

Definition 2.1. We say that a complete Riemannian manifold M is parabolic if every upper
bounded subharmonic function on M is constant.

This terminology originates from the complex analytic classification of (noncompact) Rie-
mann surfaces, where the function theoretic property expressed by Definition 2.1 distinguishes
the parabolic from the hyperbolic ones, see [1, Section IV.1.6]. For M a complete Riemannian
manifold of any dimension, M is parabolic in the sense of Definition 2.1 if and only if it does not
admit any positive Green’s function. A sufficient condition for parabolicity, which is also necessary
for manifolds with non-negative Ricci curvature, see [23, 39], is that

lim sup
R→+∞

∫ R

1

t

|Bt|
dt = +∞ (2.2.15)

where |Bt| is the volume of the geodesic ball Bt of radius t centered at a fixed point o ∈M .

Theorem 2.25. Let (M, 〈 , 〉) be a complete, parabolic Riemannian manifold. Let a ≥ 0 be a
measurable function on M and let 0 ≤ f ∈ L∞(M) satisfy

∆f ≥ af on M. (2.2.16)

Then f is constant. Moreover, if a > 0 somewhere then f ≡ 0.

Proof. The function f is bounded and subharmonic, hence it is constant by parabolicity of M and
from (2.2.16) it follows that af ≡ 0. If there exists x ∈ M such that a(x) > 0, then f(x) = 0 and
thus f ≡ 0 on M .

We are now ready to give analogous results to Theorem 2.4 in the complete non-compact case:

Theorem 2.26. Let M be a complete Riemannian manifold of dimension m ≥ 3 satisfying

R(bm−1
2 c) ≥ 0. If T is a harmonic algebraic curvature tensor on M such that

lim
R→+∞

1

|BR(x)|

∫
BR(x)

|WT |p + |ZT |p = 0

for some x ∈M and p ∈ [1,+∞), where WT and ZT are the Weyl part of T and the traceless part
of the Ricci contraction of T . Then T is a constant multiple of 〈 , 〉 ©∧ 〈 , 〉.

Proof. Let T = WT +VT +UT be the orthogonal decomposition of T given by (1.2.4)-(1.2.5). From
Proposition 1.12 we see that the total trace ST of T is constant, hence UT = ST

2m(m−1) 〈 , 〉 ©∧ 〈 , 〉
is parallel. By linearity, the tensor field T ′ = WT + VT ≡ T − UT is again a harmonic algebraic
curvature tensor and its standard orthogonal decomposition T ′ = WT ′ + VT ′ + UT ′ is given by
WT ′ = WT , VT ′ = VT , UT ′ = 0. In particular, the traceless part ZT ′ of the Ricci contraction of T ′

coincides with the analogous tensor ZT associated to T . By Theorem 2.7 we have

1

2
∆|T ′|2 ≥ |∇T ′|2 + (m− 1)R(bm−1

2 c)|PT ′ |2 ≥ 0

where PT ′ is the pseudo-projective curvature tensor associated to T ′ according to (1.2.12), which
coincides with the one associated to T .

Since T is harmonic, the tensor T ′ is also harmonic and by Theorem 2.7 we have

1

2
∆|T ′|2 ≥ |∇T ′|2 + (m− 1)R(bm−1

2 c)|PT ′ |2 on M. (2.2.17)

At any point where |T ′| 6= 0 we have

1

2
∆|T ′|2 = div(|T ′|∇|T ′|) = |T ′|∆|T ′|+ |∇|T ′||2 and |∇|T ′||2 ≤ |∇T ′|2
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hence

|T ′|∆|T ′| ≥ |∇T ′|2 + (m− 1)R(bm−1
2 c)|PT ′ |2 − |∇|T ′||2 ≥ (m− 1)R(bm−1

2 c)|PT ′ |2,

and in particular
∆|T ′| ≥ 0 .

Since |T ′| ≥ 0 on M , any point where |T ′| = 0 is a global mininum point for |T ′|, hence ∆|T ′| ≥ 0
holds in the weak sense on the whole M , i.e. |T ′| is subharmonic. Namely,

|T ′|∆|T ′| ≥ (m− 1)R(bm−1
2 c)|PT ′ |2 (2.2.18)

pointwise on {|T ′| > 0} and in the weak sense on M . Note that

|T ′|2 = |WT ′ |2 + |VT ′ |2 = |WT |2 + |VT |2 = |WT |2 +
4

m− 2
|ZT |2 ≤

(
|WT |+

2√
m− 2

|ZT |
)2

(2.2.19)
thus, since (a+ b)p ≤ 2p−1(ap + bp) for any a, b ≥ 0 and p ≥ 1,

|T ′|p ≤ 2p−1|WT |p +
2p

(m− 2)(p−1)/2
|ZT |p .

In particular, under the assumptions of the present theorem we have

lim
R→+∞

1

|BR(x)|

∫
BR(x)

|T ′|p = 0

and by Corollary 2.21 we get T ′ ≡ 0 on M , that is, T ≡ UT .

Theorem 2.27. Let M be a complete Riemannian manifold of dimension m ≥ 3. Assume that

R(bm−1
2 c) ≥ 0 and that either

(a) R(bm−1
2 c) > 0 somewhere on M and (2.2.15) is satisfied for some o ∈M , or

(b) R(bm−1
2 c) ≥ a for some measurable function a ≥ 0 satisfying ii) or iii) in Theorem 2.24.

If T is a harmonic algebraic curvature tensor on M such that

lim sup
R→+∞

1

|BR(x)|

∫
BR(x)

|WT |p + |ZT |p < +∞ (2.2.20)

for some x ∈M and p ∈ [1,+∞), then T is a constant multiple of 〈 , 〉 ©∧ 〈 , 〉.

Proof. Letting T ′ and PT ′ be as in the proof of Theorem 2.26, by (1.2.13) and (2.2.19) we compute

|PT ′ |2 = |WT |2 +
2m

(m− 2)(m− 1)
|ZT |2 ≥

1

2
|T ′|2

and therefore from (2.2.18) we get

∆|T ′| ≥ (m− 1)

2
a|T ′| .

It is easy to check (using for instance Propositions 1.11 and 1.12) that the algebraic curvature tensor
fields WT and ZT ©∧ 〈 , 〉 are both harmonic, hence |WT | and |ZT | are subharmonic functions. So,
the lim sup in (2.2.20) is in fact a limit and in particular

lim
R→+∞

1

|BR(x)|

∫
BR(x)

|WT |p + |ZT |p = sup
M
|WT |p + sup

M
|ZT |p .

Hence, in this setting (2.2.20) is equivalent to boundedness of the non-scalar part WT + VT =
WT + 4

m−2ZT ©∧ 〈 , 〉 of T , so we infer |T ′| ≡ 0 applying Theorem 2.25 or Theorem 2.24, depending
on which assumption among (a) and (b) is in force. This shows that T is a scalar multiple of
〈 , 〉 ©∧ 〈 , 〉, and the conclusion follows since the total trace ST of T is constant.
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2.3 Rigidity for maps between Riemannian manifolds

In this section, given a smooth map ϕ between two Riemannian manifolds (M, 〈 , 〉) and (N, 〈 , 〉N ),
we provide some rigidity results both on the map and the base Riemannian manifold (M, 〈 , 〉).
To this aim, we consider a tensor that, by its definition, encodes information about both ϕ and
(M, 〈 , 〉), that is, the ϕ-Weyl tensor defined in the previous chapter as

Wϕ = Riem− 1

m− 2
Aϕ©∧ 〈 , 〉.

Denoting with

F = ϕ∗〈 , 〉N −
|dϕ|2

2(m− 1)
〈 , 〉, (2.3.1)

then
Wϕ = W + αF ©∧ 〈 , 〉, (2.3.2)

where the two components W and F ©∧ 〈 , 〉 of the sum are orthogonal to each other and related
only to the geometry of (M, 〈 , 〉) and to the map ϕ respectively. Therefore, imposing conditions
on Wϕ means in fact imposing restrictions on M and ϕ. Namely, here we consider the case of
Wϕ being harmonic, which allows us to apply the results proven for generic algebraic curvature
tensors in Sections 2.1 and 2.2. Notice that we don’t consider the “trivial” case for Wϕ, i.e. when
the Weyl component vanish (if m = dimM ≤ 3). After having made some considerations about
the hypothesis of Wϕ being harmonic, we then deal with bot the compact and complete non-
compact cases, with the help of classification theorems of locally conformally flat manifolds with
non-negative Ricci curvature.

Let us find some equivalent condition to the harmonicity of the ϕ-Weyl tensor. We recall that
an algebraic curvature tensor is harmonic if and only if it satisfies the second Bianchi identity and
has vanishing divergence. Therefore, from the “fake second Bianchi identity” for Wϕ in (1.3.18)

B(Wϕ)ijktl =
1

m− 2

(
Cϕilkδjt + Cϕiktδjl + Cϕitlδjk + Cϕjklδit + Cϕjtkδil + Cϕjltδik

)
,

and computing the norm B(Wϕ) as

|B(Wϕ)|2 =
6(m− 3)

(m− 2)2
|Cϕ|2 +

12

(m− 2)2
| trCϕ|2,

The second Bianchi identity is satisfied if and only if the ϕ-Cotton tensor vanishes. In other words,
Wϕ is harmonic if and only if

Cϕ = 0 and divWϕ = 0. (2.3.3)

Notice that this differs from the standard case, where divW is proportional to C and then saying
that W harmonic is equivalent to having vanishing divergence. We can try to find another equiv-
alent condition, that “decouples” Wϕ being harmonic to a condition on the base manifold and a
condition on the map ϕ. To be specific, we are going to prove that (2.3.3) is in fact also equivalent
to

i) divW ≡ 0, ii) divF ≡ 0, iii)F is a Codazzi tensor (2.3.4)

where F is defined as in (2.3.1), or in local components by

Fij = (ϕai ϕ
a
j −

|dϕ|2

2(m− 1)
δij).

The interesting fact in the set of assumptions (2.3.4) is that (2.3.4) ii) and iii) are expressed
in terms of properties of the map

ϕ : (M, 〈 , 〉)→ (N, 〈 , 〉N )
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while (2.3.4) i) is on the geometry of (M, 〈 , 〉) alone; it tells us that (M, 〈 , 〉) is conformally
harmonic.
To prove the equivalence of (2.3.3) with (2.3.4), we first observe that a simple computation shows

divF = 0 in and only if ϕatiϕ
a
t = −m− 1

m− 2
ϕassϕ

a
i (2.3.5)

and

F is Codazzi if and only if ϕajkϕ
a
t − ϕajtϕak =

1

m− 1
ϕas(ϕaskδjt − ϕastδjk). (2.3.6)

Furthermore, we have the validity of the following

Lemma 2.28. Let C be the usual Cotton tensor, m ≥ 3. Then∣∣divWϕ − 1

m− 2
Cϕ
∣∣2 = |C|2 + 2

m− 1

(m− 2)2
|divF |2. (2.3.7)

Proof. From (2.3.2) we have

Wϕ
ijkt = Wijkt +

α

m− 2
(Fikδjt + Fjtδik − Fitδjk − Fjkδit) (2.3.8)

and from (1.3.19)
Cϕijk = Cijk − αFij,k + αFik,j . (2.3.9)

Taking the divegence of (2.3.8) we have

Wϕ
tijk,t =Wtijk,t +

α

m− 2
(Ftj,tδik + Fik,tδtj − Ftk,tδij − Fij,tδtk) =

=Wtijk,t +
α

m− 2
(Fik,j − Fij,k) +

α

m− 2
(Ftj,tδik − Ftk,tδij).

Hence, using (2.3.9), we get

Wϕ
tijk,t −

1

m− 2
Cϕijk = Wtijk,t −

1

m− 2
Cijk +

α

m− 2
(Ftj,tδik − Ftk,tδij).

Thus from the identity

Wtijk,t =
m− 3

m− 2
Cikj (2.3.10)

we can further rewrite the above in the form

Wϕ
tijk,t −

1

m− 2
Cϕijk = Cikj +

α

m− 2
(Ftj,tδik − Ftk,tδij) (2.3.11)

Using the fact that C is totally trace free, an immediate computation using (2.3.11) gives the
validity of (2.3.7).

We are now ready to prove

Proposition 2.29. Let m ≥ 4. Then conditions (2.3.3) and (2.3.4) are equivalent.

Proof. We assume (2.3.3). Then by (2.3.7) C ≡ 0 and divF ≡ 0. By (2.3.10) C ≡ 0 is equivalent
to divW ≡ 0. Furthermore, by (1.3.22)

0 = α(ϕajkϕ
a
t − ϕajtϕak) +

α

m− 2
ϕass(ϕ

a
kδjt − ϕat δjk) (2.3.12)

and Cϕ ≡ 0 implies 0 = Cϕssk = αϕassϕ
a
k. From (2.3.12) we then have

ϕajkϕ
a
t = ϕajtϕ

a
k. (2.3.13)

Tracing with respect to j and t
ϕatkϕ

a
t = ϕattϕ

a
k (2.3.14)
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and we realize that the equality in (2.3.6) is satisfied, thus F is a Codazzi tensor. We have thus
shown that (2.3.4) holds. Viceversa, assume the latter. By (2.3.10), C ≡ 0 and therefore (2.3.7)
gives

divWϕ =
Cϕ

m− 2
. (2.3.15)

Inserting (2.3.15) into (1.3.22) yields

Cϕjkt = α(ϕajkϕ
a
t − ϕajtϕak) +

α

m− 2
ϕass(ϕ

a
kδjt − ϕat δjk). (2.3.16)

By (2.3.6), since F is Codazzi

ϕajkϕ
a
t − ϕajtϕak ==

1

m− 1
ϕas(ϕaskδjt − ϕastδjk)

and, since divF = 0, by (2.3.5)

ϕatiϕ
a
t = −m− 1

m− 2
ϕassϕ

a
i (2.3.17)

Inserting these informations in (2.3.16) we obtain Cϕ ≡ 0 and by (2.3.15), divWϕ ≡ 0, that is,
(2.3.3) holds true

Remark 2.30. Since divF = 0, by (2.3.17) ϕ conservative is equivalent to |dϕ|2 constant.

It seems worth specifying formula (2.1.4) to the case T = Wϕ, since it it interesting on its own.
We have that

1

2
∆|Wϕ|2 = |∇Wϕ|2 +

1

2
〈ΓWϕ,Wϕ〉 − 1

3
|B(Wϕ)|2 − 2|divWϕ|2 + divX(Wϕ) (2.3.18)

From the second fake Bianchi identity (1.3.18), we can evaluate |B(Wϕ)|2 in terms of the
ϕ-Cotton tensor:

|B(Wϕ)|2 =
1

(m− 2)2

(
Cϕilkδjt + Cϕiktδjl + Cϕitlδjk + Cϕjklδit + Cϕjtkδil + Cϕjltδik

)
×(

Cϕilkδjt + Cϕiktδjl + Cϕitlδjk + Cϕjklδit + Cϕjtkδil + Cϕjltδik

)
=

1

(m− 2)2

(
6(m− 3)|Cϕ|2 + 12| trCϕ|2

)
=

6(m− 3)

(m− 2)2
|Cϕ|2 +

12

(m− 2)2
|〈τ(ϕ),dϕ〉N |2,

where in the last equality we have made use of the third in (1.3.20) for the trace of the ϕ-Cotton
tensor. Then, since

X(Wϕ)i = Wϕ
sjkl(B(Wϕ))sjkli + 2Wϕ

ijkl(divWϕ)jkl,

again from (1.3.18) we infer

X(Wϕ) =
1

m− 2

(
− 4αϕasϕ

a
l C

ϕ
sli − 2Wϕ

ijklC
ϕ
jkl

)
+ 2Wϕ

ijkl(divWϕ)jkl.

Putting all together into (2.3.18), we obtain

1

2
∆|Wϕ|2 = |∇Wϕ|2 +

1

2
〈ΓWϕ,Wϕ〉 − 2|divWϕ|2 − 2(m− 3)

(m− 2)2
|Cϕ|2 − 4

(m− 2)2
|〈τ(ϕ),dϕ〉N |2

+ 2{Wϕ
tijk(divWϕ)ijk},t −

4

m− 2

(
αϕasϕ

a
l C

ϕ
sli

)
,i
− 2

m− 2

(
Wϕ
ijklC

ϕ
jkl

)
,i
.

(2.3.19)

We observe that, when ϕ is constant, from the known relation

divW = −m− 3

m− 2
C,
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equation (2.3.19) reduces to

1

2
∆|W |2 = |∇W |2 +

1

2
〈ΓW,W 〉 − 2

m− 2

m− 3
|divW |2 + 2

m− 2

m− 3

{
Wtijk(divW )ijk

}
t
. (2.3.20)

We can now discuss the restrictions on the geometry of (M, 〈 , 〉) and ϕ provided by the har-
monicity of Wϕ. Beginning with the compact case, we have the following result (which is in fact
Theorem 2.3):

Theorem 2.31. Let (M, 〈 , 〉) be a compact Riemannian manifold of dimension m ≥ 4 and let
ϕ : M → (N, 〈 , 〉N ) be a smooth map from M to a Riemannian manifold (N, 〈 , 〉N ). Assume
that (M, 〈 , 〉) has bm−1

2 c-nonnegative curvature operator. Then, if Wϕ is harmonic, ϕ must be

relatively affine and (M, 〈 , 〉) is either locally symmetric or locally conformally flat. If Rb
m−1

2 c is
somewhere positive, (M, 〈 , 〉) is conformally equivalent to a quotient of Sm and ϕ is an homothety.

The proof of Theorem 2.31 makes use of a result by Noronha [29], which classifies compact
locally conformally flat manifolds with non-negative Ricci curvature, that we here recall:

Theorem 2.32 ([29], Theorem 1 and Proposition 4.2). Let M be a locally conformally flat, compact
manifold with Ric ≥ 0 and dimension m ≥ 3. Then the universal cover of M is either

(i) globally conformally equivalent to Sm, or

(ii) isometric to Sm−1 × R or Rm.

If M is also locally symmetric, then its universal cover is isometric to either Sm, Sm−1×R or Rm
(that is, the conformal equivalence in (i) can be strengthened to isometry).

We also need the following Theorem that combines results by G lodek [19] and Derdziński and
Roter [14], which we are going to prove:

Theorem 2.33. Let (M, 〈 , 〉) be a conformally symmetric Riemannian manifold of dimension
m ≥ 4. Then either W = 0 or (M, 〈 , 〉) is locally symmetric.

First, we show the following

Lemma 2.34. Let (M, 〈 , 〉) have vanishing Cotton tensor. Then, Ric satisfies

RtjWtikl +RtkWtilj +RtlWtijk = 0. (2.3.21)

Proof. Since C = 0,

Rij,k −Rik,j =
1

2(m− 1)
(Skδij − Sjδik).

Taking the covariant derivative, we have

Rij,kl −Rik,jl =
1

2(m− 1)
(Sklδij − Sjlδik)

and, summing on cyclic permutations of j, k, and l we obtain, since ∇2S is symmetric,

Rij,kl −Rik,jl +Rik,lj −Ril,kj +Ril,jk −Rij,lk = 0

We can regroup the terms so that we are able to use the Ricci identities to get that

RtjRtikl +RitRtjkl +RtkRtilj +RitRtklj +RtlRtijk +RitRtljk = 0

and, by the Bianchi identity, this reduces to

RtjRtikl +RtkRtilj +RtlRtijk = 0.

If we write the Riemann tensor according to its splitting

Riem = W +
1

m− 2
Ric©∧〈 , 〉 − S

2(m− 1)(m− 2)
〈 , 〉 ©∧ 〈 , 〉,

some simplifications lead to (2.3.21).
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Proof of Theorem 2.33. Since by hypothesis ∇W = 0, its second covariant derivative must vanish
in turn. We can then apply the Ricci identities to

Wijkl,st −Wijkl,ts = 0

to obtain that
WrjklRrist +WirklRrjst +WijrlRrkst +WijkrRrlst = 0. (2.3.22)

Then, we consider the covariant derivative of (2.3.22) that, since W is parallel, equals to

0 = WrjklRrist,u +WirklRrjst,u +WijrlRrkst,u +WijkrRrlst,u. (2.3.23)

On the other hand, since ∇W = 0, in particular divW = 0 or, equivalently, Cotton tensor vanishes
(see for instance (1.2.18) for generic algebraic curvature tensors). Therefore, by its very definition
(1.1.6),

Rij,k −Rik,j =
1

2(m− 1)
(Skδij − Sjδik). (2.3.24)

From the second contracted Bianchi identity,

Rijkt,t = Rki,j −Rkj,i =
1

2(m− 1)
(Sjδki − Siδkj).

hence tracing (2.3.23) with respect to t and u then leads to

0 = Wrjkl(Siδsr − Srδsi) +Wirkl(Sjδsr − Srδsj) +Wijrl(Skδsr − Srδsk) +Wijkr(Slδsr − Srδsl).
(2.3.25)

Now we can trace with respect to i and s in order to obtain that

SiWijkl = 0. (2.3.26)

If we contract (2.3.25) with Si, by (2.3.26) we thus obtain

|∇S|2Wrjkl = 0.

Then, either W = 0, i.e. the manifold is locally conformally flat, or S is constant. Suppose that
W 6= 0. By (2.3.24), we infer that the Ricci tensor must be Codazzi, i.e.

Rij,k = Rik,j . (2.3.27)

The covariant derivative of the curvature tensor, if the Weyl tensor and the scalar curvature are
parallel, is given by

Rijkl,s =
1

m− 2
(Rik,sδjl +Rjl,sδik −Ril,sδjk −Rjk,sδil), (2.3.28)

thus, inserting into (2.3.23),

0 = Wrjkl(Rrs,uδit +Rit,uδrs −Rrt,uδis −Ris,uδrt) +Wirkl(Rrs,uδjt +Rjt,uδrs −Rrt,uδjs −Rjs,uδrt)
+Wijrl(Rrs,uδkt +Rkt,uδrs −Rrt,uδks −Rks,uδrt) +Wijkr(Rrs,uδlt +Rlt,uδrs −Rrt,uδls −Rls,uδrt)

(2.3.29)

We now contract (2.3.29) on i and s to obtain, using the symmetries and the Bianchi identity for
W , that

(m−2)WrjklRrt,u = −WitklRji,u+WijrlRri,uδkt−WijtlRki,u+WijkrRri,uδlt−WijktRli,u. (2.3.30)

If we further contract on k and u,

(m− 2)WrjulRrt,u = −WitulRji,u +WijrlRri,t −WijtlRui,u +WijurRri,uδlt −WijutRli,u
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which, since

Rui,u =
1

2
Si = 0 and WijurRri,u = WijurRru,i = 0,

reduces to
(m− 2)WrjulRrt,u = −WitulRji,u +WijrlRri,t −WijutRli,u (2.3.31)

On the other hand, differentiating (2.3.21),

Rtj,uWtikl +Rtk,uWtilj +Rtl,uWtijk = 0 (2.3.32)

and, contracting on j and u and using the Codazzi symmetry of the Ricci tensor,

Rtu,kWtiul = Rtu,lWtiuk = Rtu,iWtluk. (2.3.33)

Going back to (2.3.31), renaming the indices and again by (2.3.27)

(m− 2)WrjulRru,t = −WrtulRru,j +WrjulRru,t −WrjutRru,l.

using (2.3.33), we arrive to
(m− 3)WrjulRru,t = 0,

which, since m ≥ 4, provides
WrjulRru,t = 0. (2.3.34)

Substituting (2.3.34) into (2.3.30), we get

(m− 2)WrjklRrt,u = −WitklRji,u −WijtlRki,u −WijktRli,u,

that we rewrite, renaming the indices, as

(m− 2)WrjklRrt,u = −WrtklRrj,u −WrjtlRrk,u −WrjktRrl,u.

Now we make use of (2.3.32) on the second term of the right hand side to get

(m− 1)WrjklRrt,u = −WrtklRrj,u,

which can be applied twice to obtain that

WrtklRrj,u = (m− 1)2WrtklRrj,u,

and therefore
WrjklRri,s = 0. (2.3.35)

We substitute (2.3.35) into (2.3.29), resulting in

0 = WsjklRit,u −WtjklRis,u +WisklRjt,u −WitklRjs,u

WijslRkt,u −WijtlRks,u +WijksRlt,u −WijktRls,u.

It is now only a matter of contracting with Rit,u and using (2.3.35) to obtain that

Wsjkl|∇Ric |2 = 0,

therefore proving that the Ricci tensor is parallel. Together with ∇W = 0 and ∇S = 0, this
guarantees that ∇Riem = 0, i.e. (M, 〈 , 〉) is locally symmetric.

We can now proceed to prove Theorem 2.31:

Proof. Since M is compact and Wϕ harmonic, we can apply Theorem 2.4 with the choice of
T = Wϕ to deduce that

∇Wϕ ≡ 0 and R(bm−1
2 c)|PWϕ |2 ≡ 0.
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Then, we orthogonally split Wϕ as the sum

Wϕ = WWϕ + VWϕ + UWϕ = W +
α2

m− 2
Z©∧ 〈 , 〉+

α2|dϕ|2

2m(m− 1)
〈 , 〉 ©∧ 〈 , 〉, (2.3.36)

where we have set

Z = ϕ∗〈 , 〉N −
|dϕ|2

m
〈 , 〉.

We can now use the expression for the norm of the covariant derivative of an algebraic curvature
tensor in (1.2.9) applied to T = Wϕ in order to have

0 = |∇Wϕ|2 = |∇W |2 +
4α2

m− 2
|∇Z|2 +

2α2
∣∣∇(|dϕ|2)

∣∣2
m(m− 1)

. (2.3.37)

Therefore, |dϕ|2 must be constant and Z parallel. As a consequence, also

∇ϕ∗〈 , 〉N = 0,

i.e. the map is relatively affine - or equivalently, as we recall,

〈∇dϕ, dϕ〉N = 0.

From the fact that ∇W = 0 we obtain, by Theorem 2.33 that either (M, 〈 , 〉) is locally conformally
flat, or locally symmetric.

Moreover, if we assume that R(bm−1
2 c) > 0 at some point, then by Theorem 2.4 Wϕ is a constant

multiple of 〈 , 〉 ©∧ 〈 , 〉. In particular, from (2.3.36), the Weyl tensor vanishes and ϕ∗〈 , 〉N is a
constant multiple of 〈 , 〉, i.e. ϕ is homothetic. Finally, from the classification theorem by Noronha
2.32, M must have a universal cover globally conformally equivalent to Sm.

In the complete case, we can still gain rigidity of both (M, 〈 , 〉) and ϕ by making further
assumptions on the geometry of M or on the growth of Wϕ, as the following Theorems show.
Namely, we will show the validity of the following:

Theorem 2.35. Let (Mm, 〈 , 〉) be a complete Riemannian manifold of dimension m ≥ 4, with
bm−1

2 c-nonnegative curvature operator and let ϕ : M → (N, 〈 , 〉N ) be a smooth map. Assume that
Wϕ is harmonic (or, equivalently, Cϕ = 0 and ϕ∗〈 , 〉N is Codazzi). If

lim
R→+∞

1

|BR(x)|

∫
BR(x)

|W |p +

∣∣∣∣ϕ∗〈 , 〉N − 1

m
|dϕ|2〈 , 〉

∣∣∣∣p = 0

for some p ∈ [1,+∞), then M is locally conformally flat and the map ϕ is homothetic. Moreover,
if Sϕ is constant, then M is isometric to a quotient of either Sm, Sm−1×R or Rm. Assuming that

R(bm−1
2 c) > 0 somewhere, then M is isometric to a quotient of Sm.

Theorem 2.36. Let (Mm, 〈 , 〉) be a complete Riemannian manifold of dimension m ≥ 4, with

Rb
m−1

2 c ≥ 0 and that satisfies either

(a) R(bm−1
2 c) > 0 somewhere on M and (2.2.15) for some o ∈M , or

(b) R(bm−1
2 c) ≥ a for some measurable function a ≥ 0 satisfying ii) or iii) in Theorem 2.24.

Let also ϕ : M → (N, 〈 , 〉N ) for which Wϕ is harmonic, and let

lim
R→+∞

1

|BR(x)|

∫
BR(x)

|W |p +

∣∣∣∣ϕ∗〈 , 〉N − 1

m
|dϕ|2〈 , 〉

∣∣∣∣p < +∞

for some p ∈ [1,+∞). Then M is locally conformally flat and the map ϕ is homothetic. Moreover,
if Sϕ is constant, then M is isometric to a quotient of Sm.
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Notice that the additional assumptions of the above theorems are the ones that make possible to
apply Theorem 2.26 or 2.27 to the tensor T = Wϕ. Moreover, to the purpose of proving Theorems
2.35 and 2.36, we will also need the following Theorem by Carron and Herzlich [11], which classifies
locally conformally flat manifolds with Ric ≥ 0 when the manifold is not assumed to be compact
but only to be complete - thus a more general case than the one proven by Noronha.

Theorem 2.37 ([11]). Let M be a locally conformally flat, complete Riemannian manifold with
Ric ≥ 0 and dimension m ≥ 3. Then the universal cover of M is either

(i) isometric to Rm,

(ii) isometric to Sm−1 × R,

(iii) globally conformally equivalent to Sm, or

(iv) non-flat and globally conformally equivalent to Rm.

Under the additional assumption of constant scalar curvature, the above can be strengthened
to the subsequent proposition:

Proposition 2.38. Let (M, g) be a complete and locally conformally flat Riemannian manifold of
dimension m ≥ 3 with Ric ≥ 0 and constant scalar curvature S.

i) If S = 0 then M is flat.

ii) If S > 0 then M is either isometric to a quotient of R × Sm−1
S/(m−1)(m−2) or conformally

equivalent to a quotient of Sm.

In particular, if Ric > 0 at some point then M is conformally equivalent to a quotient of Sm.

Proof. i) If S = 0 then Ric ≡ 0, and since we also have W ≡ 0 we conclude that Riem ≡ 0.
ii) If S > 0, by the work of Zhu [41] and Theorem 2.37, we know that the universal cover (M̃, g̃)

of (M, g) satisfies one of the following:

a) (M̃, g̃) is isometric to R× Sm−1
S/(m−1)(m−2),

b) (M̃, g̃) is conformally equivalent to Sm,

c) (M̃, g̃) is conformally equivalent to Rm.

We repeat the argument of Theorem 1.1 of [32] to show that c) cannot occur. Suppose, by

contradiction, that c) holds. Then M̃ = Rm and g̃ = u
4

m−2 gRm for some 0 < u ∈ C∞(Rm)
satisfying the Yamabe equation

cm∆gRmu+ Su
m+2
m−2 = 0 on Rm , (2.3.38)

where gRm is the canonical Euclidean metric on Rm. Since S is a positive constant, by the celebrated
work of Caffarelli, Gidas and Spruck [10, Corollary 8.2] it follows that u is radially symmetric
around some point x0 ∈ Rm and has the expression

u(x) = A(B + |x− x0|2)−
m−2

2

for some positive constants A,B only depending on m and S. In particular, (M̃, g̃) is an m-sphere
of constant curvature with one point removed, hence it is not complete. But (M̃, g̃) is the universal
cover of the complete Riemannian manifold (M, g), contradiction.

We can now prove the theorems stated above:

Proof of Theorem 2.35. From the hypotheses, we can apply Theorem 2.26 to T = Wϕ, which has

WWϕ = W and ZWϕ = α

(
ϕ∗〈 , 〉N −

1

m
|dϕ|2〈 , 〉

)
,

to obtain that Wϕ is a constant multiple of 〈 , 〉 ©∧ 〈 , 〉. Therefore, M is locally conformally flat
and ϕ is homothetic.
If we further assume that Sϕ is constant, then also S is constant since |dϕ|2 is constant too. In
particular, by Proposition 2.38 we have that one of the following cases occurs:
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a) M is a quotient of Rm,

b) M is a quotient of Sm−1 × R,

c) M is conformally equivalent to a quotient of Sm.

If c) is in force, then M is necessarily compact, so we can apply Theorem 2.4 to T = Riem, which
is harmonic in this case, to deduce that M is locally symmetric. Since we also know that M is

locally conformally flat and we have Ric ≥ 0 as a consequence of R(bm−1
2 c) ≥ 0, by a Theorem by

Noronha [29, Theorem 1 and Proposition 4.2] we conclude that M is in fact isometric to a quotient

of Sm, and this proves the first part of the thesis. If R(bm−1
2 c) > 0 at some point x ∈ M , then we

also have Ric > 0 at x, so alternatives a) and b) are ruled out and the only possibility is that M
is a quotient of Sm.

Proof of Theorem 2.36. The first claim is a mere application of Theorem 2.27 to the case of T =
Wϕ. As for the second part, we argue as in the proof of Theorem 2.35, noticing that assuming

either (a) or (b) yields Rb
m−1

2 c ≥ 0 somewhere, hence M must be isometric to a quotient of a
sphere.

Slightly modifying the argument, we can assume Sϕ constant and remove the bound on |W |p
in the hypotheses of Theorem 2.36, resulting in the following Theorem:

Theorem 2.39. Let (Mm, 〈 , 〉) be a complete Riemannian manifold of dimension m ≥ 4, with

Rb
m−1

2 c ≥ 0 and that satisfies either

(a) R(bm−1
2 c) > 0 somewhere on M and (2.2.15) for some o ∈M , or

(b) R(bm−1
2 c) ≥ a for some measurable function a ≥ 0 satisfying ii) or iii) in Theorem 2.24.

Let also ϕ : M → (N, 〈 , 〉N ) for which Wϕ is harmonic and Sϕ is constant. Assume that

lim
R→+∞

1

|BR(x)|

∫
BR(x)

∣∣∣∣ϕ∗〈 , 〉N − 1

m
|dϕ|2〈 , 〉

∣∣∣∣p < +∞

for some p ∈ [1,+∞). Then M is isometric to a quotient of Sm and the map ϕ is homothetic.

Proof. Let us consider

VWϕ =
α

m− 2

(
ϕ∗〈 , 〉N −

1

m
|dϕ|2〈 , 〉

)
.

Since Wϕ is harmonic, VWϕ is harmonic too and satisfies the hypotheses of Theorem 2.27. There-
fore, VWϕ is a constant multiple of 〈 , 〉©∧ 〈 , 〉. In particular, it must vanish and, as a consequence,
|dϕ|2 is constant and ϕ is homothetic. Concerning the scalar curvature, from the constancy of
|dϕ|2 we obtain that S is constant and, since |W | ≤ |Riem |, by Corollary 1.7 we see that |W | is
bounded on M . A further application of Theorem 2.27 to T = W yields the locally conformally
flatness of M . The conclusion is the same as that in the proof of Theorem 2.36
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Chapter 3

ϕ-Static spaces

The main subject of this chapter are Riemannian manifolds (M, g), with dim(M) ≥ 3, together
with a map ϕ : (M, g) → (N, gN ) for some Riemannian manifold (N, gN ) and satisfying - having
fixed, for some α 6= 0, Ricϕ := Ric−αϕ∗gN - the equations{

Hess(w)− w
(

Ricϕ− Sϕ

m−1g
)

= 0

wτ(ϕ) = −dϕ(∇w).
(3.0.1)

If ϕ is a constant map, then they reduce to

Hess(w)− w
(

Ric− S

m− 1
g

)
= 0, (3.0.2)

which is called vacuum static equation and is widely studied in the literature. The terminology, as
well as the derivation of these structures, comes from General Relativity, as already discussed in the
Introduction. In the first section we will deal with the derivation of these structures from Lorentzian
manifolds given by warped products between the time dimension and an m-dimensional Rieman-
nian manifold. On top of that, we will obtain some first results concerning manifolds carrying
these structures, from the constancy of the ϕ-scalar curvature to the relations between harmonic-
Einstein manifolds and ϕ-static spaces. In the second section we will examine two functionals, both
depending on the metric on the base manifold and on the smooth map to a fixed Riemannian man-
ifold, whose critical points are, under some conditions, precisely the harmonic-Einstein manifolds
and the ϕ-static spaces. Lastly, in the third section we will discuss the local geometry of ϕ-static
spaces in presence of a closed conformal vector field that, under further assumptions relating X to
the smooth map, lead to a local splitting of M to a warped product with harmonic-Einstein fibers.

3.1 A derivation and first properties

In this section we will first derive the ϕ-static space structure from Lorentzian warped products
which satisfy the Einstein equations with a cosmological constant. Later on, we will discuss some
first properties valid for every ϕ-static space. Namely, we begin by showing that ϕ-static spaces
always have constant ϕ-scalar curvature. After that, Theorem 3.3 will provide a rigidity result for
the vacuum static structure in the compact case as well as for the smooth map ϕ, given a bound on
the geometry of the target manifold. To conclude, we characterize the complete manifolds which
support both an harmonic-Einstein structure and a ϕ-static one.

3.1.1 A derivation from General Relativity

Let us consider, given a (m + 1)-dimensional manifold M̂ , the space M̂ of smooth Lorentzian
metrics on M̂ with signature −,+ · · ·+, m plus signs and, given a Riemannian manifold (N, gN ),
the space P̂ = C∞(M̂, (N, gN )). Let us also consider, for every Ω ⊂⊂ M̂ the functional on the
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space M̂ × P̂, defined as

AΩ(ĝ, ϕ̂) :=

∫
Ω

(Ŝ − α trĝ ϕ̂
∗gN − V (ϕ̂))d Volĝ, (3.1.1)

for some α ∈ R \ {0}, where Ŝ is the scalar curvature of (M̂, ĝ) and V : (N, gN ) → R a smooth
function. The Euler-Lagrange equations of the above functional with respect to compactly sup-
ported variations of ĝ and ϕ̂ can be computed by considering the variation of AΩ evaluated at
(ĝ, ϕ̂) under both the variation of ĝ and ϕ̂, and then imposing it to be zero. We first consider the
variation with respect to the metric on M̂ . To this purpose, we choose an orthonormal coframe
{θ̂α}α=0...m, for which the metric ĝ writes as

ĝ = ηαβ θ̂
α ⊗ θ̂β ,

where η = diag(−1, 1, . . . , 1). Now, the calculations in Proposition 1.13 can be adapted in this
setting, where here

˙̂
θα(t) = aαβ(t)θ̂β(t)

and
ĝt = ĥαβ(t)θ̂α(t)⊗ θ̂β(t) = (ηγβa

γ
α(t) + ηαγa

γ
β(t))θ̂α(t)⊗ θ̂β(t).

Hence, with the usual notation for raised and lowered indices, from (1.4.6)

˙̂
S = ĥ αβ

αβ, − ĥ α β
α ,β − R̂αβĥ

αβ .

Moreover, since ϕ̂∗gN doesn’t vary under the variation of ĝ,

d

dt
(trĝ(ϕ̂

∗gN )) =
d

dt
(ĝ−1, ϕ̂∗gN ) = −ĥαβϕ̂aαϕ̂aβ

and, because V (ϕ̂) in independent of the metric on M , its variation vanishes. It remains to evaluate
the variation of the volume form, which is

d

dt
(d Volĝ) =

d

dt
(θ̂0∧ θ̂1∧· · ·∧ θ̂m) = a0

0θ̂
0∧ θ̂1∧· · ·∧ θ̂m+· · ·+ammθ̂0∧ θ̂1∧· · ·∧ θ̂m =

1

2
trĝ(ĥ)d Volĝ .

Summarizing we have, using the divergence theorem,

d

dt
AΩ(ĝ, ϕ̂) =

∫
Ω

(
ĥ αβ
αβ, − ĥ α β

α ,β − R̂αβĥ
αβ + αĥαβϕ̂aαϕ̂

a
β +

1

2
trĝ ĥ(Ŝ − αϕ̂∗gN − V (ϕ̂))

)
d Volĝ

=

∫
Ω

(
− R̂αβĥαβ + αĥαβϕ̂aαϕ̂

a
β +

1

2
(Ŝ − αϕ̂∗gN − V (ϕ̂))ηαβĥ

αβ
)

d Volĝ

=

∫
Ω

(
− R̂αβ + αϕ̂aαϕ̂

a
β +

1

2
(Ŝ − αϕ̂∗gN − V (ϕ̂))ηαβ

)
ĥαβd Volĝ .

(3.1.2)

Imposing it to be 0 for any ĥ ∈ TĝM̂ (with compact support inside Ω) yields

R̂ic− 1

2
Ŝg +

1

2
V (ϕ̂)ĝ = α

(
ϕ̂∗gN −

1

2
|dϕ̂|2ĝ

)
. (3.1.3)

which can be interpreted as Einstein equation with a stress-energy tensor (the stress-energy tensor
of the map ϕ̂ as defined in (1.3.5))

T = α

(
ϕ̂∗gN −

1

2
|dϕ̂|2ĝ

)
,

and where V : (N, gN )→ R plays the role of a self-interacting potential. As for the variation with
respect to the map ϕ̂, the only map-dependent terms inside the integral in (3.1.1) are

trĝ(ϕ̂
∗gN )
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and
V (ϕ̂).

To evaluate the variations, we adapt the notation of Proposition 1.15 to this setting, having on
one hand

d

dt
trĝ(ϕ̂

∗gN ) =
d

dt
trĝ×gN (dϕ̂⊗ dϕ̂)

= 2 trĝ×gN (dϕ̂⊗ d

dt
dϕ̂) = 2 trĝ×gN (dϕ̂⊗∇v̂),

whereas on the other

d

dt
V (ϕ̂) = trgN

(
∇V (ϕ̂)⊗ d

dt
ϕ̂

)
= trgN (∇V (ϕ̂)⊗ v̂).

Putting all together and using the fact that v̂ has compact support inside Ω, we can use the
divergence theorem on

div((trgN dϕ̂⊗ v̂)]) = trĝ×gN (dϕ̂⊗∇v̂) + (ηαβϕ̂aαβ v̂
a) = trĝ×gN (dϕ̂⊗∇v̂) + trgN (τ(ϕ̂)⊗ v̂),

where τ(ϕ̂) is the tension field of the map ϕ̂, in order to obtain

d

dt
A(ĝ, ϕ̂) =

∫
Ω

(−2α trĝ×gN (dϕ̂⊗∇v̂)− trgN (∇V (ϕ̂)⊗ v̂))d Volĝ

=

∫
Ω

(
2α trgN (τ(ϕ̂)⊗ v̂)− trgN (∇V (ϕ̂)⊗ v̂)

)
d Volĝ,

which vanishes for an arbitrary v̂ ∈ Tϕ̂P if and only if

2ατ(ϕ̂) = ∇V (ϕ̂). (3.1.4)

At this point, using (3.1.3) we can express Ŝ in terms of ϕ̂,

Ŝ = α|dϕ̂|2 +
m+ 1

m− 1
V (ϕ̂)

and substitute it back into the field equations (3.1.3) and (3.1.4) to obtain{
R̂ic− αϕ̂∗gN = V (ϕ̂)

m−1 ĝ

τ(ϕ̂) = 1
2α∇V (ϕ̂).

(3.1.5)

Let us now put ourselves in the case where

M̂ = R×M,

with the warped product metric of the form

ĝ = −e−2f̂dt2 + gM , (3.1.6)

t being the standard coordinate on R, gM a Riemannian metric on M , f̂ = f ◦ πM , f : M → R
smooth, and suppose that ϕ̂ = ϕ ◦ πM , ϕ : (M, gM )→ (N, gN ) smooth. Then we can split system
(3.1.5) according to the warped product, thus obtaining a system for the Riemannian tensors on
(M, gM ), the warping function f and the map ϕ. To this purpose, we can choose an orthonormal
coframe by

θ̂0 = e−f̂dt

θ̂i = π∗Mθ
i, i = 1, . . . ,m

where {θi} is an orthonormal coframe for (M, gM ). Since the connection forms θ̂αβ of (M̂, ĝ) satisfy

ηαγ θ̂
γ
β + ηβγ θ̂

γ
α = 0,
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we infer that

θ̂0
0 = θ̂ii = 0;

θ̂i0 = θ̂0
i ;

θ̂ij = −θ̂ji .

Then we exploit the first structure equations, to get

−θ̂0
α ∧ θ̂α = dθ̂0 = −e−f̂ f̂αθ̂α ∧ dt = f̂j θ̂

0 ∧ θ̂j (3.1.7)

−θ̂iα ∧ θ̂α = dθ̂i = dθi = −θij ∧ θj , (3.1.8)

where we have made an abuse of notation. On one hand, evaluating (3.1.7) in (ei, ·) we obtain that

− θ̂0
j (ei) ∧ θ̂j + θ̂0

i = −f̂iθ̂0, (3.1.9)

and hence, contracting with ej ,

(θ̂0
i )j = (θ̂0

j )i. (3.1.10)

On the other, we have that

−θ̂ij + θ̂i0(ej)θ̂
0 = −θij + θik(ej) ∧ θk,

from which we deduce, evaluating in e0, that

θ̂i0(ej) = (θ̂ij − θij)(e0),

so that, in particular,
(θ̂i0)j = −(θ̂j0)i.

At this point, from the fact that θ̂i0 = θ̂0
i and by (3.1.10) we infer that

θ̂0
i (ej) = 0.

Therefore, from (3.1.9) we get

θ̂i0 = −f̂iθ̂0.

As a consequence, from (3.1.8) we have that

(θ̂ij − θij) ∧ θ̂j = 0.

We then make use of the Cartan’s lemma and exploit the antisymmetricity of θ̂ij − θij on i and j
to see that, denoting with

bijk = bikj = (θ̂ij − θij)(ek),

they satisfy
bijk = −bjik = −bjki = bkji = bkij = −bikj = −bijk,

and hence
θ̂ij = θij .

Summarizing, we have

θ̂0
0 = 0;

θ̂0
i = θ̂i0 = −f̂iθ̂0;

θ̂ij = −θ̂ji = θij .
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Next, we make use of the second structure equations, where we set Θ̂α
β as the curvature forms of

(M̂, ĝ):

Θ̂i
0 = Θ̂0

i = dθ̂0
i + θ̂0

t ∧ θ̂ti = −df̂i ∧ θ̂0 − f̂idθ̂0 + θ̂0
t ∧ θ̂ti

= −(f̂iαθ̂
α + f̂αθ̂

α
i ) ∧ θ̂0 + f̂iθ̂

0
α ∧ θ̂α − f̂tθ̂0 ∧ θ̂ti

= (f̂ij − f̂if̂j)θ̂0 ∧ θ̂j

Θ̂i
j = dθ̂ij + θ̂iα ∧ θ̂αj = dθ̂ij + θ̂ik ∧ θ̂kj = Θi

j .

Therefore

R̂0
i0j = R̂i00j = −R̂0

ij0 = fij − fifj ;

R̂0
ijk = 0;

R̂ijkl = Rijkl,

where we have omitted the pullbacks, and consequently

R̂00 = R̂i0i0 = −∆Mf + |∇Mf |2gM ;

R̂0i = 0;

R̂ij = R̂0
i0j + R̂kikj = fij − fifj +Rij ,

from which
Ŝ = trĝ R̂ic = 2(∆Mf − |∇f |2gM ) + S.

Moreover, since
dϕ̂ = ϕ̂ai θ

i,

ϕ̂a0αθ̂
α = dϕ̂a0 − ϕ̂aβ ∧ θ̂

β
0 + θ̂b0ω

a
b

= −ϕ̂ai ∧ θ̂i0 = ϕ̂ai fiθ̂
0

ϕ̂aiαθ̂
α = dϕ̂ai − ϕ̂aβ ∧ θ̂

β
i + θ̂biω

a
b

= ϕaij ∧ θ̂j ,

and hence

ϕ̂a00 = ϕai fi = dϕ(∇f)

ϕ̂a0i = 0

ϕ̂aij = ϕaij ,

so that tracing
τ(ϕ̂) = −dϕ(∇f) + Mτ(ϕ).

Substituting the previous relations into (3.1.5) we obtain the splitting
∆Mf − |∇f |2 = V (ϕ)

m−1

Ric−αϕ∗gN + Hess(f)− df ⊗ df = V (ϕ)
m−1 gM

Mτ(ϕ) = dϕ(∇f) + 1
2α∇V (ϕ).

(3.1.11)

Note that the first equation in the above system is the “time” component of the first equation in
(3.1.5). Tracing the second equation in (3.1.11) (on gM ) and substituting the first, we see that, on
M ,

Sϕ = S − α|dϕ|2 = V (ϕ).

Operating the change of variable
w = e−f (3.1.12)
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system (3.1.11) becomes 
∆w = − Sϕ

m−1w

wRicϕ−Hess(w) = w Sϕ

m−1gM

wτ(ϕ) + dϕ(∇w) = w 1
2α∇V (ϕ).

(3.1.13)

If we let V : N → R be a constant, then also Sϕ is constant and the system (3.1.13) becomes{
Hess(w)− w

(
Ricϕ− Sϕ

m−1g
)

= 0

wτ(ϕ) = −dϕ(∇w)
(3.1.14)

where we omitted, since it is redundant, the first equation in (3.1.13). Notice that, in view of the
Einstein equation (3.1.3), V (ϕ) = Sϕ = 2Λ, where Λ stands for the cosmological constant. We are
now in the position to give the following

Definition 3.1. Let (M, g), (N, gN ) be Riemannian manifolds and ϕ : M → N smooth. We say
that (M, g) is a ϕ-static space if for some α 6= 0 and w ∈ C∞(M), w 6≡ 0 w is a solution of (3.1.14)
on M .

Note that when ϕ is constant Definition 3.1 reduces to the definition of a vacuum static space.
Moreover, this definition takes into account sign changing functions w, which do not derive from
smooth semi-riemannian metrics on M̂ (or where we allow singularities on the Lorentzian metric).
Here we also allow Sϕ to be non-constant. However, as we show in Proposition 3.1 below, if (3.1.14)
holds for some w 6≡ 0, then Sϕ turns out to be constant. We will often consider the system (3.1.14)
in its equivalent form {

Hess(w)− (∆w)g − wRicϕ = 0

wτ(ϕ) + dϕ(∇w) = 0.
(3.1.15)

3.1.2 First properties and rigidity conditions

We now show that, if (M, g) is a ϕ-static space, where ϕ : M → (N, gN ), then Sϕ must be constant:

Proposition 3.1. Let (M, g) be a Riemannian manifold, possibly with smooth boundary, and ϕ
be a smooth map between M and a Riemannian manifold (N, gN ). Assume that there exists w 6≡ 0
such that {

Hess(w)− (∆w)g − wRicϕ = 0

wτ(ϕ) + dϕ(∇w) = 0.
(3.1.16)

Then

i) Sϕ must be constant;

ii) if M is compact, then Sϕ > 0 provided that either M is without boundary and w is non
constant, or ∂M 6= ∅ and w = 0 on ∂M ;

iii) {w = 0} is a union of embedded, totally geodesic hypersurfaces of M where |∇w| is locally
constant and nowhere vanishing.

Proof. (i) Taking the divergence of the first in (3.1.16), in local coordinates we have

0 = (wij − wssδij − wRϕij),j = wijj − wssi − wjRϕij − wR
ϕ
ij,j

= wtRti − wjRϕij − w
(

1

2
Sϕi − αϕ

a
jjϕ

a
i

)
= αwjϕ

a
jϕ

a
i +

1

2
wSϕi + αwϕajjϕ

a
i

=
1

2
wSϕi + α(wjϕ

a
j + wϕajj)ϕ

a
i

=
1

2
wSϕi .
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Here we have used the commutation relations for the covariant derivatives of w, as well as (1.3.12)
and the second equation in (3.1.16). On the other hand, since w satisfies

∆w = − Sϕ

m− 1
w, (3.1.17)

if {w = 0} contains an open non empty set, it would vanish identically by unique continuation
principle. Therefore, the interior of {w = 0} is empty and, as a consequence, ∇Sϕ = 0 on the
closure of M \ {w = 0}, i.e. on the whole M , leading to Sϕ being constant.
(ii) If M is compact and either of the assumptions is satisfied then w is not constant on M , so
using (3.1.17) and integrating by parts - in case ∂M 6= ∅, notice that we have w|∂M = 0 - we get

Sϕ

m− 1

∫
M

w2 = −
∫
M

w∆w =

∫
M

|∇w|2 > 0,

implying that Sϕ > 0.
(iii) We first prove that |∇w| 6= 0 everywhere on {w = 0} by showing that the set

M0 = {x ∈M : w(x) = 0 , ∇w(x) = 0}

is both open and closed in M , hence empty by connectedness of M and assumption w 6≡ 0. M0 is
clearly closed by continuity of w and ∇w, so we only have to show that it is also open. Let x ∈M0

be given. Then w = 0 along all geodesic curves issuing from x and contained in M . Indeed, if
σ : [0, T ) → M , T > 0, is a unit speed geodesic such that σ(0) = x then by (3.1.14) and (3.1.17)
the function h = w ◦ σ : [0, T ]→ R is a solution of the Cauchy problem h′′ = Ah on (0, T )

h′(0) = 0
h(0) = 0

where A(t) = Ricϕg (σ̇(t), σ̇(t))− 1
m−1S

ϕ
g (σ(t)), and since A is continuous we have h ≡ 0 on [0, T ].

If x ∈M0 \ ∂M this shows that w ≡ 0, and therefore ∇w ≡ 0, on a whole neighbourhood of x
in M , so that x is an interior point for M0.

If x ∈ M0 ∩ ∂M then the image of the exponential map at x may not contain a whole M -
neighbourhood of x (for instance, this happens if ∂M is not convex at x), however we overcome
the obstacle by a suitable “triangulation”. First, observe that for any sufficiently small ε > 0 the
exponential map expx at x is defined at least on the small open solid cone (with tip removed)

Cε = {v ∈ TxM : |v| < ε , 〈v,nx〉 > |v|/2},

where nx denotes the inward normal to ∂M at x, and expx : Cε → expx(Cε) is a diffeomorphism.
By the same reasoning as above we have w ≡ 0, and therefore ∇w ≡ 0, on the open set expx(Cε),
so expx(Cε) ⊆ M0. Now, let U ⊆ ∂M be a small enough neighbourhood of x in ∂M and δ > 0 a
small enough parameter so that the normal exponential map

expn,U : U × [0, δ) → M

(y, t) 7→ expy(tny)

is a diffeormorphism onto its image V := expn,U (U × [0, δ)). Then V is a neighbourhood of x
in M and for ε > 0 small enough we have expx(Cε) ⊆ Bε(x) ⊆ V . Let π1 : U × [0, δ) → U
denote the canonical projection onto the first factor. Then U1 = π1(exp−1

n,U (expx(Cε))) is an open
subset of U (hence, of ∂M) since expx(Cε) is open in M and π1 is an open map. By construction,
U1 is the subset of points in U which are joined by a normal geodesic of length < δ to some
point of expx(Cε). We also have x ∈ U1, since for every t ∈ (0, ε) we have tnx ∈ Cε and therefore
x = π1(exp−1

n,U (expx(tnx)) ∈ U1. So U1 is a neighbourhood of x in ∂M and V1 := expn,U (U1×[0, δ))
is an open neighbourhood of x in M . Every point of V1 lies on a geodesic curve passing through
some point of expx(Cε) ⊆M0, hence by the same reasoning as above we have w ≡ 0 on V1. Since
V1 is open and ∂M is smooth we also have ∇w ≡ 0 on V1. So V1 is a neighbourhood of x contained
in M0, as desired.
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So far, we have proved that ∇w 6= 0 everywhere on {w = 0}. Then 0 is a regular value for w
and the set Σ = {w = 0} is a union of embedded hypersurfaces of M . By substituting (3.1.17) into
(3.1.16) we have Hessw = 0 on Σ. Since the differential of |∇w|2 in M and the second fundamental
form IIΣ of Σ in M in the direction of −∇w/|∇w| are given by

d|∇w|2 = 2 Hessw(∇w, · ) and IIΣ =
1

|∇w|
Hessw|TΣ×TΣ

we see that |∇w| is locally constant on Σ, whose components are in turn totally geodesic in M .

Remark 3.2. Notice that, if we assume a weak sign condition, e.g. w ≥ 0 on a compact manifold
without boundary satisfying (3.1.14), then w must be constant. Indeed, if Sϕ 6= 0 integrating

∆w = − Sϕ

m− 1
w

on M , we have

0 = − Sϕ

m− 1

∫
M

w,

which imply, by the weak sign condition, that w ≡ 0. Otherwise, if Sϕ = 0, then w is harmonic
and therefore constant on M .

In some cases, where we have bounds on the geometry of the target manifold according to the
coupling constant giving rise to the ϕ-curvatures on (M, g), then the map ϕ is forced to be constant
and therefore the ϕ-curvatures reduce to the standard ones. This is the case of the following

Theorem 3.3. Let (Mm, g), m ≥ 3, be a compact Riemannian manifold without boundary,
(Nn, gN ) a second Riemannian manifold and α ∈ R. Let w ∈ C∞(M), w non constant, and
ϕ ∈ C∞(M,N) satisfy {

wRicϕ−Hessw + (∆w) g = 0
wτ(ϕ) + dϕ(∇w) = 0 .

(3.1.18)

If α ≥ 0 and the sectional curvatures of N satisfy secN ≤ α
m−1 , then ϕ is constant.

In order to prove it, we shall first need the subsequent Lemma, providing us with a Bochner-type
formula that later on will be integrated on M .

Lemma 3.4. Let (M, g), (N, gN ) be Riemannian manifolds and w ∈ C∞(M), ϕ ∈ C∞(M,N)
satisfy (3.1.18). Then

1

2
div(w∇|dϕ|2) = w|∇dϕ|2 + w|τ(ϕ)|2 − |dϕ|2∆w + wQ(dϕ) (3.1.19)

where, in components along an orthonormal coframe,

Q(dϕ) = (αgNadg
N
bc − NRabcd)ϕ

a
i ϕ

b
jϕ

c
iϕ

d
j .

Moreover, if α ≥ 0 and secN ≤ α
m−1 then Q(dϕ) ≥ 0.

Proof. Let {ei} and {Ea} be local orthonormal frames for TM and TN , respectively. A straight-
forward computation yields

1

2
div(w∇|dϕ|2) = (wϕai ϕ

a
ji),j

= wϕaijϕ
a
ji + wjϕ

a
jiϕ

a
i + wϕai ϕ

a
jij

= wϕaijϕ
a
ij + wjϕ

a
jiϕ

a
i + wϕai (ϕajji +Rjiϕ

a
j − NRabcdϕ

b
jϕ

c
iϕ

d
j )

where we applied (a contraction of) (1.3.8). At this point, differentiating the second in (3.1.18),

0 = (wjϕ
a
j + wϕajj)i = (wjϕ

a
ji + wϕajji) + (wjiϕ

a
j + wiϕ

a
jj)
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and therefore

1

2
div(w∇|dϕ|2) = w|∇dϕ|2 + (wjϕ

a
ji + wϕajji)ϕ

a
i + wRijϕ

a
i ϕ

a
j − w NRabcdϕ

a
i ϕ

b
jϕ

c
iϕ

d
j

= w|∇dϕ|2 − (wjiϕ
a
j + wiϕ

a
jj)ϕ

a
i + wRijϕ

a
i ϕ

a
j − w NRabcdϕ

a
i ϕ

b
jϕ

c
iϕ

d
j

= w|∇dϕ|2 + (wRij − wij)ϕai ϕaj − wiϕai ϕajj − w NRabcdϕ
a
i ϕ

b
jϕ

c
iϕ

d
j .

Again by (3.1.18) we have wRij − wij = αwϕbiϕ
b
j − (∆w) gij and −wiϕai = wϕaii. Substituting

these expressions into the above formula we finally obtain

1

2
div(w∇|dϕ|2) = w|∇dϕ|2 + w|τ(ϕ)|2 − |dϕ|2∆w + αwϕai ϕ

b
jϕ

b
iϕ
a
j − wRNabcdϕai ϕbjϕciϕdj .

We now show that Q(dϕ) ≥ 0 under assumptions

α ≥ 0 , secN ≤
α

m− 1
. (3.1.20)

Let us set Yi = dϕ(ei) = ϕaiEa for 1 ≤ i ≤ m. Then for each 1 ≤ i, j ≤ m we have

ϕai ϕ
b
jϕ

b
iϕ
a
j = (gN (Yi, Yj))

2 , NRabcdϕ
a
i ϕ

b
jϕ

c
iϕ

d
j = NRiem(Yi, Yj , Yi, Yj)

(no summation over i or j is intended in the above formulas). For each pair (i, j) we let κij be the
sectional curvature in N of some 2-plane containing Yi and Yj (which is clearly uniquely determined
in case Yi and Yj are linearly independent, otherwise the coefficients can be set to 0). Then, we
have

NRiem(Yi, Yj , Yi, Yj) = κij
[
gN (Yi, Yi)gN (Yj , Yj)− (gN (Yi, Yj))

2
]
.

For ease of notation let us set cij = gN (Yi, Yj) for each 1 ≤ i, j ≤ m. Then from the above
observations we have

Q(dϕ) = α

m∑
i,j=1

c2ij −
m∑

i,j=1

κij(ciicjj − c2ij) . (3.1.21)

Noting that

∑
1≤i<j≤m

(c2ii + c2jj) =
1

2

m∑
i6=j=1

(c2ii + c2jj) =
1

2

 m∑
i,j=1

(c2ii + c2jj)−
m∑

i=j=1

(2c2ii)

 = (m− 1)

m∑
i=1

c2ii

we can express∑
1≤i,j≤m

c2ij =

m∑
i=1

c2ii + 2
∑

1≤i<j≤m

c2ij =
∑

1≤i<j≤m

(
1

m− 1
(c2ii + c2jj) + 2c2ij

)
Since we also have ciicjj − c2ij = 0 whenever i = j, we can restate (3.1.21) as

Q(dϕ) =
∑

1≤i<j≤m

[
α

m− 1
(c2ii + c2jj) + 2αc2ij − 2κij(ciicjj − c2ij)

]
. (3.1.22)

Now, since ciicjj − c2ij ≥ 0, from the assumptions on the sectional curvature in (3.1.20)

−2κij(ciicjj − c2ij) ≥ −
2α

m− 1
(ciicjj − c2ij).

Therefore, substituting into (3.1.22) we obtain

Q(dϕ) ≥
∑

1≤i<j≤m

[
α

m− 1
(c2ii + c2jj − 2ciicjj) + 2

m

m− 1
αc2ij

]

=
∑

1≤i<j≤m

[
α

m− 1
(cii − cjj)2 + 2

m

m− 1
αc2ij

]
≥ 0.
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Proof of Theorem 3.3. By (3.1.19) we have

1

2
div(w∇|dϕ|2) = w|∇dϕ|2 + w|τ(ϕ)|2 +

Sϕ

m− 1
w|dϕ|2 + wQ(dϕ)

with Q(dϕ) ≥ 0 and Sϕ > 0 by Proposition 3.1. So have div(w∇|dϕ|2) ≥ 0 on Ω+ = {w > 0},
with equality if and only if dϕ ≡ 0 on Ω+, and similarly div(w∇|dϕ|2) ≤ 0 on Ω− = {w < 0} with
equality if and only if dϕ ≡ 0. Applying the divergence theorem on both sets Ω+ and Ω− and
using that w∇|dϕ|2 vanishes on the regular submanifold {w = 0} = ∂Ω+ = ∂Ω− we conclude that
dϕ ≡ 0 on M , that is, ϕ is constant.

It is worth noticing that, if a vacuum static space supports also an harmonic-Einstein structure
with respect to the same ϕ and α as in (3.1.14), then we have restrictions on the underlying
manifold, as the next Theorem shows:

Theorem 3.5. Let (M, g) be a complete Riemannian manifold of dimension m ≥ 3 satisfying
(3.1.14) for some ϕ : M → (N, gN ), α 6= 0 and a non-constant w ∈ C∞(M). Assume that (M, g)
is harmonic-Einstein with the same choice of the map and of the coupling constant. Then

i) If M is compact without boundary, then (M, g) is isometric to the standard sphere Sm of
sectional curvature Sϕ

m(m−1)and ϕ is constant;

ii) If (M, g) is compact with boundary, under the condition of

∂M = {x ∈M : w(x) = 0},

then (M, g) is isometric to a closed hemisphere of Sm( Sϕ

m(m−1) ) with the canonical metric and
ϕ is constant;

iii) If M is non-compact, then Sϕ ≤ 0. Moreover, if w has one critical point, then it is isometric
to a hyperbolic space of constant curvature Sϕ

m(m−1) and ϕ is constant. Otherwise, w has no

critical point, (M, g) splits as a warped product R ×f P , where P is a complete (m − 1)-
dimensional Riemannian manifold and ϕ is constant along the flow generated by ∇w - i.e.
along the curves R× {p}, p ∈ P .

Proof. Recalling the harmonic-Einstein equation (1.3.11), that is{
Ricϕ = Sϕ

m 〈 , 〉
τ(ϕ) = 0,

and substituting it into (3.1.14), we obtain{
Hess(w) + Sϕ

m(m−1)wg = 0;

dϕ(∇w) = 0.
(3.1.23)

(i) If M is compact without boundary, then we consider the first in (3.1.23) which, by a classical
result of Obata (see for instance [37]), yields the fact that (M, g) is a sphere of constant sectional
curvature given by Sϕ

m(m−1) . Therefore, tracing the riemannian tensor gives S = Sϕ, from which

follows that |dϕ|2 ≡ 0, i.e. ϕ is constant.
(ii) Since the boundary coincides with {x ∈ M : w(x) = 0}, we can apply Proposition 3.1 to
infer that {w = 0} is totally geodesic on M . Then we can apply a result of Reilly [33, Lemma
3], obtaining that (M, g) is an hemisphere of constant sectional curvature Sϕ

m(m−1) . Reasoning as

before, we conclude that ϕ must be constant also in this case.
(iii) If M is complete non-compact, then Sϕ ≤ 0, otherwise - see [37, Theorem 2] - (M, g) would
be isometric to a sphere and therefore compact. Now, again in view of the classification theorem
in [37], if w has at most one critical point. If w has one critical point, then it is isometric to the
hyperbolic space of sectional curvature Sϕ

m(m−1) , and hence the scalar curvature S = Sϕ, yielding

ϕ constant. Otherwise, if w has no critical point, then it is a warped product R ×f P , for some
f : R → R. Moreover, by the second in (3.1.23) we have that ϕ must be constant along the flow
generated by ∇w. Notice that, in this case, f is either a constant, if Sϕ = 0, or it takes the form

f(t) = A exp(ct) or else f(t) = A cosh(ct), where A is an arbitrary constant and c =
√

−Sϕ
m(m−1) .
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To conclude, we give a formula valid on every ϕ-static space:

Proposition 3.6. Let (M, 〈 , 〉) be a ϕ-static space with w 6≡ 0. Setting T for the traceless ϕ-Ricci
tensor, we have

div(T (∇w, )]) = w|T |2 + αw|τ(ϕ)|2 on M. (3.1.24)

Equivalently,

div

(
1

w

(
∇|∇w|2 +

Sϕ

m(m− 1)
∇w2

))
= 2w|T |2 + 2αw|τ(ϕ)|2 on M \ Σ (3.1.25)

where as above Σ = {x ∈M : w(x) = 0}. If M is compact then∫
M

w|T |2 + α

∫
M

w|τ(ϕ)|2 = 0. (3.1.26)

Proof. We compute the divergence of T (∇w, )] and we use the ϕ-Schur’s identity together with
the constancy of Sϕ and (3.1.14) in the equivalent form (3.1.15) to get

(wiTij)i = wijTij + wjTij,i = TijTij + wjR
ϕ
ij,i

= w|T |2 − αϕaiiϕaiwj
= w|T |2 + αw|τ(ϕ)|2,

that is, (3.1.24). Rewriting the first in (3.1.14) in the form

Hessw +
Sϕ

m(m− 1)
w〈 , 〉 = wT

we obtain

wT (∇w, )] = Hess(∇w, )] +
Sϕ

m(m− 1)
w∇w =

1

2

(
∇|∇w|2 +

Sϕ

m(m− 1)
∇w2

)
proving (3.1.25). Finally, if M is compact integrating (3.1.24) on M and applying the divergence
theorem we obtain (3.1.26).

3.2 A variational characterization

First, we will introduce the ϕ-scalar curvature operator, and we will show that the spaces with non-
trivial kernel of the adjoint of DS (for a choice of (g, ϕ) ∈M×P) are precisely the ϕ-static spaces.
After having provided a characterization of harmonic-Einstein manifolds, we will consider another
functional, defined on compact manifolds with boundary, by the choice of a vector field X ∈ X(M).
With the help of this functional, Theorem 3.12 will provide a description of some ϕ-static spaces,
with the potential given by the divergence of a vector field X conformal with respect to the metric
on M plus some further assumptions. Namely, they will be given by the choices of (g, ϕ) such that
the functional is stationary with respect to variations leaving the ϕ-scalar curvature invariant and
fixed at the boundary.

3.2.1 The total ϕ-scalar curvature functional and harmonic-Einstein man-
ifolds

Let us considerM the space of smooth metrics on a differential manifoldM and P := C∞(M, (N, gN ))
the space of smooth maps between M and a differential manifold N with a fixed Riemannian metric
gN . We then define, having fixed a constant α 6= 0, the ϕ-scalar curvature operator

S :M×P → C∞(M)

by
S(g, ϕ) = Sϕ.

In the next Lemma we will compute the differential of S at (g, ϕ) by considering its variation with
respect to the variation of both the metric and the smooth map:
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Lemma 3.7. Let ϕ : (M, g) → (N, gN ) be a smooth map between Riemannian manifolds, and let
S : M×P → C∞(M) be the ϕ-scalar curvature operator, where M and P are defined as above.
Then the variation of the ϕ-scalar curvature is given by

DS(g,ϕ)(h, v) = div(div h)−∆(trh)− 〈Ricϕ, h〉 − 2α〈∇v,dϕ〉, (3.2.1)

where h and v are elements of the tangent spaces TgM and TϕP respectively, and 〈 , 〉 is the inner
product on TM × ϕ∗TN .

Proof. Let us consider a curve (g(t), ϕ(t))onM×P such that g(0) = g, ϕ(0) = ϕ and (ġ(0), ϕ̇(0)) =
(h, v), where h is a 2-covariant symmetric tensor on M and v is a section of ϕ∗TN . Then, we have

DS(g,ϕ)(h, v) =
d

dt

∣∣∣∣
0

S(g(t), ϕ(t)) = DgS(g,ϕ)(h) +DϕS(g,ϕ)(v), (3.2.2)

where DgS and DϕS stand for the differentials of S with respect to the metric component and
the map component respectively. As for the first term, we consider a curve on M×P such that
ϕt ≡ ϕ. Therefore, exploiting (1.4.6),

DgS(g,ϕ)(h) =
d

dt

∣∣∣∣
0

(
Sϕ(g(t))

)
= div(div h)−∆(trh)− 〈Ric, h〉 − α d

dt

∣∣∣∣
0

(
|dϕ|2(g(t))

)
.

Since both ϕ and gN are independent of g(t), their variation is 0, so that

d

dt

∣∣∣∣
0

(
|dϕ|2(g(t))

)
=

d

dt

∣∣∣∣
0

trg(t) ϕ
∗gN = ϕ∗gN

d

dt

∣∣∣∣
0

(er(t), er(t)) = −2ϕasϕ
a
ra
s
r = −ϕasϕarhrs,

hence

DgS(g,ϕ)(h) = div(div h)−∆(trh)−〈Ric, h〉+αϕasϕarhrs = div(div h)−∆(trh)−〈Ricϕ, h〉. (3.2.3)

On the other hand, we consider a curve on M×P such that gt ≡ g. By (1.4.18), since the trace
on TM × ϕ∗TN does not change along the curve,

d

dt

∣∣∣∣
0

trg ϕ
∗
t gN =

d

dt

∣∣∣∣
0

tr(dϕt(·)⊗ dϕt(·))

= 2 tr
(

dϕ⊗ d

dt

∣∣∣∣
0

(dϕt)
)

= 2 tr(dϕ⊗∇v),

and therefore

DϕS(g,ϕ)(v) =
d

dt

∣∣∣∣
0

(
Sϕ(ϕ(t))

)
= −α d

dt

∣∣∣∣
0

(|dϕ|2) = −2αϕai v
a
i . (3.2.4)

Substituting (3.2.3) and (3.2.4) into (3.2.2) we obtain (3.2.1).

We are now able to consider the formal L2-adjoint of the differential of the scalar curvature
operator, which we denote by

(DS)∗(g,ϕ) : C∞(M)→ Γ(S2(M))× Γ(ϕ∗TN),

in order to relate it to the definition of ϕ-static spaces.

Proposition 3.8. Let M be a smooth manifold and (N, gN ) be a Riemannian manifold. Then,
with the above notation - for a choice of α 6= 0 - (M, g) together with ϕ : M → (N, gN ) is a ϕ-static
space with potential w ∈ C∞(M) if and only if w ∈ ker(DS∗)(g, ϕ).
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Proof. To prove the proposition, it is sufficient to evaluate the formal adjoint of DS at a given
point (g, ϕ) ofM×P. Its expression is given integrating by parts (and getting rid of the divergence
terms) DS(g,ϕ)(h, v) · w, for w ∈ C∞(M):

DS(g,ϕ)(h, v) · w = hij,jiw − hii,jjw −Rϕijhijw − 2αϕai v
a
i w

= (hij,jw)i − hij,jwi − (hii,jw)j + hii,jwj −Rϕijhijw
− 2α(vaϕaiw)i + αvaϕaiiw + αvaϕaiwi

= (hij,jw)i − (hijwi)j + hijwij − (hii,jw)j + (hiiwj)j − hiiwjj
−Rϕijhijw − 2α(vaϕaiw)i + 2αva(ϕaiiw + ϕaiwi)

= (hij,jw)i − (hijwi)j − (hii,jw)j + (hiiwj)j − 2α(vaϕaiw)i

+ hij(wij − δij∆w − wRϕij) + 2αva(ϕaiiw + ϕaiwi),

so that〈
(DS)∗(g,ϕ)w, (h, v)

〉
S2(M)×ϕ∗TN

= 〈(DgS)∗, h〉S2(M) + 〈(DϕS)∗, v〉ϕ∗TN

= (wij − δij∆w − wRϕij)hij + 2α(ϕaiiw + ϕaiwi)v
a

= 〈Hessw −∆(w)g − wRicϕ, h〉S2(M)

+ 〈2α(τ(ϕ)w + dϕ(∇w)), v〉ϕ∗TN ,

(3.2.5)

where we have denoted with

(DgS)∗w = Hessw −∆(w)g − wRicϕ (3.2.6)

and
(DϕS)∗w = 2α(τ(ϕ)w + dϕ(∇w)) (3.2.7)

the components of (DS)∗w along S2(M) and ϕ∗TN respectively. To conclude, we notice that,
since the expression is the same (with the exception of a constant) to the left hand side of the
system (3.1.15), then it vanishes if and only if (3.1.15) holds, i.e. if and only if (M, g, ϕ) is a ϕ-static
space with potential w.

We now introduce the total scalar curvature functional, and relate its critical points to ϕ-
Einstein manifolds. Given a differential manifold M , a target Riemannian manifold (N, gN ), and
letting M and P be as above, for every relatively compact domain Ω ⊂M

SΩ :M×P → R

is defined by

SΩ(g, ϕ) :=

∫
Ω

S(g, ϕ)dVg, (3.2.8)

where S(g, ϕ) = Sϕ = S − αϕ∗gN for a fixed α ∈ R \ {0}. By standard variational arguments
we can show that the harmonic-Einstein manifolds are those for which, for every open relatively
compact domain with smooth boundary Ω, SΩ is stationary with respect to compactly supported
variation of (g, ϕ) such that the volume element remains unaltered. By compactly supported we
mean variations (gt, ϕt), t ∈ (−ε, ε), of (g, ϕ) on M×P such that, for every t, gt coincides with g
and ϕt with ϕ outside of a set compactly contained in Ω.

Remark 3.9. Notice that, since the variation of the volume element

dV (t) = θ1(t) ∧ · · · ∧ θm(t)

with respect to t is given by

d

dt
dV (t) = θ̇1(t) ∧ · · · ∧ θm(t) + · · ·+ θ1(t) ∧ · · · ∧ ˙θm(t)

= a1
1θ

1 ∧ · · · ∧ θm + · · ·+ ammθ
1 ∧ · · · ∧ θm

= tr(a)dV (t)

=
1

2
tr(h)dV (t),
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where a and h are as in (1.4.1) and (1.4.2), the variation leaves the volume element unchanged if
and only if tr(h) = 0.

Proposition 3.10. Let M be a differentiable manifold of dimension m ≥ 2, and let M and P
be given as above, for a fixed Riemannian manifold (N, gN ). Then (M, g, ϕ) is harmonic-Einstein
with respect to some α ∈ R \ {0} if and only if, for every relatively compact domain with smooth
boundary Ω, the functional SΩ defined as in (3.2.8) is stationary with respect to compactly supported
variations which are locally volume preserving.

Proof. Let us evaluate the variation of SΩ by considering the derivative in t at t = 0 of SΩ(gt, ϕt),
with the help of (3.2.1):

d

dt

∣∣∣∣
0

SΩ(gt, ϕt) =

∫
Ω

[ d

dt

∣∣∣∣
0

S(gt, ϕt)dV + Sϕ
d

dt

∣∣∣∣
0

(dV (t))
]

=

∫
Ω

[
div(div h)−∆(trh)− 〈Ricϕ, h〉 − 2α〈∇v,dϕ〉+

1

2
Sϕ tr(h)

]
dV

which under the hypothesis of tr(h) = 0 reduces to

d

dt

∣∣∣∣
0

SΩ(gt, ϕt) =

∫
Ω

[
div(div h)− 〈Ricϕ, h〉 − 2α〈∇v,dϕ〉

]
dV.

Then, applying the divergence theorem, since the variations have compact support in Ω, we arrive
to the expression

d

dt

∣∣∣∣
0

SΩ(gt, ϕt) =

∫
Ω

[
− 〈Ricϕ, h〉+ 2α〈v, τ(ϕ)〉N

]
dV. (3.2.9)

At this point, if we assume (M, g) to be harmonic-Einstein with respect to ϕ, then τ(ϕ) = 0
and Ricϕ is proportional to the metric. Therefore, since trh = 0, 〈Ricϕ, h〉 = 0 and the variation
vanishes. On the other hand, let us assume that (3.2.9) vanishes. We can consider a cutoff function
ψ, which is identically 1 on an open set Ω′ compactly contained in Ω, with 0 ≤ ψ ≤ 1 and with
support compactly contained in Ω. Then, considering h = 0 and v = ψ τ(ϕ),

0 =

∫
Ω

2ψα|τ(ϕ)|2dV ≥
∫

Ω′
2α|τ(ϕ)|2dV,

so that τ(ϕ) vanishes for every Ω′ ⊂⊂ Ω and therefore on Ω. Moreover, with the choice of v = 0
and

h = −ψ
(

Ricϕ−S
ϕ

m
g

)
we get

0 =

∫
Ω

ψ

(
|Ricϕ |2 − 1

m
(Sϕ)2

)
dV ≥

∫
Ω′

(
|Ricϕ |2 − 1

m
(Sϕ)2

)
dV =

∫
Ω′

∣∣∣∣Ricϕ−S
ϕ

m
g

∣∣∣∣2 dV,

and hence also Ricϕ−S
ϕ

m vanishes on Ω. Since Ω is chosen arbitrarily, then{
Ricϕ = Sϕ

m g

τ(ϕ) = 0
on M,

meaning that (M, g) is harmonic-Einstein.

The former characterization of harmonic-Einstein manifold may be considered a bit artificial,
but in the compact case it can be made simpler, as the following proposition shows:

Proposition 3.11. Let M be a compact manifold without boundary of dimension m ≥ 3 and let
(g, ϕ) ∈M×P. Then (M, g, ϕ) is harmonic-Einstein if and only if the functional

S := SM

is stationary with respect to variations of (g, ϕ) leaving the total volume unchanged.

69



Proof. From Remark 3.9, a variation of the metric on a compact manifold leaves the volume
invariant if and only if ∫

M

trhdV = 0. (3.2.10)

The variation of S is given by

DS(g,ϕ)(h, v) =

∫
M

[
div(div h)−∆(trh)− 〈Ricϕ, h〉 − 2α〈∇v,dϕ〉+

1

2
Sϕ tr(h)

]
dV

=

∫
M

[
− 〈Ricϕ−1

2
Sϕg, h〉+ 2α〈v, τ(ϕ)〉N

]
dV,

where we have used the divergence theorem. Suppose that (M, g) is harmonic-Einstein. Then Sϕ

is constant, Ricϕ = 1
mS

ϕ and τ(ϕ) = 0. Therefore

DS(h,ϕ)(h, v) =
m− 2

2m
Sϕ
∫
M

trhdV = 0

by (3.2.10). In order to show the converse, we assume that

DS(h,ϕ)(h, v) = 0

for every (h, v) ∈ Γ(S2(M) × ϕ∗TN) such that (3.2.10) is satisfied. Now, with the choice of
(h, v) = (−Ricϕ + 1

mS
ϕg, 0), h satisfies (3.2.10) and hence

0 =

∫
M

Ricϕ− 1

m
(Sϕ)2dV =

∫
M

∣∣∣∣Ricϕ− 1

m
Sϕg

∣∣∣∣2 dV,

concluding that Ricϕ = 1
mS

ϕ in M . On the other hand, with (h, v) = (0, τ(ϕ)),

0 =

∫
M

2α|τ(ϕ)|2dV,

and therefore also τ(ϕ) = 0, proving that (M, g) is harmonic-Einstein.

3.2.2 A boundary functional and a partial characterization of ϕ-static
spaces

Let us consider, on a compact differential manifold M of dimension m ≥ 3 and with ∂M 6= ∅, the
functional F :M×P → C∞(M) - M and P as above - defined as follows:

FX(g, ϕ) =

∫
∂M

G(X, ν)dA, (3.2.11)

where X is a vector field on M ,

G = Ricϕ−1

2
Sϕg

is the ϕ-Einstein tensor, ν is the outward unit normal to ∂M with respect to g and dA denotes
the area element on ∂M .
The goal of this subsection is to give a characterization of the critical points of FX restricted to
some subsets of M×P. Namely, we consider the spaces

Q0 = {(g, ϕ) ∈M×P : S(g, ϕ) = λ for a fixed λ ∈ R}
Q1 = {(g, ϕ) ∈ Q0 : (g, ϕ) = (g0, ϕ0) and dϕ(ν) = dϕ0(ν) on ∂M, (g0, ϕ0) ∈M×P}.

The following result is a generalization, in the context of ϕ-curvatures, of Theorem 1.1 in [26]:

Theorem 3.12. Let ϕ0 : (M, g0) → (N, gN ) be a smooth map between Riemannian manifolds,
where m = dimM ≥ 3, and let X be a vector field on M which is conformal with respect to g0.
Let FX be the functional defined in (3.2.11). Then, assuming that the first eigenvalue of

(m− 1)∆ + Sϕ

is positive,
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(i) If divg0(X) ∈ ker(DS)∗, then (DFX |Q1
)(g0,ϕ0) = 0, whereas the converse is true assuming

that

trg0 LX
(
ϕ∗gN −

1

2
|dϕ|2g

)
= 0; (3.2.12)

(ii) Assume that X ∈ ker(dϕ). If g0 is harmonic-Einstein, then (DFX |Q0)(g0,ϕ0) = 0, whereas
the converse is true assuming the existence of a function u such that divg0 X −X(u) has a
fixed sign on a dense subset of M which is satisfied if divg0 X does not vanish on M .

First, in Proposition 3.13 we compute the Laplacian and the Hessian of the divergence of a
conformal vector field. After having derived an expression for (DS)∗w in case w = divX for a
conformal vector field X, in Propositions 3.16 and 3.17 we will investigate the relation between
harmonic-Einstein manifolds and ϕ-Static Spaces when X belongs to the kernel of the tangent
map of ϕ. Subsequently, in Lemma 3.21 we will derive an expression for the differential of FX at a
point (g0, ϕ0) ∈M×P such that X is conformal with respect to g0, after which we will conclude
by giving the proof of Theorem 3.12.

As said above, we now proceed to compute the laplacian and the hessian of the divergence of
a smooth vector field which is conformal with respect to the metric g on M :

Proposition 3.13. Let (M, g) be a Riemannian manifold of dimension m ≥ 3 and suppose that
X is a conformal vector field on M . Set

w = divX. (3.2.13)

Then

Hess(w) =
S

(m− 1)(m− 2)
w g +

m

2(m− 1)(m− 2)
〈∇S,X〉g − m

m− 2
LX Ric (3.2.14)

and

∆w = − S

m− 1
w − m

2(m− 1)
〈∇S,X〉. (3.2.15)

Proof. To the aim of proving (3.2.14), we first establish (3.2.15). Since X is conformal

Xi
j +Xj

i =
2

m
wδij . (3.2.16)

Contracting (3.2.16) with the Ricci tensor gives

RijX
i
j =

w

m
S. (3.2.17)

From the definition of w,
∆w = ∆ divX (3.2.18)

and using the commutation relation

Xi
jk −Xi

kj = XtRtijk (3.2.19)

we compute

∆w = ∆ divX = (Xi
i )jj = (Xi

ij)j = (Xi
ji +XkRkiij)j

= Xi
jij − (RijX

i)j = (Xi
j)ij −Rij,jXi −RijXi

j .

With the aid of (3.2.16), (3.2.17) and Schur’s identity the latter equality can be written in the
form

∆w =

(
−Xj

i +
2

m
wδij

)
ij

− 1

2
SiX

i − S

m
w

that is,

∆w = −Xj
iij +

2

m
∆w − 1

2
SiX

i − S

m
w. (3.2.20)
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Using the commutation relation

Xi
jkl −Xi

jlk = Xt
jRtikl +Xi

tRtjkl

we obtain
Xj
iij = Xj

iji +RkjijX
k
i +RkiijX

j
k = Xj

ijiRkiX
k
i −RkjX

j
k = Xj

iji (3.2.21)

and inserting into (3.2.20) we infer

∆w = −(Xj
ij)i +

2

m
∆w − 1

2
SiX

i − S

m
w.

Using again (3.2.16), (3.2.19), Schur’s identity and (3.2.17) we get

∆w = −(Xj
ji +RkjijX

k)i +
2

m
∆w − 1

2
SiX

i − S

m
w

= −Xj
jii − (RkiX

k)i +
2

m
∆w − 1

2
SiX

i − S

m
w

= −∆w −Rki,iXk −RkiXk
i +

2

m
∆w − 1

2
SiX

i − S

m
w

= −∆w − SiXi − 2

m
Sw +

2

m
∆w,

that is, (3.2.15).
Let us turn to Hess(w). We want to express its components in terms of the components of the
(rough) laplacian of the covariant derivative of X so that, after symmetrizing, we can use (3.2.16)
to lead us back to the laplacian of w, where we can exploit (3.2.15). In order to do so, we shift the
indices i and j of (

Hess(w)
)
ij

= wij = X l
lij

in the first position, exploiting the fact that X is conformal Killing and the commutation relations
for covariant derivatives of vector fields.

wij = X l
lij = X l

ilj + (XtRtllj +XtRtlli),j

= X l
ijl +Xt

iRtllj +X l
tRtilj −Xt

jRti −XtRti,j

= (−Xi
l +

2

m
Xt
tδil)jl −Xt

iRtj −Xt
jRti −XtRti,j +X l

tRtilj

= −Xi
ljl +

2

m
Xt
tji −Xt

iRtj −Xt
jRti −XtRti,j +X l

tRtilj

= −Xi
jll − (XtRtilj)l +

2

m
Xt
tji −Xt

iRtj −Xt
jRti −XtRti,j +X l

tRtilj .

Next, for the term (XtRitlj)l = Xt
lRtilj +XtRtilj,l we use the second Bianchi identity to arrive at

wij = −Xi
jll −Xt

lRtilj −Xt(Rij,t −Rtj,i) +
2

m
Xt
tji −Xt

iRtj −Xt
jRti −XtRti,j +X l

tRtilj

= −Xi
jll +

2

m
Xt
tji −Xt

lRtilj +X l
tRtilj −XtRij,t +XtRtj,i −XtRti,j −Xt

iRtj −Xt
jRti

= −Xi
jll +

2

m
Xt
tji −Xt

lRltij +Xt(Rtj,i −Rti,j)−XtRij,t −Xt
iRtj −Xt

jRit,

where in the last equality we have renamed the indices and used the first Bianchi identity. Now,
since wij = wji, symmetrizing with respect to the indices i and j we obtain

X l
lij = −1

2
(Xi

j +Xj
i )ll +

2

m
X l
lij −XtRij,t −Xt

iRtj −Xt
jRit

= − 1

m
Xk
kllδij +

2

m
X l
lij − (LX Ric)ij .

Hence, rearranging the terms and using (3.2.15) we obtain (3.2.14).
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Remark 3.14. Notice that, since

LX(Sg) = LXS g + SLXg = 〈∇S,X〉g +
2S

m
wg,

equation (3.2.14) can be rewritten as

Hess(w) =
m

m− 2

[
1

2(m− 1)
LX(S g)− LX Ric

]
= − m

m− 2
LXA, (3.2.22)

where A is the Schouten tensor defined in (1.1.5).

In the next Lemma we will compute the adjoint of DS(g,ϕ) on w = divX, when X is a conformal
vector field on (M, g):

Lemma 3.15. Let (M, g) be a Riemannian manifold of dimension m ≥ 3 and let ϕ : M → (N, gN ).
Let X be a conformal vector field and denote with w = divX. Then

(DS(g,ϕ))
∗w = ((DSg)∗w, (DSϕ)∗w),

where

(DSg)∗w =
1

2
〈∇Sϕ, X〉g − m

m− 2
LXT − wT −

m

m− 2
αLX

(
ϕ∗gN −

|dϕ|2

2
g

)
(3.2.23)

and

(DSϕ)∗w = 2α
m

m− 2

(
wτ(ϕ) +∇Xτ(ϕ) + trg(

NR(dϕ(·),dϕ(X))dϕ(·))−∆(dϕ(X))
)
, (3.2.24)

where ∆ denotes the rough laplacian acting on vectors along ϕ, in local coordinates[
∆(dϕ(X))

]a
= (ϕatX

t)ll.

Proof. From (3.2.22), if we substitute the expressions for the ϕ-Ricci tensor and the ϕ-scalar
curvature, we obtain

Hessw = − m

m− 2
LX

(
Ricϕ +αϕ∗gN −

Sϕ

2(m− 1)
g − α |dϕ|2

2(m− 1)
g

)
which, with respect to the traceless Ricci tensor T =

◦
Ricϕ is

Hessw = − m

m− 2
LXT − α

m

m− 2
LX

(
ϕ∗gN −

|dϕ|2

2(m− 1)
g

)
− 1

2(m− 1)
LX(Sϕg). (3.2.25)

Then, from (3.2.15),

−∆(w) g =
1

m− 1

(
S div(X)g +

m

2
∇X(S) g

)
=

m

2(m− 1)
LX(S g) =

m

2(m− 1)
LX(Sϕ g+α|dϕ|2 g),

(3.2.26)
whereas, on the other hand,

wRicϕ = wT + w
Sϕ

m
g = wT +

1

2
SϕLXg = wT +

1

2
LX(Sϕg)− 1

2
LX(Sϕ)g. (3.2.27)

Substituting (3.2.25), (3.2.26) and (3.2.27) into the expression for (DSg)∗ in (3.2.6), we arrive to
(3.2.23).
As for (3.2.24), we consider the rough laplacian of the quantity dϕ(X) seen as a vector field along
ϕ. We have

(ϕasX
s),tt = ϕasttX

s + 2ϕastX
s
t + ϕasX

s
tt =

= ϕasttX
s +

2

m
wϕatt + ϕasX

s
tt =

= ϕatstX
s +

2

m
wϕatt + ϕas

(
−Xt

s +
2

m
wδts

)
t

=

= ϕattsX
s + NRabcdϕ

b
tϕ
c
tϕ

d
sX

s +XsϕaiRis +
2

m
wϕatt +

2

m
ϕasws − ϕasXt

st.
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Recalling that
Xt
st = Xt

ts +XiRis = ws +XiRis,

we thus have

(ϕasX
s),tt = ϕattsX

s + NRabcdϕ
b
tϕ
c
tϕ

d
sX

s +
2

m
wϕatt −

m− 2

m
ϕasws.

Rearranging the terms, we have

m− 2

m
ϕasws =

2

m
wϕatt + ϕattsX

s + NRabcdϕ
b
tϕ
c
tϕ

d
sX

s − (ϕasX
s),tt.

Therefore, from (3.2.7),

2α[wτ(ϕ) + dϕ(∇w)] = 2α
m

m− 2
(wϕatt + ϕattsX

s + NRabcdϕ
b
tϕ
c
tϕ

d
sX

s − (ϕasX
s),tt),

i.e. (3.2.24).

With the aid of (3.2.23) and (3.2.24), we are now able to prove the following Proposition, which
extends to the setting of ϕ-curvatures a result of Herzlich [20], reproved by Miao and Tam [26]:

Proposition 3.16. Let (M, g) be a harmonic-Einstein manifold of dimension m ≥ 3 with respect
to ϕ and α 6= 0 as in Definition 1.3.11. Let X be a conformal vector field such that X ∈ ker dϕ.
Then

w = divX ∈ ker(DS(g,ϕ))
∗.

Proof. From the previous Lemma, we have to show that both (3.2.23) and (3.2.24) vanish under
the harmonic-Einstein condition. We begin with (3.2.23), which using the hypothesis of dϕ(X) = 0
reduces to

(DSg)∗w =
1

2
〈∇Sϕ, X〉g − m

m− 2
LXT − wT. (3.2.28)

Then, since (M, g) is harmonic-Einstein, in particular we have that

T = 0

and that Sϕ is constant, hence (3.2.28) vanishes. As regards (3.2.24), again using the fact that
dϕ(X) = 0 we reduce it to

(DSϕ)∗w = 2α
m

m− 2

[
wτ(ϕ) +∇Xτ(ϕ)

]
, (3.2.29)

and by the fact that harmonic-Einstein manifolds have vanishing tension field, (3.2.28) is equal to
zero in turn, thus proving the thesis.

We now give a partial converse to Proposition 3.16:

Proposition 3.17. Let (M, g) be a compact manifold of dimension m ≥ 3 with boundary ∂M 6= ∅.
Assume that X is a conformal, non-Killing vector field on M satisfying X ∈ ker dϕ and suppose
that w = divX is a solution of the system (3.1.15). Furthermore, assume that

〈X, ν〉 ≤ 0 on ∂M (3.2.30)

where ν is the outward unit normal to ∂M and that, for some v ∈ C∞(M),

〈X,∇v〉 > divX on a dense subset of M. (3.2.31)

Then {
Ricϕ = Sϕ

m g

τ(ϕ) = 0,
(3.2.32)

that is, (M, g) is harmonic-Einstein.
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Remark 3.18. Note that w 6≡ 0 since X is non-Killing and Proposition 3.1 implies that Sϕ is
constant.

Proof. Since w satisfies the first equation in (3.1.15), it satisfies (DSg)∗w = 0. Using the fact that
X ∈ ker dϕ, we consider the expression in (3.2.28) together with constancy of Sϕ to get

0 = wTij +
m

m− 2
XtTij,t +

m

m− 2
Xt
iTtj +

m

m− 2
Xt
jTit.

Contracting with Tij and using the symmetry of T and conformality of X we obtain

0 = w|T |2 +
m

2(m− 2)
〈X,∇|T |2〉+

m

m− 2
Xt
iTijTjt +

m

m− 2
Xt
jTjiTit =

= w|T |2 +
m

2(m− 2)
〈X,∇|T |2〉+

2m

m− 2
Xt
iTijTjt =

= w|T |2 +
m

2(m− 2)
〈X,∇|T |2〉+

m

m− 2
(Xt

i +Xi
t)TijTjt =

= w|T |2 +
m

2(m− 2)
〈X,∇|T |2〉+

2

m− 2
w|T |2,

that is

0 = |T |2 div(X) +
1

2
〈X,∇|T |2〉. (3.2.33)

For any ψ ∈ C2(M), using (3.2.33) we have

div
(
ψ|T |2X

)
= ψ|T |2 divX + ψ〈X,∇|T |2〉+ |T |2〈X,∇ψ〉 =

= −ψ|T |2 divX + |T |2〈X,∇ψ〉.

Choosing ψ = ev and integrating on M we obtain∫
∂M

ev|T |2〈X, ν〉 =

∫
M

|T |2(〈X,∇v〉 − divX)ev

Thus (3.2.31) and (3.2.30) imply that T ≡ 0 on M , that is, the first equation in (3.2.32). We now
show that ϕ is harmonic. Towards this aim, we observe that in the present assumptions it holds
(3.2.29):

(DSϕ)∗w = 2α
m

m− 2
[wτ(ϕ) + 〈∇τ(ϕ), X〉]. (3.2.34)

Since (DSϕ)∗w = 0 from (3.1.15), in orthonormal components we have

0 = wϕatt + ϕattsX
s.

Contracting with the tension field ϕakk and using w = divX we get

0 = |τ(ϕ)|2 divX +
1

2
〈X,∇|τ(ϕ)|2〉. (3.2.35)

Then, for any ψ ∈ C2(M) we have

div(ψ|τ(ϕ)|2X) = ψ|τ(ϕ)|2 divX + ψ〈X,∇|τ(ϕ)|2〉+ |τ(ϕ)|2〈X,∇ψ〉 =

= −ψ|τ(ϕ)|2 divX + |τ(ϕ)|2〈X,∇ψ〉.

With the choice of ψ = ev similarly to what we did above, integrating we deduce that τ(ϕ) ≡ 0.

Before moving on towards the proof of Theorem 3.12, we present two similar results in the
compact case that make use of the expression for (DS)∗(g,ϕ)w given in Lemma 3.15, when w is

the divergence of a conformal vector field on (M, g), but relaxing the hypothesis of X belonging
to the kernel of the tangent map dϕ. More specifically, we will assume that LX(ϕ∗gN ) = ψg for
some constant or function ψ. This condition is obviously satisfied in case LX(ϕ∗gN ) = 0. This
happens for instance when the image of the covariant derivative ∇Y : TM → TN of the vector field
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Y = dϕ(X) : M → TN is orthogonal to the image of dϕ : TM → TN . In particular this is true
if Y ≡ 0, that is, X ∈ ker dϕ. Assuming conformality of X, another case in which this condition
holds is that where ϕ : (M, g)→ (N, gN ) is a weakly conformal map, that is, ϕ∗gN = wg for some
0 ≤ w ∈ C∞(M). In this case it is satisfied with the choice of ψ = 〈X,∇w〉+ (2/m)w divX.
If we are in presence of a vacuum static structure, under some additional assumptions we have:

Proposition 3.19. Let (M, g) be a compact Riemannian manifold without boundary, ϕ : (M, g)→
(N, gN ) a smooth map and α ∈ R\{0} a coupling constant. Suppose that M supports a conformal,
non-Killing vector field X such that

a) LX(ϕ∗gN ) = ψg for some ψ ∈ C∞(M)

b) the function w = divX is a solution of{
Hessw − (∆w)g − wRicϕ = 0

wτ(ϕ) + dϕ(∇w) = 0
(3.2.36)

c) 〈X,∇w〉 ≤ 0 on {u = 0}.

Then (M, g) is a round sphere and ϕ is constant.

Proof. We know from Proposition 3.1 that, if w is a nontrivial solution of (3.2.36), then Sϕg is
constant. Then, exploiting the expression in (3.2.23), we have

0 =
m

m− 2
LXT + wT +

m

m− 2
αLX

(
ϕ∗gN −

|dϕ|2

2
g

)
,

which under hypothesis (a), since

LX(|dϕ|2g) = |dϕ|2kXkg + |dϕ|2 2

m
wg

= [(ϕai ϕ
a
i )kXk + 2ϕai ϕ

a
jXi,j ]g = trg(LXϕ∗gN )g = mψg,

reduces to
0 =

m

m− 2
LXT + wT − m

2
αψg. (3.2.37)

Tracing the latter we obtain

0 = −m
2

2
αψ,

which yields ψ ≡ 0, i.e.
LXϕ∗gN = 0.

Therefore, again from (3.2.37),

0 =
m

m− 2
LXT + wT.

Then we proceed as in the proof of Proposition 3.17, to show that it holds (3.2.33), that is

0 = |T |2w +
1

2
〈X,∇|T |2〉,

from which we obtain that

0 =
1

2
div(|T |2X) +

1

2
|T |2w.

Let Ω be any connected component of {w 6= 0}. Suppose, to fix ideas, that Ω is a connected
component of {w > 0}. Integrating the above identity over Ω and applying the divergence theorem
(note that ∂Ω is contained in {w = 0}, which is a regular level set for w, and that the outward
pointing normal on ∂Ω is −∇w/|∇w|)

0 ≤
∫

Ω

w|T |2 = −
∫

Ω

div(|T |2X) =

∫
∂Ω

|T |2

|∇w|
〈X,∇w〉 ≤ 0
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where the last inequality follows by the assumption that 〈X,∇w〉 ≤ 0 on {w = 0} ⊇ ∂Ω. Hence,
the integral of w|T |2 over Ω must vanish, and since w > 0 on Ω we infer that T ≡ 0 on Ω. If
Ω is a connected component of {w < 0} then a similar argument shows that the integral over Ω
of the non-positive function w|T |2 vanishes (note that in this case the outward normal on ∂Ω is
∇w/|∇w|) and again we deduce that T ≡ 0 on Ω. Hence, T ≡ 0 on the dense set {w 6= 0} and by
continuity we get that T ≡ 0 on M . But then w is a non-constant solution of

Hessw +
Sϕ

m(m− 1)
w = 0

where Sϕ > 0 is constant, and by a classical theorem of Obata we conclude that (M, g) is a round
sphere of constant sectional curvature 1

m(m−1)S
ϕ. In particular, the scalar curvature S of (M, g)

equals Sϕ, so α|dϕ|2 = S − Sϕ ≡ 0 on M and ϕ is constant.

On the other hand, if we are on a harmonic-Einstein manifold, we have:

Proposition 3.20. Let (M, g) be a compact Riemannian manifold without boundary, harmonic-
Einstein with respect to ϕ : (M, g) → (N, gN ) and α ∈ R \ {0}. Suppose that M supports a
conformal, non-Killing vector field X such that

LX(ϕ∗gN ) = ψg for some ψ ∈ R.

Then (M, g) is isometric to the round sphere and ϕ is constant.

Proof. Let us consider the expression for (DSg)∗w, where w = divX, in (3.2.23). Since (M, g) is
harmonic-Einstein, it reduces to

(DSg)∗w = −α m

m− 2
LX(ϕ∗gN −

1

2
|dϕ|2g)

that, from the hypothesis, is

(DSg)∗w = α
m

2
ψg.

Substituting the expression for (DSg)∗w and using the fact that

Ricϕ =
Sϕ

m
g,

we have

Hess(w) =

(
− Sϕ

m(m− 1)
w + α

m

2
ψ

)
g.

Now, from [37, Theorem 2], we have that (M, g) must be isometric to a sphere of constant sectional
curvature Sϕ

m(m−1) , and hence α|dϕ|2 = S − Sϕ = 0, from which we deduce that ϕ must be
constant.

Let us come back to the steps in the direction of proving Theorem 3.12. The last ingredient is
the following formula for the differential of FX :

Lemma 3.21. Let (M, g0) and (N, gN ) be Riemannian manifolds, where m = dimM ≥ 3, and
let ϕ0 : (M, g0) → (N, gN ) be smooth. Then, given the functional FX defined as in (3.2.11), for
a vector field X on M which is conformal Killing with respect to g0, its differential in (g0, ϕ0)
evaluated in (h, v) ∈ Γ(S2(M))× Γ(ϕ∗TN) takes the form

(DFX)(g0,ϕ0)(h, v) =
m− 2

2m

∫
M

(〈
(DS)∗(divX), (h, v)

〉
− (divX) ·DS(h, v)

)
dV

+

∫
∂M

1

2
〈(G,−2ατ(ϕ)), (h, v)〉〈X, ν〉dA

+

∫
∂M

α

(
−1

2
hssϕ

a
i ϕ

a
jXi + hjkϕ

a
i ϕ

a
kXi − vajϕaiXi + va(ϕaiXi)j

)
νjdA, (3.2.38)

where 〈 , 〉 stands for either the inner product on S2(M)× ϕ∗TN or the metric g on M .
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Proof. In order to prove (3.2.38), it is convenient to separate

(DFX)(g0,ϕ0) = (DgFX)(g0,ϕ0) + (DϕFX)(g0,ϕ0)

as we did to evaluate DS in Lemma 3.7.
We thus begin to find an expression for (DgFX)(g0,ϕ0). To this aim, we first rewrite FX(g) as

FX(g) =

∫
∂M

G(X, ν)dA =

∫
M

div(G(X, ·))dV =

∫
M

(GijXi)jdV =

∫
M

(Gij,jXi +GijXi,j)dV.

Then, considering a curve g : (−ε, ε)→M such that g(0) = g0 and ġ(0) = h,

d

dt

∣∣∣∣
0

FX(g) =

∫
M

(
˙(Gij,j)Xi +Gij,j ˙(Xi) + ˙(Gij)Xi,j +Gij ˙(Xi,j)

)
dV+

+

∫
M

(Gij,jXi +GijXi,j) ˙dV . (3.2.39)

We begin by evaluating the variation of Gij : from (1.4.6) and (1.4.12) for the variation of the
scalar curvature and of the components of the Ricci tensor,

Ġij = Ṙij −
1

2
Ṡδij − α

d

dt

∣∣∣∣
0

(
ϕ∗gN (ei, ej)−

1

2
ϕ∗gN (es, es)δij

)
=

1

2
(hsi,js + hsj,is − hss,ij − hij,ss)−Ritatj −Rtjati −

1

2
(hst,st − hss,tt −Rsthst)

+ α(ϕai ϕ
a
t a
t
j + ϕatϕ

a
ja
t
i −

1

2
ϕasϕ

a
t hstδij)

=
1

2
(hsi,js + hsj,is − hss,ij − hij,ss)−Rϕita

t
j −R

ϕ
tja

t
i −

1

2
(hst,st − hss,tt −Rϕsthst).

Contracting with Xi,j , symmetrizing in the indices (since Ġij is symmetric) and exploiting the fact
that it is conformal with respect to g0,

ĠijXi,j =
1

2
Ġij(Xi,j +Xj,i) =

1

m
tr(Ġ) div(X)

=
1

m

[
(hst,ts − hss,tt −Rϕsthst)−

m

2
(hst,st − hss,tt −Rϕsthst)

]
div(X)

= −m− 2

2m
div(X)(hst,st − hss,tt −Rϕsthst)

Hence

ĠijXi,j = −m− 2

2m
div(X)DgS(h). (3.2.40)

We then consider X, which doesn’t vary under g, so that

Ẋi = ˙(θi(X)) = θ̇i(X) = aijX
j , (3.2.41)

and we can then compute Ẋi,j : differentiating in t the defining equation

Xi,jθ
j = dXi −Xkθ

k
i

we have
Ẋi,jθ

j +Xi,ja
j
kθ
k = dẊi − Ẋkθ

k
i −Xkθ̇

k
i = (Ẋi),jθ

j −Xkθ̇
k
i ,

where we made use of the relation defining the coefficients of the covariant derivative of Xi. At
this point, we substitute (3.2.41), (1.4.10) and contract with ej to obtain

Ẋi,j = −Xi,ka
k
j + (aik,jXk + aikXk,j)−Xk(θ̇ki )j

= −Xi,ka
k
j + (aik,jXk + aikXk,j)−

1

2
Xk(hkj,i − hij,k + aik,j − aki,j)

= Xk,ja
i
k −Xi,ka

k
j +

1

2
Xkhij,k +

1

2
Xk(hki,j − hkj,i).
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Next, we can contract with the ϕ-Einstein tensor and symmetrize to get

GijẊi,j = Gij
1

2
(Ẋi,j + Ẋj,i)

=
1

2
Gij(−Xi,ka

k
j −Xj,ka

k
i +Xk,ja

i
k +Xk,ia

j
k +Xkhij,k)

Next, we use the conformality of X and the divergence theorem in order to have it expressed in
terms of LXG:

GijẊi,j =
1

2
Gij(−Xi,ka

k
j −Xj,ka

k
i −Xj,ka

i
k +

2

m
div(X)δjka

i
k −Xi,ka

j
k +

2

m
div(X)δika

j
k)

+
1

2
(GijXkhij)k −

1

2
(Gij,kXk +Gij div(X))hij

= −1

2
(GijXi,khkj +GijXj,khki) +

1

m
Gijhij div(X) +

1

2
(GijXkhij)k −

1

2
(Gij,kXk +Gij div(X))hij

= −1

2
(GtjXt,ihij +GitXt,jhji +Gij,kXk)− m− 2

2m
Gijhij div(X) +

1

2
(GijXkhij)k.

In other terms,

GijẊi,j = 〈−1

2
LXG−

m− 2

2m
div(X)G, h〉+

1

2
div(〈G, h〉X). (3.2.42)

Next, we consider

Gij,j = Rϕij,j −
1

2
Sϕi =

(
1

2
Sϕi − αϕ

a
jjϕ

a
i

)
− 1

2
Sϕi = −αϕajjϕai . (3.2.43)

As for the term Gij,jẊi, we have

Gij,jẊi = −αϕajjϕaiXka
i
k, (3.2.44)

whereas for Ġij,jXi we first have to compute Ġij,j . To this aim, we consider dϕ, which doesn’t
change under the variation of the metric. Hence

0 = ḋϕ = ϕ̇ai θ
i ⊗ Ea + ϕaja

j
iθ
i ⊗ Ea,

yielding
ϕ̇ai = −ϕaja

j
i . (3.2.45)

Afterwards, similarly to what we did for Ẋi,j , from (1.3.2)

ϕ̇aij = (dϕai − ϕakθki + ϕbiω
a
b )(ėj) + (dϕ̇ai − ϕ̇akθki − ϕakθ̇ki + ϕ̇biω

a
b )(ej)

= −ϕaikakj + (ϕ̇ai )j −
1

2
ϕak(hkj,i − hij,k + aik,j − aki,j)

= −ϕaikakj − (ϕaka
k
i )j −

1

2
ϕak(hkj,i − hij,k + aik,j − aki,j)

= −ϕaikakj − ϕakjaki +
1

2
ϕakhij,k −

1

2
(hkj,i + hki,j),

where we have used (3.2.45). Tracing,

ϕ̇ajj = −ϕaijhij +
1

2
ϕakhss,k − ϕakhkj,j . (3.2.46)

Therefore, using (3.2.45) and (3.2.46) we have

Ġij,jXi = −α(ϕ̇allϕ
a
iXi + ϕallϕ̇

a
iXi) =

= −α
[
(−ϕasthst +

1

2
ϕakhss,k − ϕakhkj,j)ϕai − ϕallϕaja

j
i

]
Xi (3.2.47)
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We are now able to substitute (3.2.40), (3.2.42), (3.2.43), (3.2.44) and (3.2.47) into (3.2.39), re-
calling from Remark 3.9 that

˙dV =
1

2
trg(h)dV :

d

dt

∣∣∣∣
0

FX(g) =

∫
M

[
− α

(
(−ϕasthst +

1

2
ϕakhss,k − ϕakhkj,j)ϕai − ϕallϕaja

j
i

)
Xi

− αϕajjϕaiXka
i
k −

m− 2

2m
div(X)DgS(h) + 〈−1

2
LXG−

m− 2

2m
div(X)G, h〉+

1

2
div(〈G, h〉X)

]
dV+

+

∫
M

1

2
(−αϕajjϕaiXi +

1

2
Gij(Xi,j +Xj,i))hssdV

=

∫
M

[
− α(−ϕakjhkj +

1

2
ϕakhss,k − ϕakhkj,j)ϕaiXi

− m− 2

2m
div(X)DgS(h) + 〈−1

2
LXG−

m− 2

2m
div(X)G, h〉+

1

2
div(〈G, h〉X)

]
dV+

+

∫
M

1

2
(−αϕajjϕaiXi −

m− 2

2m
Sϕ div(X))hssdV

At this point we can use the divergence theorem on the terms

−α1

2
ϕakhss,kϕ

a
iXi = −α

2
(ϕakϕ

a
iXihss)k +

1

2
α(ϕakkϕ

a
iXi + ϕakϕ

a
ikXi + ϕakϕ

a
iXi,k)hss

= −α
2

(ϕakϕ
a
iXihss)k +

1

2
α(ϕakkϕ

a
iXi +

1

2
LX |dϕ|2 +

1

m
|dϕ|2 div(X))hss

= −α
2

(ϕakϕ
a
iXihss)k +

1

2
αϕakkϕ

a
iXihss +

1

4
α(LX |dϕ|2δst + |dϕ|2(LXg)st)hst

= −α
2

(ϕakϕ
a
iXihss)k +

1

2
αϕakkϕ

a
iXihss +

1

4
α〈LX(|dϕ|2g), h〉

and

α(ϕakjhkj + ϕakhkj,j)ϕ
a
iXi = α(ϕakϕ

a
iXihkj)j − α(ϕakϕ

a
ijXihkj + ϕakϕ

a
iXi,jhkj)

= α(ϕakϕ
a
iXihkj)j −

1

2
α(ϕakϕ

a
jiXihkj + ϕajϕ

a
kiXihkj + ϕakϕ

a
iXi,jhkj + ϕajϕ

a
iXi,khkj)

= α(ϕakϕ
a
iXihkj)j −

1

2
α〈LXϕ∗gN , h〉

and substitute to get

d

dt

∣∣∣∣
0

FX(g) =

∫
M

[
α
(
− 1

2
(ϕakϕ

a
iXihss)k +

1

4
〈LX(|dϕ|2g), h〉+ (ϕakϕ

a
iXihkj)j −

1

2
〈LXϕ∗gN , h〉

)
− m− 2

4m
Sϕ div(X)hss −

m− 2

2m
div(X)DgS(h) + 〈−1

2
LXG−

m− 2

2m
div(X)G, h〉

+
1

2
div(〈G, h〉X)

]
dV

=

∫
M

[(
− 1

2
α(div(tr(h)ϕ∗gN (X, ·)]) + α div(h(ϕ∗gN (X, ·)], ·)]) +

1

2
div(〈G, h〉X)

)
− m− 2

2m
div(X)DgS(h) +

〈
− 1

2
αLXϕ∗gN +

1

4
αLX(|dϕ|2g)− m− 2

4m
Sϕ div(X)g

− 1

2
LXG−

m− 2

2m
div(X)G, h

〉]
dV.

We now replace instead of G the ϕ-Einstein tensor T exploiting the relation

G = Ricϕ−1

2
Sϕg = T +

1

m
Sϕg − 1

2
Sϕg = T − m− 2

2m
Sϕg,

which yields also

LXG = LXT −
m− 2

2m
LX(Sϕg) = LXT −

m− 2

2m
X(Sϕ)g − m− 2

m2
Sϕ div(X)g,
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into the previous expression to obtain

d

dt

∣∣∣∣
0

FX(g) =

∫
M

[(
− 1

2
α(div(tr(h)ϕ∗gN (X, ·)]) + α div(h(ϕ∗gN (X, ·)], ·)]) +

1

2
div(〈G, h〉X)

)
− m− 2

2m
div(X)DgS(h) +

〈
− 1

2
LXT +

m− 2

4m
X(Sϕ)g +

m− 2

2m2
Sϕ div(X)g

− m− 2

2m
div(X)T +

(m− 2)2

4m2
div(X)Sϕg − m− 2

4m
Sϕ div(X)g − 1

2
αLX(ϕ∗gN −

1

2
|dϕ|2g)

]
dV.

Simplifying and by (3.2.23), we arrive to

d

dt

∣∣∣∣
0

FX(g) =

∫
M

[(
− 1

2
α(div(tr(h)ϕ∗gN (X, ·)]) + α div(h(ϕ∗gN (X, ·)], ·)]) +

1

2
div(〈G, h〉X)

)
+
m− 2

2m

(
〈(DgS)∗(div(X)), h〉 −DgS(h) div(X)

)]
dV.

(3.2.48)

We now turn to DϕFX . To this purpose, we consider a curve ϕ : (−ε, ε) → P such that
ϕ(0) = ϕ0 and with the same setting as Proposition 1.15. We again rewrite, as above,

FX(g, ϕ) =

∫
∂M

G(X, ν)dA =

∫
M

div(G(X, ·))dV,

which, in local orthonormal coordinates, is

FX(g, ϕ) =

∫
M

(GijXi)jdV =

∫
M

(Gij,jXi +GijXi,j)dV,

that by (3.2.43) and the conformality of X we can write, for every t ∈ (−ε, ε), as

FX(g, ϕ) =

∫
M

(
− αϕajjϕaiXi −

m− 2

2m
Sϕ div(X)

)
dV.

We now exploit (1.4.20) and (1.4.21) to get

d

dt

∣∣∣∣
0

FX =

∫
M

(
− α(vajj + NRabcdϕ

b
jv
cϕdj − ϕbjjωab (v))ϕaiXi − αϕajj(vai − ϕbiωab (v))Xi

− m− 2

2m
DϕS(v) div(X)

)
dV

=

∫
M

(
− α(vajj + NRabcdϕ

b
jv
cϕdj )ϕ

a
iXi − αϕajjvaiXi −

m− 2

2m
DϕS(v) div(X)

)
dV.

Next, we use the divergence theorem on the quantities

vajjϕ
a
iXi = (vajϕ

a
iXi)j − (va(ϕaiXi)j)j + va(ϕaiXi)jj

and
ϕajjv

a
iXi = (vaϕajjXi)i − vaϕajjiXi − vaϕajj div(X),

and substitute into the expression for d/dt(FX) in order to obtain

d

dt

∣∣∣∣
0

FX =

∫
M

(
− α

(
(vajϕ

a
iXi)j − (va(ϕaiXi)j)j + va(ϕaiXi)jj + NRabcdϕ

d
jv
aϕbjϕ

c
iXi

+ (vaϕajjXi)i − vaϕajjiXi − vaϕajj div(X)
)
− m− 2

2m
DϕS(v) div(X)

)
dV.
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Substituting (3.2.24), we come to

d

dt

∣∣∣∣
0

FX =

∫
M

(
− α((vajϕ

a
iXi)j − (va(ϕaiXi)j)j − (vaϕajjXi)i)

+
m− 2

2m
(〈(DϕS)∗(div(X)), v〉 −DϕS(v) div(X))

)
dV.

(3.2.49)

To conclude, formula (3.2.38) follows putting together (3.2.48) and (3.2.49), and then using the
divergence theorem.

Proof of Theorem 3.12. (i). First, we notice that DS|Q1
= 0 by the very definition of Q1. More-

over, from the condition dϕ(ν) = dϕ0(ν), we infer that (by considering a variation with respect to
the map ϕ, and using (1.4.18)), the elements v ∈ Tϕ0

P of the projection onto the second component
of T(g0,ϕ0)Q1 must satisfy

∇νv = 0,

which in components reads as
vai νi = 0.

If we also remark that (h, v) = (0, 0) at ∂M as elements of T(g0,ϕ0)Q1 and, we can write (3.2.38)
as

(DFX)(g0,ϕ0)(h, v) =
m− 2

2m

∫
M

〈
(DS)∗(divX), (h, v)

〉
dV.

Therefore, assuming that (DS(g0,ϕ0))
∗(divX) = 0, then (DFX |Q1

)(g0,ϕ0) = 0.
In order to show the converse, we claim that, for every variation (ĝt, ϕt) of (g0, ϕ0), there exists a
conformal deformation of ĝt,

gt = u
4

m−2

t ĝt

for some ut ∈ C∞(M) satisfying
u0 ≡ 1 on M

and
ut = 1 on ∂M,

such that the ϕ-scalar curvature S(gt, ϕt) is constant in t - and hence constant, in our assumptions.
To see this, we recall that, denoting with Ŝ(t) = S(ĝt) and S(t) = S(gt)

S(t)u
m+2
m−2 = Ŝ(t)u− 4

m− 1

m− 2
∆u.

Since u
4

m−2 |dϕt|2 = |dϕ̂t|2, we then have

Sϕu
m+2
m−2 = Ŝϕ(t)u− 4

m− 1

m− 2
∆u,

where Ŝϕ(t) = S(ĝt, ϕt) and Sϕ = Sϕ(t) = S(gt, ϕt).
Thus, repeating the same argument of [25, Proposition 1], using the positivity of the first eigenvalue
of (m− 1)∆ +Sϕ, ut exists at least for t small enough and is smooth in t. Moreover, its derivative
satisfies

h = ġ(0) =
4

m− 2
u̇(0)g(0) + ĥ, (3.2.50)

where ĥ = d
dt

∣∣
0
ĝ. Now, we choose arbitrary (ĥ, v) with compact support inside M \ ∂M , in order

to satisfy ∇νv = 0 on ∂M . Then, by the condition (3.2.12), since u̇(0) = 0 on ∂M

trg0
(
(DS)∗(divg0 X)

)
= trg0

(
− m

m− 2
LXT − div(X)T − m

m− 2
LX
(
ϕ∗gN −

1

2
|dϕ|2g

))
= 0.

Therefore, by (3.2.23), substituting (3.2.50) into (3.2.38) yields

(DFX)(g0,ϕ0)(h, v) =
m− 2

2m

∫
M

〈
(DS)∗(divX), (ĥ, v)

〉
dV.
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Assuming that (DFX |Q1
)(g0,ϕ0) = 0, we readily obtain that divX ∈ ker(DS)∗(g0,ϕ0).

(ii). Under the assumption of X ∈ ker(dϕ), (3.2.38) becomes

(DFX)(g0,ϕ0)(h, v) =
m− 2

2m

∫
M

(〈
(DS)∗(divX), (h, v)

〉
− (divX) ·DS(h, v)

)
dV

+

∫
∂M

1

2
〈(G,−2ατ(ϕ)), (h, v)〉〈X, ν〉dA (3.2.51)

Supposing that (g0, ϕ0) is harmonic-Einstein, then by Proposition 3.16, which holds under the
condition X ∈ ker(dϕ), divX ∈ ker(DS)∗(g0,ϕ0), hence (DFX |Q0)(g0,ϕ0) = 0 by (3.2.51).

To show the partial converse to this, we first notice that, by (i), divX ∈ ker(DS)∗(g0,ϕ0). There-

fore, repeating the same construction of (i), for any (ĥ, v) ∈ Γ(S2(M) × ϕ∗TN), imposing that
(DFX |Q0)(g0,ϕ0) = 0 yields, by (3.2.51),

0 =
1

2

∫
∂M

〈(G,−2ατ(ϕ0)), (ĥ, v)〉〈X, ν〉dA.

Now, taking any extension f of 〈X, ν〉 and considering (ĥ, v) = f(G,−2ατ(ϕ0)),

(|G|2 + 4α2|τ(ϕ0)|2)〈X, ν〉2 = 0 on ∂M,

hence, from the hypotheses we can apply Proposition 3.17 to conclude that (g0, ϕ0) is harmonic-
Einstein.

3.3 ϕ-static spaces and closed conformal vector fields

In this section we will investigate ϕ-static spaces in presence of a closed conformal vector field X
on (M, g). A closed conformal vector field is a conformal vector field such that the corresponding
1-form is closed. From the first structure equations and the Cartan lemma, it is easy to see that
it is equivalent to the symmetricity of the tensor ∇X. Hence, since X is also conformal, it must
satisfy

∇X[ =
1

m
div(X)g,

which can be written in local orthonormal components as

Xi,j =
1

m
Xs,sδij . (3.3.1)

As we will show, the presence of such vector field, plus some additional assumptions relating the
vector field to the map ϕ : M → (N, gN ), will affect the geometry of the regular level sets of w.
Namely, our goal is to prove the following Theorem:

Theorem 3.22. Let (M, g) be a complete Riemannian manifold of dimension m ≥ 2 admitting a
closed conformal non-killing vector field X, and let ϕ : (M, g) → (N, gN ) be a smooth harmonic
map such that ϕ∗gN (X, ·) = λX[, λ ∈ R, and

Ricϕ(X,X) 6= Sϕ − αλ
m

|X|2 on M.

In addition, suppose that w 6≡ 0 satisfies the ϕ-static equation{
Hess(w) = w

(
Ricϕ− Sϕ

m−1g
)

wτ(ϕ) + dϕ(∇w) = 0.
(3.3.2)

Then every regular level set of w is harmonic Einstein with respect to the restriction of ϕ (which
is constant along the flow of ∇w) and to the same coupling constant α 6= 0. Moreover, if X has at
least one zero, then ϕ is constant and (M, g) is isometric to either Rm or Sm equipped with some
rotationally symmetric metric with respect to the poles coinciding with the zeroes of X.
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A key ingredient is a result of Montiel [27, Proposition 2], stated below, which characterizes
the local (or global, in some cases) geometry of a Riemannian manifold (M, g) admitting a non-
Killing closed conformal vector field X. In particular, (M, g) is forced to be either locally a warped
product, or a rotationally symmetric metric on Rm or Sm, depending on the number of zeroes of
X. We will combine this with Proposition 3.23, that will provide us a formula from which we will
deduce (under some further hypotheses) that ∇w and X are indeed parallel. This will enable us
to compare the local geometry of the level surface of w to that of the leaves of X, at least when
∇w 6= 0, and conclude (exploiting (3.1.14)) that the leaves have the ϕ-Ricci tensor proportional
to the metric. Then, by the fact that ϕ is assumed to be harmonic, we conclude that also the
restriction to the leaves is harmonic, from which it follows the Einstein-harmonicity of such leaves.
We begin with the following

Proposition 3.23. Let (M, 〈 , 〉) be a ϕ-static space of dimension m ≥ 2 and let X be a closed
conformal vector field on M such that X is an eigenvector of ϕ∗gN relative to a constant eigenvalue
λ. Let w be a solution to the vacuum-static equation (3.1.14). Then(

X(divX) +
( Sϕ

m− 1
+ αλ

)
|X|2

)(
|X|2∇w −X(w)X

)
≡ 0 on M. (3.3.3)

Proof. Let us set

ψ =
1

m
divX (3.3.4)

so that (3.3.1) simply writes
Xi,j = ψδij . (3.3.5)

We covariantly differentiate the latter to obtain

Xi,jk = ψkδij .

Skew-symmetrizing in the last two indices, by the Ricci equations we get

XtRtijk = Xi,jk −Xi,kj = ψkδij − ψjδik. (3.3.6)

Tracing on i and k yields the relation

XtRtk = −(m− 1)ψk. (3.3.7)

On the other hand, by contracting (3.3.6) with Xi we deduce that

ψkXj = ψjXk. (3.3.8)

Contracting again with Xk, we have

|X|2∇ψ = X(ψ)X. (3.3.9)

We now compute
∇(X(w)) and Hess(X(w)).

Using (3.3.7), the hypothesis
ϕ∗gN (X) = λX[, λ ∈ R, (3.3.10)

and (3.3.5) we have

(Xsws)i = Xsiws +Xswsi = ψwi + wXsRϕsi −
Sϕ

m− 1
wXi

= ψwi − (m− 1)wψi − αλwXi −
Sϕ

m− 1
wXi

Covariantly differentiating the latter and using again (3.3.5) we obtain

(Xsws)ij = ψjwi+ψwij−(m−1)wjψi−(m−1)ψij−αλwjXi−αλψδij−
Sϕ

m− 1
wjXi−

Sϕ

m− 1
wψδij .
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At this point, we skew symmetrize the latter obtaining that,

ψjwi − (m− 1)wjψi − αλwjXi −
Sϕ

m− 1
wjXi = ψiwj − (m− 1)wiψj − αλwiXj −

Sϕ

m− 1
wiXj .

which can be simplified to

mψjwi − αλwjXi −
Sϕ

m− 1
wjXi = mψiwj − αλwiXj −

Sϕ

m− 1
wiXj . (3.3.11)

Next we use (3.3.9) into the right hand side of (3.3.11) multiplied by |X|2 to obtain

m|X|2ψiwj −
( Sϕ

m− 1
+ αλ

)
|X|2wiXj = mX(ψ)Xiwj −

( Sϕ

m− 1
+ αλ

)
|X|2Xjwi.

Similarly with the left hand side of (3.3.11)

m|X|2ψjwi −
( Sϕ

m− 1
+ αλ

)
|X|2wjXi = mX(ψ)Xjwi −

( Sϕ

m− 1
+ αλ

)
|X|2Xiwj .

By (3.3.11) we then deduce the equality

mX(ψ)Xiwj −
( Sϕ

m− 1
+ αλ

)
|X|2Xjwi = mX(ψ)Xjwi −

( Sϕ

m− 1
+ αλ

)
|X|2Xiwj

so that multiplying by Xi we deduce

mX(ψ)|X|2wj −
( Sϕ

m− 1
+ αλ

)
|X|2X(w)Xj =

= mX(ψ)X(w)Xj −
( Sϕ

m− 1
+ αλ

)
|X|4wj . (3.3.12)

Rearranging (3.3.12) we infer(
X(divX) +

( Sϕ

m− 1
+ αλ

)
|X|2

)(
|X|2wj −X(w)Xj

)
= 0,

that is, (3.3.3).

In the next Proposition, making an assumption on Ricϕ evaluated at X, we can guarantee the
proportionality between X and ∇w:

Proposition 3.24. In the assumptions of Proposition 3.23 let

A = cZ(X) = {x ∈M : Xx 6= 0}.

If, denoting the traceless ϕ-Ricci tensor as T ,

T (X,X) 6= − α
m
ϕ∗gN (X,X) on A, (3.3.13)

then
|X|2∇w −X(w)X ≡ 0 on M. (3.3.14)

Proof. By (3.3.7) and (3.3.10),

T (X,X) = Ric(X,X)− αϕ∗gN (X,X)− Sϕ

m
|X|2 = −(m− 1)X(ψ)− αλ|X|2 − Sϕ

m
|X|2.

Therefore, condition (3.3.13) reads as

−m− 1

m
X(div(X))− Sϕ

m
|X|2 6= α

m− 1

m
λ|X|2

that, rearranging, is

X(div(X)) +
( Sϕ

m− 1
+ αλ

)
|X|2 6= 0.

By (3.3.3), we then deduce that, if X 6= 0, then

|X|2∇w −X(w)X = 0.

On the other hand, if X = 0 then the latter expression is already zero, thus proving (3.3.14).
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We here recall the result of Montiel concerning manifolds admitting closed conformal vector
fields:

Proposition 3.25 ([27], Proposition 2). Let (M, g) be a complete Riemannian manifold of di-
mension m ≥ 2 admitting a nontrivial closed conformal vector field X. Then, X has at most two
zeroes and, depending on the number of zeroes of X, the following alternatives hold:

(a) If X has no zeroes, then the universal cover of (M, g) is a warped product R×h P , where P
is a complete simply connected riemannian manifold of dimension m− 1 and h is a function
defined on R. Moreover, h is invariant by the action of the projection of the group of deck
isometries into Iso(R) and X is the projection on M of h(s)∂s.

(b) If X has one zero, then M = Rm and g is a rotationally invariant metric expressed in terms
of polar coordinates, on Rm \ {0} = R+ × Sm−1 3 (r, v), as

g = dr2 + h(r)2dσ2
m−1,

where dσ2
m−1 is the round metric of curvature one on Sm−1 and h is the positive restriction

to R+ of an odd differentiable function with h′(0) = 1. Moreover, X(r, v) = h(r)v.

(c) If X has two zeroes, then M = Sm and g is a rotationally invariant metric That is, con-
sidering the two antipodal zeroes of X {a,−a} ∈ Sm ⊂ Rm+1 and given the relative polar
coordinates (θ, p) ∈ (0, π)×Sm−1, Sm−1 ⊂ Sm being the equator relative to the poles {a,−a},
such that Sm \ {a,−a} 3 x = a cos(θ) + p sin(θ),

g = dθ2 + h(θ)2dσ2
m−1.

Here dσ2
m−1 denotes again the round metric of curvature one on Sm−1, whereas h is the

positive restriction to (0, π) of a 2π-periodic odd differentiable function with h′(0) = 1. In
addition, X = f(θ)(a sin(θ)− p cos(θ)).

Having in hand the former Theorem, we can in any case split locally (M, g) (having removed
the possible zeroes of X) as a warped product g = ds2 + h(s)2gP , where X = h(s)∂s. Before
moving on towards the proof of Theorem 3.22, it is then convenient to express the ϕ-Ricci tensor
of (M, g) with respect to the ϕ-Ricci tensor of a slice (where we consider the restriction of ϕ to
the slice for the definition of the ϕ-Ricci tensor on (P, gP )) and h. Notice that the hypothesis
of Proposition 3.23 on X being an eigenvector of the pullback of gN reads locally as ∂s being an
eigenvector relative to the same eigenvalue.

Lemma 3.26. Let (M, g) be a warped product M = I×hP , where I is a complete flat 1-dimensional
manifold, with the warped product metric g = ds2 + h(s)2gP , where h : I → R is smooth and gP is
a metric on the (m− 1)-dimensional manifold P . Let us consider also a smooth map ϕ : (M, g)→
(N, gN ), assuming that ∂s is an eigenvalue of ϕ∗gN relative to a constant eigenvalue λ, and denote
with ϕ̂ = ϕ|Ps , for a slice Ps = {s} × P, s ∈ I. Then, letting Ricϕ and Ricϕ̂s be the ϕ-Ricci tensor
relative to the same α 6= 0 of (M, g) and (Ps, gP ) respectively, it holds

Ricϕ = Ricϕ̂s −
(
(m− 2)(h′h−1)2 + h′′h−1

)
h2gP −

(
(m− 1)h′′h−1 + αλ

)
θ1 ⊗ θ1 on Ps. (3.3.15)

Proof. Let us consider an orthonormal base for (P, gP ) given by θ̂i, i = 2 . . .m. The corresponding
orthonormal base on (M, g) is given by

θ1 = ds,

θi = hθ̂i,

where for the easy of notation we have omitted the pullbacks. Let us compute the connection forms
θst , s, t = 1, . . . ,m, of (M, g) with respect to those of (P, gP ), which we denote with θ̂ij . Using the
first structure equations we have

−θ1
s ∧ θs = dθ1 = d(ds) = 0, (3.3.16)

−θis ∧ θs = dθi = d(hθ̂i) = h′h−1θi − θ̂ij ∧ θj . (3.3.17)
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Evaluating (3.3.16) on (ei, ej) we get
(θ1
i )j = (θ1

j )i, (3.3.18)

whereas evaluating (3.3.17) on (ej , ek) yields

(θij − θ̂ij)(ek) = (θik − θ̂ik)(ej).

Denoting with bijk = (θij − θ̂ij)(ek) since they are by construction antisymmetric on i and j and by
the above equation also symmetric on j and k, they are easily shown to be 0. As a consequence,
evaluating (3.3.17) on (·, ej) gives

θij − θ̂ij = (θi1)jθ
1 − h′h−1δijθ

1

By (3.3.18), skew-symmetrizing the latter we obtain

θij = θ̂ij , (3.3.19)

whereas symmetrizing we infer that
θi1 = h′h−1θi. (3.3.20)

We can now compute the curvature forms by means of the second structure equations. Exploiting
(3.3.20), we have

−θis ∧ θs1 + Θi
1 = dθi1 = d(h′h−1θi) = (h′′h−1 − (h′h−1)2)θ1 ∧ θi − h′h−1θis ∧ θs,

which can be simplified, using (3.3.20), to

Θi
1 = (h′′h−1 − (h′h−1)2)θ1 ∧ θi − h′h−1θi1 ∧ θ1.

Substituting again (3.3.20), it reduces to

Θi
1 = h′′h−1θ1 ∧ θi.

As for the other curvature forms, we make use of (3.3.19) to obtain

Θi
j = dθij + θis ∧ θsj = dθ̂ij + θis ∧ θsj

= Θ̂i
j + θi0 ∧ θ0

j = Θ̂i
j − (h′h−1)2θi ∧ θj .

At the level of components of the curvature tensor Rstuv = Θs
t (eu, ev), the above relations read as

Rijk1 = 0; (3.3.21)

Ri1k1 = −h′′h−1δik; (3.3.22)

Rijkl = h−2R̂ijkl − (h′h−1)2(δikδjl − δilδjk). (3.3.23)

Tracing, we obtain

R11 = −(m− 1)h′′h−1;

Ri1 = 0;

Rik = Risks = −h′′h−1δik + h−2R̂ik − (h′h−1)2(m− 2)δik

= h−2R̂ik −
(
(m− 2)(h′h−1)2 + h′′h−1

)
δik.

In global notation, we can write (again omitting the pullbacks)

Ric = Rics−
(
(m− 2)(h′h−1)2 + h′′h−1

)
h2gP − (m− 1)h′′h−1θ1 ⊗ θ1, (3.3.24)

where Rics denotes the Ricci tensor of (Ps, gP ). As for ϕ∗gN , we notice that, assuming ∂s to be
an eigenvector relative to λ, then it can be written as

ϕ∗gN = λθ1 ⊗ θ1 + π∗ϕ̂∗gN ,

and hence, by (3.3.24), (omitting the pullback π∗ as above)

Ric−αϕ∗gN = Ric−α(λθ1 ⊗ θ1 + ϕ̂∗gN )

= Ricϕ̂s −
(
(m− 2)(h′h−1)2 + h′′h−1

)
h2gP −

(
(m− 1)h′′h−1 + αλ

)
θ1 ⊗ θ1,

that is, (3.3.15).
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Let us now consider the tension field of ϕ̂ : (Ps, gP ) → (N, gN ) and express it with respect to
the tension field of ϕ:

Lemma 3.27. In the same setting of Lemma 3.26, we have that

τ(ϕ̂) = h2
(
τ(ϕ)−∇dϕ(∂s, ∂s)− (m− 1)h′h−1dϕ(∂s)

)
. (3.3.25)

Proof. In components along an adapted orthonormal frame as in the proof of Lemma 3.26 we have,
for i = 2 . . .m,

ϕ̂ai = ωa(dϕ̂(êi)) = ωa(dϕ(hei)|Ps) = hϕai |Ps .

Differentiating on Ps, recalling that h depends only on s, we have (t varying on 1 . . .m)

ϕ̂aij θ̂
j = dϕ̂− ϕ̂aj θ̂

j
i + ϕ̂biϕ

∗ωab

= hdϕai − hϕaj θ
j
i + hϕbiϕ

∗ωab

= hdϕai − hϕat θti + hϕbiϕ
∗ωab + hϕa1θ

1
i

= hϕaijθ
j − h′ϕa1θi,

where we have used (3.3.19) and (3.3.20). Hence

ϕ̂aij = h2(ϕaij − h′h−1ϕa1δij). (3.3.26)

Tracing on i and j,

τ(ϕ̂) = h2(
∑

i=2...m

∇dϕ(ei, ei)− (m− 1)h′h−1dϕ(e1)),

and therefore
τ(ϕ̂) = h2(τ(ϕ)−∇dϕ(e1, e1)− (m− 1)h′h−1dϕ(e1)),

that is, (3.3.25).

We now have all the ingredients to prove the following Proposition, inspecting the local geometry
of the leaves of the foliation of X:

Proposition 3.28. Let ϕ : (M, g) → (N, gN ) be a smooth map between Riemannian manifolds
and let X be a nontrivial closed conformal vector field on X such that

ϕ∗gN (X, ·) = λX[, λ ∈ R

and, when X 6= 0,

T (X,X) 6= − α
m
ϕ∗gN (X,X). (3.3.27)

Assume also that (3.3.2) admits a solution w 6≡ 0. Then the metric g on M \ {p : Xp = 0} splits
locally as a warped product I ×h P ,

g = ds2 + h(s)2gP ,

and on every slice Ps where w 6= 0, w is constant, the ϕ-Ricci tensor satisfies

Ricϕ =
(w1

w
h′h−1 +

Sϕ

m− 1

)
h2gP −

(
(m− 1)h′′h−1 + αλ

)
θ1 ⊗ θ1 (3.3.28)

and ϕ̂ = ϕ|Ps is conservative. Moreover, if it holds

∇dϕ(X,X) = −
(
X(w)

w
+ (m− 1)ψ

)
dϕ(X) (3.3.29)

then (Ps, gP ) is harmonic-Einstein with respect to ϕ̂ (and the same α as that of (M, g)).
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Proof. Making use of the same notation of the previous propositions and lemmas, by Proposition
3.24 we have, in coordinates, where X 6= 0,

ws =
X(w)

|X|2
Xs,

meaning that ∇w is parallel to X whenever it does not vanish. Let us denote with ρ = X(w)
|X|2 .

Then,

ρt =
Xs,tws +Xswst

|X|2
− X(w)

|X|4
2ψXt

=
ψ

|X|2
wt +

1

|X|2
Xs

(
wRϕst − w

Sϕ

m− 1
δst

)
− 2

ψρ

|X|2
Xt

= − ψρ

|X|2
Xt +

w

|X|2
(
XsRst − αXsϕ

a
sϕ

a
t −

Sϕ

m− 1
Xt

)
= − ψρ

|X|2
Xt +

w

|X|2
(
− (m− 1)

X(ψ)

|X|2
Xt − αλXt −

Sϕ

m− 1
Xt

)
= − 1

|X|2
(ψX(w)

|X|2
+ (m− 1)w

X(ψ)

|X|2
+ αλw +

Sϕ

m− 1
w
)
Xt.

As a consequence, when computing the hessian of w we have

wst = ρtXs + ρψδst

= − 1

|X|2
(ψX(w)

|X|2
+ (m− 1)w

X(ψ)

|X|2
+ αλw +

Sϕ

m− 1
w
)
XsXt + ρψδst.

Substituting the first in (3.3.2),

wRicϕ = − 1

|X|2
(ψX(w)

|X|2
+(m−1)w

X(ψ)

|X|2
+αλw+

Sϕ

m− 1
w
)
X[⊗X[+

(X(w)

|X|2
ψ+w

Sϕ

m− 1

)
g.

We can now make some substitutions in local adapted coordinates as in 3.26, so that

h = |X|, h′ = ψ,

and
X[ = hθ1,

resulting in

wRicϕ = (w1h
−1h′ + w

Sϕ

m− 1
)δijθ

i ⊗ θj −
(
(m− 1)wh′′h−1 + αλw

)
θ1 ⊗ θ1

= (w1h
−1h′ + w

Sϕ

m− 1
)h2gP −

(
(m− 1)wh′′h−1 + αλw

)
θ1 ⊗ θ1,

which readily gives (3.3.28). We can now combine the latter with the expression for Ricϕ̂s in (3.3.15)
in order to get

Ricϕ̂s = (
w1

w
h′h+

Sϕ

m− 1
h2 + (m− 2)(h′)2 + h′′h)gP . (3.3.30)

As a consequence, since w locally depends only on s, we see that the proportionality function is
constant on Ps, and hence Sϕ̂s is constant. Moreover,

Rϕ̂ij,j −
1

2
Sϕ̂i = −αϕ̂ai ϕ̂ajj = 0,

meaning that ϕ̂ is conservative.
Let us suppose that it holds (3.3.29). Then, in the local orthonormal frame adapted to the warped
product, the condition reads as

∇dϕ(∂s, ∂s) = −
(w1

w
+ (m− 1)h′h−1

)
dϕ(∂s).
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By the second in (3.3.2)

τ(ϕ) = − 1

w
dϕ(∇w) = −w1

w
dϕ(∂s)

and we thus have
∇dϕ(∂s, ∂s) = τ(ϕ)− (m− 1)h′h−1dϕ(∂s).

Substituting into (3.3.25), we have that

τ(ϕ̂) = 0,

and thus (Ps, gP ) is harmonic-Einstein.

Remark 3.29. The condition (3.3.29) is true when one assumes that the map doesn’t depend on
the flow of X. Indeed, this means that, in the adapted frame

dϕ(∂s) = 0

or, in local components,
ϕa1 = 0,

and hence
ϕa11 = dϕa1(e1)− ϕasθs1(e1) + ϕb1ϕ

∗ωab (e1) = 0.

Thus
∇dϕ(∂s, ∂s) = 0

and (3.3.29) is satisfied.
If w is non-constant, this is equivalent to requiring that ϕ is harmonic. Indeed, in this case the
critical points of w are a zero measure set - otherwise, if the critical set of w contains an open
set, then w would be locally constant and hence constant by the unique continuation principle.
Therefore, from the second in (3.3.2) we get, dividing by ρ, that

dϕ(X) = 0

on the points where ∇w 6= 0 and hence on all M by continuity. The converse is true again by the
second in (3.3.2) and by the fact that the critical points are at most a zero measure set.

With the help of the Previous proposition, we are able to prove the main theorem of this section:

Proof of Theorem 3.22. Let c 6= 0 be a regular value for w, and denote with Σc = {x ∈ M :
w(x) = c} the corresponding (possibly disconnected) regular level set. Then, from the hypotheses
and applying Proposition 3.24 we have that ∇w and X are proportional to each other when
X 6= 0, leading to the fact that locally the level set coincides with a leave of the distribution of X.
Moreover, a regular level set of w cannot contain any zero of X, since the zeroes of X are at most
two by Proposition 3.25 and they constitute separate leaves of the distribution. Therefore, from
Proposition 3.28 Σc is globally a disjoint union of leaves of X, which are harmonic-Einstein with
respect to the metric gP and hence with respect to the restriction of the metric g to each leaf Fp,
p ∈ M such that w(p) = c, of the foliation of X. Indeed, g|Fp = h2gP but h2 is constant on Fp
(and therefore locally constant on Σc).
As for c = 0, we already know by Proposition 3.1 that Σ0 is a regular level set and that it
is the union of totally geodesic hypersurfaces on M . Moreover, for each p ∈ Σ0 there exists a
neighbourhood Up such that ∇w 6= 0. As a consequence, we can consider equation (3.3.28) on the
adapted frame as above, which gives{

Rϕij = 0, for i 6= j ≥ 2;

Rϕii =
(
w1

w h
′h−1 + Sϕ

m−1

)
, i ≥ 2.

By this, we have that Ricϕ is diagonal on Σc ∩ Up and there exists the limit

lim
x→p

w1

w
h′h−1 =: β(p).
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Therefore, by (3.3.30) and by continuity we have

Ricϕ̂s = (βh2 +
Sϕ

m− 1
h2 + (m− 2)(h′h−1)2 + h′′h−1)gP .

From this and by the fact that, given (3.3.25) and the harmonicity of the map (and the fact that,
as a consequence, dϕ(X) = 0), it holds

τ(ϕ̂) = 0 on Σ0,

it follows that (Σ0, gP ) is harmonic-Einstein and hence, arguing as above, (Σ0, g|Σ0
) is harmonic-

Einstein as well.
To conclude, we show that if X has one or two zeroes then ϕ must be constant. To see this, let us
consider any two points p1 and p2 of M where X 6= 0 and p ∈M where Xp = 0. Since ϕ is constant
along the flow of X - see the previous remark - and hence along the s-curves, taking two such curves
originating from p and going to p1 and p2 respectively we see that ϕ(p1) = ϕ(p) = ϕ(p2). As a
consequence, in this case the connected components of the regular level sets of w are Einstein.

Remark 3.30. As far as condition (3.3.13) is concerned, from which follows that ∇w and X are
proportional one another, in the local notation of the splitting as a warped product it is equivalent
to requiring that

h′′ +

(
Sϕ

m− 1
+ αλ

)
h 6= 0.

By converse, supposing that this doesn’t hold on an open set A, then h (and therefore X) on A
has a specific expression:

h(s) = A

(√
−
(

Sϕ

m−1 + αλ
)
s

)
+B

(
−
√
−
(

Sϕ

m−1 + αλ
)
s

)
if Sϕ

m−1 + αλ < 0,

h(s) = As+B if Sϕ

m−1 + αλ = 0,

h(s) = A sin

(√(
Sϕ

m−1 + αλ
)
s

)
+B cos

(√(
Sϕ

m−1 + αλ
)
s

)
if Sϕ

m−1 + αλ > 0,

where A,B are some real constants. A special case is when

Ricϕ =
Sϕ

m
g,

meaning that both ∇w and X are closed conformal vector fields on M , which leads to more
symmetry on the metric, provided that ∇w and X are not proportional. This is the case, for
instance, of constant sectional curvature metrics. This means that ∇w and X are forced to be
proportional only if there is a “preferred coordinate” that differs from the others.
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[2] L. J. Aĺıas, P. Mastrolia, M. Rigoli, Maximum principles and geometric applications. Springer
Monographs in Mathematics, Springer, Cham, 2016. MR3445380

[3] A. Anselli, Bach and Einstein’s equations in presence of a field. Int. J. Geom. Methods Mod.
Phys. 18 (2021), no. 5, 2150077, 68 pp. MR4254759

[4] A. Anselli, G. Colombo, M. Rigoli, On the geometry of Einstein-type structures. Nonlinear
Anal. 204 (2021), 112198, 84 pp. MR4184679

[5] R. Arnowitt, S. Deser, C. W. Misner, Coordinate invariance and energy expressions in general
relativity. Phys. Rev. (2) 122 (1961), 997–1006. MR127946

[6] A. L. Besse, Einstein manifolds. Reprint of the 1987 edition. Classics in Mathematics. Springer-
Verlag, Berlin, 2008. xii+516 pp. MR2371700

[7] S. Bochner, Vector fields and Ricci curvature. Bull. Amer. Math. Soc. 52 (1946), 776–797.
MR0018022

[8] S. Bochner, K. Yano, Curvature and Betti numbers. Annals of Mathematics Studies, No. 32
Princeton University Press, Princeton, N. J., 1953. ix+190 pp. MR0062505

[9] P. Buser, A note on the isoperimetric constant. Ann. Sci. École Norm. Sup. (4) 15 (1982), no.
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