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#### Abstract

There has been great progress in developing machinelearned potential energy surfaces (PESs) for molecules and clusters with more than 10 atoms. Unfortunately, this number of atoms generally limits the level of electronic structure theory to less than the "gold standard" $\operatorname{CCSD}(\mathrm{T})$ level. Indeed, for the well-known MD17 dataset for molecules with 9-20 atoms, all of the energies and forces were obtained with DFT calculations (PBE). This Perspective is focused on a $\Delta$ machine learning method that we recently proposed and applied to bring DFT-based PESs to close to $\operatorname{CCSD}(\mathrm{T})$ accuracy. This is demonstrated for hydronium, N -methylacetamide, acetyl acetone, and ethanol. For 15atom tropolone, it appears that special approaches (e.g., molecular tailoring, local $\operatorname{CCSD}(\mathrm{T}))$ are needed to obtain the $\operatorname{CCSD}(\mathrm{T})$ energies. 

X A new aspect of this approach is the extension of $\Delta$-machine learning to force fields. The approach is based on many-body corrections to polarizable force field potentials. This is examined in detail using the TTM2.1 water potential. The corrections make use of our recent $\operatorname{CCSD}(\mathrm{T})$ datasets for 2-b, 3-b, and 4-b interactions for water. These datasets were used to develop a new fully ab initio potential for water, termed q-AQUA.


## INTRODUCTION

There has been dramatic progress in machine-learned potentials (MLPs) over the past $10-15$ years for isolated molecules, many-body non-covalent clusters, and applications to solid materials. Assessments of the many machine learning (ML) methods that have been developed (e.g., artificial neural networks, kernel methods, polynomial regression, etc.) have only recently appeared. ${ }^{1,2}$ Aside from the obvious importance of doing such assessments, the stress here is on the datasets used in MLPs, namely, the widely used MD-17 datasets. ${ }^{3}$ These are all DFT (PBE) energies and forces for molecules ranging in size from ethanol to aspirin. By contrast, from the field of gas-phase dynamics, PESs for molecules with four to seven atoms are based on the "gold standard" $\operatorname{CCSD}(\mathrm{T})$ method. ${ }^{4}$ To the best of our knowledge, the semiglobal $\operatorname{CCSD}(\mathrm{T})$-based PES for the 10 -atom formic acid dimer is the largest system for which this level of theory has been applied. ${ }^{5}$ Recent reactive $\operatorname{CCSD}(\mathrm{T})$-based PESs from Czako and coworkers for several nine-atom reactions are close seconds. ${ }^{6-8}$ Of course, there are good reasons for the DFT/CCSD(T) dichotomy, the major one being that DFT scales as $O\left(N^{3}\right)$ whereas $\operatorname{CCSD}(\mathrm{T})$ scales as $O\left(N^{7}\right)$, where $N$ is the size of the system.

Our group has been active for some time in developing MLPs using permutationally invariant polynomials (PIPs) ${ }^{2,4,9-15}$ for "small molecules"; some early examples include $\mathrm{CH}_{5}^{+}$and $\mathrm{H}_{5} \mathrm{O}_{2}{ }^{+}$, and later ones include malonaldehyde and the 10 -atom formic acid dimer. ${ }^{5}$ More recently, we have reported PIP PESs for molecules containing 10-15 atoms
using enhancements to the PIP basis. ${ }^{16-18}$ The PIP method was recently evaluated ${ }^{2}$ against the ML methods assessed in ref 1. PIPs were shown to be as precise as the most precise methods but to run much faster both for energies and gradients with fast backward differentiation.

The general target of our PESs is to be accurate at large enough energies to enable rigorous diffusion Monte Carlo (DMC) calculations of the zero-point energy (ZPE) and wave function, ${ }^{19-22}$ quantum vibrational and scattering calculations, and quasiclassical trajectory (QCT) calculations of chemical reaction dynamics. ${ }^{23,24}$ To this end, our general strategy is to run DFT-based direct dynamics with total energies initiated from different minima and saddle point barriers. (For a recent discussion of this approach, see ref 25.) Often, a DFT-based PIP PES is fit to this dataset. However, the general objective is to use tens of thousands of DFT configurations to determine $\operatorname{CCSD}(\mathrm{T})$ energies and then to fit those. Of course, this approach becomes impractical for large molecules (more than $10-15$ atoms), where the computational cost per configuration at the $\operatorname{CCSD}(\mathrm{T})$ level of theory becomes too high. The advantage of DFT in scaling allows the size of molecules to be larger than the $10-15$ atom limit for $\operatorname{CCSD}(\mathrm{T})$, so there is

[^0]strong motivation to investigate applying ML methods to bring DFT (or MP2)-based PESs to the CCSD(T) level. This is the subject of this Perspective, where we focus on our specific version ${ }^{26}$ of $\Delta$-machine learning ( $\Delta$-ML). ${ }^{27,28}$

Our approach is to construct a high-level (typically CCSD(T)) PES starting from a lower-level MP2 or DFT one using a correction that is a fit to a small number of highlevel ab initio energies. Explicitly, the corrected high-level PES, denoted $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$, is given by

$$
\begin{equation*}
V_{\mathrm{LL} \rightarrow \mathrm{CC}}=V_{\mathrm{LL}}+\Delta V_{\mathrm{CC}-\mathrm{LL}} \tag{1}
\end{equation*}
$$

where $V_{\mathrm{LL}}$ is the lower-level PES and $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ is the correction PES. We note that previously the basic idea of using energy differences between high and low levels of ab initio theory to correct a PES can be found in refs 29 and 30 for the $\mathrm{OH}+\mathrm{H}_{2}$ and $\mathrm{F}+\mathrm{H}_{2}$ reactions, respectively.
In the next section we discuss applications of $\Delta$-ML to a variety of molecular systems, starting with a pedagogical example of the small-molecule PES for $\mathrm{H}_{3} \mathrm{O}^{+}$, for which we have reported a $\operatorname{CCSD}(\mathrm{T})$-based PIP PES based on tens of thousands of $\operatorname{CCSD}(\mathrm{T})$ energies. ${ }^{31}$ Then we move to more challenging molecules, namely, $N$-methylacetamide, ethanol, and acetylacetone for which we have reported $\Delta$-ML PESs. Then we conclude that section of the Perspective with a discussion of tropolone, for which we have reported a DFTbased PES ${ }^{18}$ but for which a $\Delta$-ML PES is still a work in progress. The third section describes a new direction for us, namely, using $\Delta$-ML to correct a force field. Preliminary work in this direction was recently reported with the goal of correcting the four-body (4-b) water interaction in the MB-pol potential; ${ }^{32}$ the interested reader is referred to ref 33 for details. In this Perspective, we demonstrate the $\Delta$-ML approach for the polarizable water potential TTM2.1. ${ }^{34}$ The Perspective closes with a Discussion and Summary.

## ■ $\Delta$-ML PESs FOR A VARIETY OF MOLECULAR SYSTEMS

Hydronium lon. Hydronium is a centrally important cation in chemistry and has been extensively studied spectroscopically due to its large tunneling splittings for the ground and excited vibrational states governed by the barrier separating the symmetric double well potentials. The splittings are very sensitive to the barrier height, so this small molecule has served as an excellent test for the $\Delta$-ML method. ${ }^{26} \mathrm{We}$ present highlights of that work here.
Because there was not a pre-existing DFT-based PES, we developed one using configurations from our previously reported PES, which was a fit to $32142 \operatorname{CCSD}(\mathrm{~T}) /$ aug-ccpVQZ energies. ${ }^{31}$ Details were reported previously. ${ }^{26}$

One important aspect of the $\Delta$-ML method is to examine the fidelity of $\Delta V_{\text {CC-LL }}$ using different training datasets. This was done using 1000, 500, 250, and 125 configurations. The test datasets consist of the remaining data from the total of 32142 configurations. The root-mean-square errors (RMSEs) between the $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ and $\operatorname{CCSD}(\mathrm{T})$ energies, given in Table 1, are similar for all of the training datasets. The result for the training set of 125 energy differences are encouraging, where the RMSE is just $32 \mathrm{~cm}^{-1}$ for test energies up to $23000 \mathrm{~cm}^{-1}$. In this case the PIP basis for $\Delta V_{\text {CC-LL }}$ contains only 51 terms. Timings for $\Delta V_{\text {CC-LL }}$ for this and other molecules are given in a subsequent section.
Plots of $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ versus the direct $\operatorname{CCSD}(\mathrm{T})$ energy for the training set of 500 points and the corresponding test data are

Table 1. RMS Error (RMSE) between Direct $\operatorname{CCSD}(T)$ and $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ Energies (in $\mathrm{cm}^{-1}$ ) with the Indicated Number of Test Configurations ( $\mathrm{N}_{\text {test }}$ ) for $\mathrm{H}_{3} \mathrm{O}^{+}$, where Training on $\Delta V_{\text {CC-LL }}$ Was Done for Various Numbers of Training Data $\left(N_{\text {train }}\right)^{26}$

| $N_{\text {train }}$ | $N_{\text {test }}$ | RMSE |
| :---: | :---: | :---: |
| $1000^{a}$ | 31142 | 55 |
| $500^{b}$ | 31642 | 28 |
| $250^{c}$ | 31892 | 51 |
| $125^{d}$ | 32017 | 32 |

${ }^{a} \Delta V_{\text {CC-LL }}$ was trained with maximum polynomial order of 7 and a basis size of $348 .{ }^{b} \Delta V_{\text {CC-LL }}$ was trained with maximum polynomial order of 6 and a basis size of $196 .{ }^{c} \Delta V_{\text {CC-LL }}$ was trained with maximum polynomial order of 5 and a basis size of 103. ${ }^{d} \Delta V_{\mathrm{CC}-\mathrm{LL}}$ was trained with maximum polynomial order of 4 and a basis size of 51.
shown in Figure 1. Overall the correction PES reproduces the direct energies precisely. As expected, the absolute errors increase with energy and do become large for very high energies. If needed, one can always reduce these errors by adding the high-energy data points into the training dataset. Beyond the energy RMSE, we reported a test of this $\Delta$-ML PES for the equilibrium geometries of both the global minimum and transition state (TS) and the normal mode frequencies. This corrected PES, $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$, produced results in excellent agreement with the direct $\operatorname{CCSD}(\mathrm{T})$ ones and also provided a significant improvement compared to the DFT PES in terms of barrier height, normal mode frequencies, and geometric parameters. Perhaps most impressive is the excellent accuracy that was achieved even with the smallest training dataset of 100 energies. The interested reader is referred to the original paper for details. ${ }^{26}$

N -Methylacetamide. We next consider the 12 -atom N methylacetamide (NMA) molecule, which is of central interest as the smallest molecule in the peptide linkage in polypeptides and proteins. For us, the interest is the challenge to correct a DFT PES that contains the cis and trans isomers, two isomerization saddle points, and two threefold methyl torsional potentials. This is clearly a more complex PES than the one for $\mathrm{H}_{3} \mathrm{O}^{+}$and more representative of PESs of larger molecules.

Our first report of DFT-based PESs for NMA examined full and fragmented PIP basis sets. ${ }^{35,36}$ The idea of using a fragmented basis to extend the PIP approach to molecules with more than 10 atoms was first illustrated for NMA. The full basis for a maximum polynomial order of 3 has 8040 linear coefficients. The fragmented PIP basis, also with a maximum polynomial order of 3 , contains 6121 coefficients. The fits were done using 6607 energies and the corresponding 237852 gradient components, giving a total dataset size of 244459 . These data were obtained from direct dynamics using the B3LYP/cc-pVDZ level of theory. Clearly, obtaining a dataset of this size from $\operatorname{CCSD}(\mathrm{T})$ calculations is not feasible, and $\Delta$ ML was used in order to bring this DFT-based PES close to $\operatorname{CCSD}(\mathrm{T})$ quality.

For the training and testing we calculated a total of 5430 $\operatorname{CCSD}(\mathrm{T})$-F12/aug-cc-pVDZ energies. Training of $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ was done on 4696 data points of the difference between direct $\operatorname{CCSD}(\mathrm{T})$ and DFT absolute energies. Testing of $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ was done on 734 energies. The PIP basis to fit $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ was generated using MSA software with the reduced permutational symmetry of 31111113 . This notation corresponds to the


Figure 1. (top) Plots of energies of $\mathrm{H}_{3} \mathrm{O}^{+}$from $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ vs direct $\operatorname{CCSD}(\mathrm{T})$ ones for the indicated datasets. The plot labeled "Train" corresponds to the configurations used in the training of $\Delta V_{\mathrm{CC}-\mathrm{LL}}$, and the plot labeled "Test" is for the remaining configurations. (bottom) Corresponding fitting errors relative to the minimum energy. Reproduced with permission from ref 26 . Copyright 2021 the authors of ref 26 , published under license by AIP Publishing.
molecule class $A_{3} B^{2} D E F G H_{3}$, where " $A$ " and " $H$ " are hydrogen atoms and " B " and " G " are carbon atoms, etc. This is the minimum symmetry that describes the identity of the hydrogen atoms within a methyl group. This is essential to get the threefold torsional barrier. The maximum polynomial order is 2 . This basis leads to 569 linear coefficients. The fitting RMSE of this $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ was $57 \mathrm{~cm}^{-1}$. Plots of $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ versus the direct $\operatorname{CCSD}(\mathrm{T})$ energy for the training and test data are shown in Figure 2. The RMSEs between the $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ and direct $\operatorname{CCSD}(\mathrm{T})$ energies for the training and test datasets are 57 and $147 \mathrm{~cm}^{-1}$, respectively.
Further tests of the $\Delta$-ML PES were performed for geometry optimization and normal mode analyses for the cis and trans isomers, and details can be found in ref 26 . Here we note that the DFT PES, which predicts an incorrect minimum for the trans isomer, is successfully corrected using the $\Delta V_{\text {CC-LL }}$ PES. Specifically, the DFT torsion angle of one methyl rotor (NH$\left.\mathrm{CH}_{3}\right)$ is shifted by $60^{\circ}$ relative to the $\operatorname{CCSD}(\mathrm{T})$ structure. In addition, the torsional potentials of the two methyl rotors of both the trans and cis isomers of NMA are improved substantially from the previously reported DFT PES results. ${ }^{36}$

Detailed comparisons of the partially relaxed torsional barriers are given in Table 2. As can be seen, there are large differences between the DFT PES and $\operatorname{CCSD}(\mathrm{T})$ results for the $\mathrm{NH}-\mathrm{CH}_{3}$ rotors for both the cis and trans isomers. Overall, the $\Delta$-ML PES barriers are significantly closer in energy to the $\operatorname{CCSD}(\mathrm{T})$ ones. To the best of our knowledge there is no experimental determination of these torsional barriers. However, a previous report of a torsional barrier of $24 \mathrm{~cm}^{-1}$ for acetamide ${ }^{37}$ is consistent with the small barriers of 34 and
$74 \mathrm{~cm}^{-1}$ ( $\Delta$-ML PES) for trans-NMA. For more details, interested readers are referred to the original paper. ${ }^{26}$

Ethanol. Ethanol is an important case to consider next for several reasons. First, it was the focus of two studies assessing numerous MLP methods, mentioned already. ${ }^{1,2}$ Second, it is scientifically of fundamental interest because it has two nearly isoenergetic conformers (trans and gauche) and two different methyl rotors. It is also of great applied interest in fields as diverse as combustion and astrochemistry and in the condensed phase as a solvent.

In our very recent paper, ${ }^{38}$ we observed that the ground state of ethanol resembles the trans conformer but that substantial delocalization to the gauche conformer is present based on rigorous quantum calculations of the vibrational zeropoint state using a newly developed $\operatorname{CCSD}(\mathrm{T})$ PES. The new PES was obtained by means of a $\Delta$-ML approach starting from a pre-existing low-level DFT surface. ${ }^{2}$ The DFT dataset was taken from our previously reported "MDQM21" dataset, ${ }^{2}$ where a total of 11000 energies and their corresponding gradients were generated from ab initio molecular dynamics (AIMD) simulations at the B3LYP/6-311+G(d,p) level of theory. The DFT PES $\left(V_{\mathrm{LL}}\right)$ was a fit using 8500 DFT data that spanned the energy range of $0-35000 \mathrm{~cm}^{-1}$, with a maximum polynomial order of 4 and 321111 permutational symmetry, which led to a total of 14752 PIPs in the fitting basis set. The fitting RMSEs for energies and gradients were 40 and $73 \mathrm{~cm}^{-1}$ bohr $^{-1}$, respectively.

This low-level DFT surface was brought to the $\operatorname{CCSD}(\mathrm{T})$ level of theory using a relatively small number of ab initio $\operatorname{CCSD}(\mathrm{T})$ energies. A dataset of 2319 geometries was sparsely


Figure 2. (top) Plots of energies of $N$-methylacetamide from $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ vs direct $\operatorname{CCSD}(\mathrm{T})$ ones for the indicated datasets. The plot labeled "Train" corresponds to the configurations used in the training of $\Delta V_{\mathrm{CC}-\mathrm{LL}}$, and the plot labeled "Test" is for the remaining configurations. (bottom) Corresponding fitting errors relative to the minimum energy. Reproduced with permission from ref 26 . Copyright 2021 the authors of ref 26, published under license by AIP Publishing.

Table 2. Comparison of Torsion Barriers of the Methyl Rotors $\mathrm{CH}_{3}-\mathrm{NH}$ and $\mathrm{CH}_{3}-\mathrm{CO}\left(\right.$ in cm ${ }^{-1}$ ) for Trans and Cis Isomers of N -Methylacetamide ${ }^{26}$

| method | $\mathrm{CH}_{3}-\mathrm{NH}$ | $\mathrm{CH}_{3}-\mathrm{CO}$ |
| :--- | :---: | :---: |
| trans-NMA |  |  |
| DFT PES | 256 | 37 |
| $\Delta$-ML PES | 34 | 74 |
| CCSD $(\mathrm{T})$ | 42 | 103 |
|  | cis-NMA |  |
| DFT PES | 61 | 361 |
| $\Delta$-ML PES | 153 | 366 |
| CCSD $(\mathrm{T})$ | 148 | 303 |

selected from the "MDQM21" DFT dataset, and $\operatorname{CCSD}(\mathrm{T})$ -F12a/aug-cc-pVDZ energy computations were performed at those geometries. To develop the correction PES, we trained $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ on the difference between the $\operatorname{CCSD}(\mathrm{T})$ and DFT absolute energies of 2069 geometries and tested the obtained surface on the remaining 250 geometries.

It was observed that $\Delta V_{\text {CC-LL }}$ does not vary as strongly as $V_{\mathrm{LL}}$ with respect to the nuclear configuration. Therefore, loworder polynomial fitting was employed to fit this correction PES. The maximum polynomial order of 2 with permutational symmetry 321111 was used to fit the training dataset, leading to a total of 208 unknown linear coefficients (equivalent to the number of terms in the PIP fitting basis set). We added this correction $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ to the low-level DFT PES, $V_{\mathrm{LL}}$, to obtain the $\operatorname{CCSD}(\mathrm{T})$ energies. Plots of $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ versus the corresponding direct $\operatorname{CCSD}(\mathrm{T})$ energy for the training set of 2069 points and the test set of 250 points are shown in Figure

3, as recently reported. ${ }^{38}$ As can be seen, there is overall excellent precision; however, we see a few larger errors. The RMSEs between the $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ and direct $\operatorname{CCSD}(\mathrm{T})$ energies for the training and test datasets are 49 and $63 \mathrm{~cm}^{-1}$, respectively.

Next, this PES was examined for general fidelity by performing a geometry optimization and a normal mode frequency calculation for both the trans and gauche isomers and their two isomerization saddle point geometries. We found excellent accuracy with respect to the direct CCSD (T)-F12a calculations. We obtained PES optimized energies within 5 $\mathrm{cm}^{-1}$ of the direct $\operatorname{CCSD}(\mathrm{T})-\mathrm{F} 12$ a calculation and found that the trans isomer is lower in energy by $38 \mathrm{~cm}^{-1}$. This PES obtained barrier heights for trans-gauche isomerization with respect to eclipsed and syn TSs that agree well with the corresponding direct ab initio values as well the experimental barrier heights. ${ }^{39}$ Another comparison to experiment was the torsional barrier for the methyl rotor as a function of the torsional angle for both the trans and gauche isomers as well as two TSs. The agreement was very good.

Apart from these electronic energy investigations and comparisons, we moved to consider nuclear quantum effects. As a remarkable quantum nuclear application of the PES, we presented the results of DMC and semiclassical AS SCIVR calculations of the ZPEs for both the trans and gauche isomers as well as singly deuterated isotopologues. In addition, it is well-known that a DMC calculation is a very challenging test to examine the quality of a PES in extended regions of the configuration space. A common issue in PES fitting is the unphysical behavior in the extrapolated regions where the fitting dataset lacks data, and this is dramatically manifested by large negative energy values with respect to the global-


Figure 3. (top) Plots of energies of $\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{OH}$ from $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ vs direct $\operatorname{CCSD}(\mathrm{T})$ ones for the indicated datasets. The plot labeled "Train" corresponds to the configurations used in the training of $\Delta V_{\text {CC-LL }}$, and the plot labeled "Test" is for the set of remaining configurations. (bottom) Corresponding fitting errors relative to the minimum energy. From ref 38. CC BY 4.0.
minimum energy. These are called "holes" in the PES. Generally, we have observed that holes occur for highly repulsive configurations, that is short internuclear distances. Therefore, one goal of presenting DMC calculations was also to demonstrate that our PES correctly describes the highenergy regions of ethanol and is therefore suitable for quantum approaches that need to sample these regions.
The DMC results showed that the ground-state wave function has a trans fingerprint even when starting from the gauche conformer, an observation that revealed the ground state to be of the trans type with a leak to the gauche conformer. This PES was further employed to study the motions of the $-\mathrm{CH}_{3}$ and -OH rotors at the quantummechanical level. Rigorous DMC and 1D discrete variable representation (DVR) results were in very good agreement, and the computed DVR wave functions confirm the presence of the "leak" effect. Furthermore, the previously suggested geared motion of the rotors was also confirmed by our calculations, and the 2D model of the torsions based on potential cuts through the full-dimensional potential provides reasonable energy levels compared to experiment.

Acetylacetone. The simplest reactions are isomerizations, and of these, the symmetric double well isomerizations are the most studied. Malonaldehyde is perhaps the most studied both experimentally and theoretically. ${ }^{40}$ Acetylacetone (AcAc), which is the next molecule we consider, does have an analogous H atom transfer between two oxygen atoms. However, to the best of our knowledge the corresponding tunneling splitting has not been reported experimentally.

Here we focus on an application of the $\Delta$-ML approach to AcAc, starting with a fragmented PIP basis that we used to obtained a new PES. ${ }^{41}$ We benefited from the dataset used for
a neural-network-based PES for $\mathrm{AcAc},{ }^{42}$ but we decided to augment the dataset for that fit with additional MP2/aVTZ energies and gradients. The $\Delta$-ML approach was then used to bring this surface up to $\operatorname{LCCSD}(\mathrm{T})$-F12 accuracy.

A PES fit based on fragmentation of the AcAc PIP basis into four fragments with a maximum polynomial order of 3 was used for the $V_{\mathrm{LL}}$ (MP2) surface. The details of this approach have been described previously. ${ }^{17,35,36,41}$ The permutational symmetries and atom numbers (using the scheme in Figure 4)


Figure 4. Numbering scheme used for the 4 - $(9,11,11,8)$ basis set. Reproduced with permission from ref 41. Copyright 2020 The PCCP Owner Societies.
are as follows: symmetry $\{1,1,1,1,1,1,1,1,1\}$ with atoms $\{1$, $2,3,4,5,6,10,11,12\}$; symmetry $\{3,1,1,1,1,1,1,1,1\}$ with atoms $\{13,14,15,1,2,3,4,5,10,11,12\}$; symmetry $\{3,1,1$, $1,1,1,1,1,1\}$ with atoms $\{7,8,9,1,2,3,4,5,6,10,11\}$; and symmetry $\{3,3,1,1\}$ with atoms $\{7,8,9,13,14,15,6,12\}$. We refer to this fragmentation as $4-(9,11,11,8)$, where the numbers in parentheses represent the numbers of atoms in the four fragments. Along with performance details, properties of this basis set and its fit to the dataset are shown in Table 3. Fits
were inverse-energy-weighted, and gradients were weighted by a factor of $1 / 3$ relative to energies.

Table 3. 4-(9,11, 11,8) Basis Set for AcAc ${ }^{a}$

| property | value |
| :--- | :--- |
| monomials | 3609 |
| polynomials | 24030 |
| no. of fitted points | 5454 |
| wRMSE (pot) | 22 |
| wRMSE (grad) | 16 |
| time (pot/grad) | $0.43 / 26.61$ |

${ }^{a}$ Weighted RMSE (wRMSE) values are in $\mathrm{cm}^{-1}$ and $\mathrm{cm}^{-1}$ bohr ${ }^{-1}$ for potentials and gradient components, respectively. Times are in seconds for an average over 10 tests using a 2.7 GHz Intel Core i7 processor. Each test involved evaluation of 5000 configurations, and the time listed is that required for evaluation of all 5000 configurations.

The database used to calculate the difference potential $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ was generated by MOLPRO ${ }^{43}$ calculations to obtain LCCSD(T)-F12/cc-pVTZ energies at 2151 geometries taken from the original MP2 database. We chose 1100 geometries nearest to the global minimum (denoted GM) and the saddle point for the H -atom transfer (denoted SP), and another 1051 were taken by choosing a random integer that indicated their position on a list, discarding choices whose energies were more than $30000 \mathrm{~cm}^{-1}$ and stopping the selection when the requisite number of choices had been made. This selection produced a new PES with a barrier for H -atom transfer that is much closer to the direct $\operatorname{LCCSD}(\mathrm{T})$ one than the MP2 one, for which the barrier is underestimated by more than $1 \mathrm{kcal} /$ mol. We additionally found that training with even as few as 430 energies from this database of $2151 \mathrm{LCCSD}(\mathrm{T})$ energies still resulted in a PES with a barrier in much better agreement with the $\operatorname{LCCSD}(\mathrm{T})$ one. ${ }^{41}$ Tunneling splittings due to H atom transfer were calculated using this new PES, providing improved estimates over previous ones obtained using an MP2-based PES.

We also performed two benchmark calculations at the GM and SP. These two calculations found the optimum geometries and energies and determined as well the harmonic vibrational frequencies and normal coordinates. While the LCCSD(T)F12 calculations for just the energy at a single geometry took approximately 30 min using 12 cores of the 2.4 GHz Intel Xeon processors, the full optimization and frequency calculations took on the order of 73 days using the same number of processors. This computational cost certainly underscores the infeasibility of obtaining $\operatorname{LCCSD}(\mathrm{T})$ calculations for a full AcAc PES.
In order to take account of the small dataset (i.e., a maximum of 2151 energies), the fit to the difference potential has to limit the number of terms in the PIP basis to be significantly less than 2151 in order to avoid overfitting. We used a PIP basis of maximum polynomial order of 2 and a symmetry designation of $\{1,2,5,7\}$, meaning that the two oxygens were allowed to permute, the five carbons were allowed to permute, and seven of the hydrogens were allowed to permute. The last hydrogen, which was not allowed to permute with the other hydrogens, was the one that is transferred between the two oxygen atoms. This basis contains just 85 PIPs and thus 85 linear coefficients to be determined by standard least-squares regression. A bonus of this small basis
set is that we can examine small training datasets without concerns about overfitting. We do note that the RMS fitting error for the full database of 2151 energies is $95 \mathrm{~cm}^{-1}$ ( 0.27 $\mathrm{kcal} / \mathrm{mol}$ ). Other metrics of the performance of the $\Delta$-ML approach were presented in the Supporting Information of ref 44. For example, the harmonic frequencies of the GM and SP are similar for the lower-level and $\Delta$-ML surfaces, with the exceptions of the high-frequency OH stretch and the imaginary frequency, where the $\Delta$-ML values are a significant improvement over those for the low-level PES. In addition, the mean absolute errors (MAEs) of the frequencies were significantly improved by the $\Delta$-ML method.

The seven low-lying stationary points (including the GM and SP) have the energies shown in Table 4. TS(T)-I/II/III

Table 4. Energies (in $\mathrm{cm}^{-1}$ ) of the Seven Stationary Points Relative to the Global Minimum (GM) Obtained Using the Indicated Methods; Numbers in Parentheses for the Two $\Delta$ ML PESs Are the Sizes of the Training Datasets ${ }^{44}$

| stationary point | $\mathrm{LCCSD}(\mathrm{T})^{a}$ | $V_{\mathrm{LL} \rightarrow \mathrm{CC}}(1935)$ | $V_{\mathrm{LL} \rightarrow \mathrm{CC}}(430)$ | $V_{\mathrm{LL}}$ |
| :--- | :---: | :---: | :---: | ---: |
| GM | 0 | 0 | 0 | 0 |
| SP | 1234 | 1218 | 1219 | 745 |
| TS(T)-I | 123 | 165 | 154 | 160 |
| TS(T)-II | 488 | 477 | 481 | 399 |
| TS(T)-III | 581 | 627 | 623 | 541 |
| TS(HT)-I | 1434 | 1299 | 1306 | 820 |
| TS(HT)-II | 1645 | 1359 | 1374 | 864 |
| ${ }^{a}$ From LCCSD(T)-F12 calculations at the | MP2-optimized | geo- |  |  |
| metries. |  |  |  |  |

are three saddle points with respect to the torsion of the two methyl rotors, and TS(HT)-I/II are two higher-order saddle points with imaginary frequencies in both the H-transfer motion and the methyl torsion. In nearly all cases, the energies of the stationary points are better captured by the $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ PESs than by the $V_{\mathrm{LL}}$ one.

We used the average of 10 DMC calculations to determine the ZPE of the corrected PES, which was $26741 \pm 7 \mathrm{~cm}^{-1}$. The energy of the excited state for the H -transfer motion from 10 fixed-node DMC calculations is $26773 \pm 10 \mathrm{~cm}^{-1}$. Consequently, the tunneling splitting is about $32 \mathrm{~cm}^{-1}$. By comparison, the splitting we obtained using the MP2-based PES (i.e., $V_{\mathrm{LL}}$ ) is $160 \mathrm{~cm}^{-1}$. Such a significant decrease in the tunneling splitting is expected because the barrier height of the $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ PES $\left(1218 \mathrm{~cm}^{-1}\right)$ is significantly higher than the $V_{\mathrm{LL}}$ barrier height ( $745 \mathrm{~cm}^{-1}$ ).

Although we performed the DMC calculations for the singly deuterated isotopologue of AcAc, the energies of the ground state and excited state are so close that the splitting is smaller than the uncertainty in the DMC calculations. Thus, we could not obtain a reliable estimate of the tunneling splitting for the deuterated AcAc using DMC.

We also applied an approximate 1D approach to obtain the tunneling splittings. The two mass-scaled 1D potentials (one for H transfer and the other for D transfer) are shown in Figure 5. These potentials were developed in a two-step procedure. First, potentials were obtained with the two methyl rotors restricted to their structures at the saddle point, since it is not practical to get correct relaxation of these using the $Q_{i m}$ approach. Thus, the barrier heights from these not fully relaxed potentials are $179 \mathrm{~cm}^{-1}$ less than the $\operatorname{LCCSD}(\mathrm{T})$ value. Therefore, in the second step a small scaling ("morphing") of


Figure 5. One-dimensional $V\left(Q_{\mathrm{im}}\right)$ paths for H and D transfer in AcAc. The barrier heights have been "morphed" to agree with the $\operatorname{LCCSD}(\mathrm{T})-\mathrm{F} 12$ value. From ref 44. CC BY 4.0.
these potentials was performed to produce the correct barrier height. Using this 1D approach, the ground-state tunneling splittings are 37.9 and $8.2 \mathrm{~cm}^{-1}$ for H and D , respectively; the H splitting is in reasonably good agreement with the value of $32 \mathrm{~cm}^{-1}$ obtained from the DMC calculation, and the D splitting is also consistent with the fact that it is smaller than the uncertainty of the DMC calculations.

It is clearly seen from this AcAc example that the $\Delta$-ML approach can indeed bring the PES closer to the $\operatorname{CCSD}(\mathrm{T})$ level of accuracy, especially as applied to the barrier height for H -atom transfer.

Tropolone. Tropolone, like AcAc, is a 15 -atom molecule, although it is cyclic in structure, and also like AcAc, it is of interest to both theoretical and experimental chemistry because of its hydrogen transfer dynamics. The small mass of hydrogen allows it to tunnel through the barrier of a double well, resulting in a splitting of vibrational levels. Several experimental studies have been reported, ${ }^{45-53}$ and among them, Vaccaro and co-workers recently used two-color resonant four-wave mixing techniques to measure the splitting in tropolone as a function of vibrational level. ${ }^{54}$ Although there have been several previous theoretical approaches to this problem, ${ }^{55-58}$ these new measurements beg for a detailed explanation, one that no doubt will require an accurate potential energy surface as well as a quantum dynamics approach for determining the splitting and its dependence on the vibrational mode. Developing a full-dimensional PES of tropolone is a challenging task because it is a 15 -atom system with a symmetric double well H -transfer barrier; the surface needs to maintain this permutational symmetry.

Recently we reported a full-dimensional PES of tropolone at the DFT/B3LYP/6-31+G(d) level of theory using PIP fitting bases. ${ }^{18}$ This was a fit to 6601 energies and their corresponding gradients. Both full and fragmented PIP (three different fragmented scheme) approaches ${ }^{35,36}$ were employed to fit this tropolone surface. This PES was analyzed for geometry optimization and normal mode frequency calculations for GM and SP geometries. We obtained the H-transfer barrier height at about $2131 \mathrm{~cm}^{-1}$, which is underestimated by 1.22 $\mathrm{kcal} / \mathrm{mol}$ or $426 \mathrm{~cm}^{-1}$ with respect to the reported $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pVDZ result. ${ }^{54}$ This PES was applied to compute the tunneling splitting using a fast $1 \mathrm{D} \mathrm{Q}_{\mathrm{im}}$ path tunneling method ${ }^{59,60}$ in which the potential along the imaginaryfrequency normal mode of the H atom $\mathrm{TS}\left(Q_{\mathrm{im}}\right)$ is fully relaxed with respect to all other modes. We obtained tunneling
splittings of around $3-5 \mathrm{~cm}^{-1}$ depending on the fit, whereas the experimental value is $0.96 \mathrm{~cm}^{-1} .{ }^{51,54}$ As can be seen, the splitting value was much larger than the experimental value, mostly due to the error in the barrier height. In addition, a fulldimensional tunneling splitting was computed via an Instanton calculation that indicated a splitting of $2.56 \mathrm{~cm}^{-1}$ (from a private communication with Jeremy Richardson), which is still higher than the experimental value. Considering these results, one concludes that the DFT surface is not accurate enough to estimate the H -transfer barrier height and tunneling dynamics of tropolone. A correction to this DFT PES is needed to achieve the $\operatorname{CCSD}(\mathrm{T})$ level of accuracy.

Because of the very steep scaling of $\operatorname{CCSD}(\mathrm{T})$ theory $\left(\mathrm{N}^{7}\right.$, where $N$ is the number of basis functions), the $\Delta$-ML approach is a method that uses a small number (several hundreds to thousand) of $\operatorname{CCSD}(\mathrm{T})$ energies to correct a PES based on DFT electronic energies and gradients. For systems with more than 10 atoms, it becomes arduous job to compute $\operatorname{CCSD}(\mathrm{T})$ energies for a thousand geometries using a Dunning basis. For example, a single-point energy computation of the 15 -atom tropolone molecule at the $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pVTZ level takes about 2063 min on a single 16 -core machine. Therefore, correcting the DFT tropolone PES by using, say, 1000 $\operatorname{CCSD}(\mathrm{T})$ energies becomes computationally very expensive and even prohibitive. Of course, a local method such as the $\operatorname{LCCSD}(\mathrm{T})$ method applied for AcAc could be used. However, our research in progress uses a fragmented approach. Several fragmentation-based methods have been proposed during the last two decades for treating large molecules. These methods have been extensively tested and benchmarked for obtaining the molecular energies, gradients, and Hessian matrix. An overview of such fragmented methods is given in ref 61 . One such fragmented method, namely, the molecular tailoring approach (MTA), has been developed by Gadre and coworkers and appraised for various large molecules and molecular clusters. ${ }^{62-66}$ Very recently, this MTA method was successfully applied to develop a full-dimensional PES for the AcAc molecule, and this first-ever full-dimensional PES of a 15atom system is reported at the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{aVTZ}$ level of theory. ${ }^{67}$ From this PES the H-transfer barrier is estimated as $3.02 \mathrm{kcal} / \mathrm{mol}$, in excellent agreement with the benchmarked barrier of $3.19 \mathrm{kcal} / \mathrm{mol}$. Therefore, This MTA approach is being taken to correct the DFT tropolone surface in collaboration with Gadre group.

PES Timing Comparison. Table 5 shows the computation times for evaluation of the low-level DFT-based PES and the

Table 5. Timings (in s) for 100000 Potential Evaluations for Hydronium Ion, $N$-Methylacetamide (NMA), and Ethanol

| molecule | $V_{\mathrm{LL}}$ | $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ | $V_{\mathrm{LL} \rightarrow \mathrm{CC}}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{H}_{3} \mathrm{O}^{+}$ | 0.04 | 0.01 | 0.05 |
| NMA | 2.05 | 0.12 | 2.17 |
| ethanol | 3.12 | 0.06 | 3.18 |

correction PES ( $\left.\Delta V_{\mathrm{CC}-\mathrm{LL}}\right)$. These calculations were carried out on a single core of an Intel Xeon 2.40 GHz processor with 64 GB of RAM. Clearly, the computation of $\Delta V_{\mathrm{CC}-\mathrm{LL}}$ is much faster than the computation of the $V_{\mathrm{LL}}$ PES because lesscomplex and lower-order PIPs are employed to fit the correction PES. Thus, the additional cost to bring the DFT-


Figure 6. Comparisons of the $\Delta$-ML-corrected TTM2.1-F 2-b potential and direct $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}$ energies for (A) an attractive cut and (B) a repulsive cut.
based PES to the $\operatorname{CCSD}(\mathrm{T})$ level of accuracy is a small fraction of the cost of evaluating the DFT PES.

## - $\Delta$-MACHINE LEARNING POLARIZABLE FORCE FIELDS

The above material is largely a review of our recent work on $\Delta$ ML for PESs of isolated molecules. This section is a perspective on extending $\Delta$-ML to force fields (FFs) describing large molecules and many-atom or many-molecule nonreactive interactions. Such FFs are pervasive in computational chemistry, biology, and materials research. The extension is applied and tested extensively for a sophisticated FF for water. As noted above, this approach was recently presented by us ${ }^{33}$ with the specific goal of correcting the 4-b water interaction in the MB-pol potential.
Polarizable force fields with a focus on efficiency have been reviewed recently. ${ }^{68-70}$ These force fields are many-body, at least with regard to how the polarizability is treated. They all have two-body terms, such as a Lennard-Jones or exp-6 potential. This general form immediately suggests the following expression for a many-body $\Delta$ correction: ${ }^{33}$

$$
\begin{align*}
& V_{\Delta-\mathrm{ML}+\mathrm{MB}-\mathrm{FF}}=V_{\mathrm{MB}-\mathrm{FF}}+\sum_{i>j}^{N} \Delta V_{2-\mathrm{b}}(i, j) \\
& \quad+\sum_{i>j>k}^{N} \Delta V_{3-\mathrm{b}}(i, j, k)+\sum_{i>j>k>l}^{N} \Delta V_{4-\mathrm{b}}(i, j, k, l)+\cdots \tag{2}
\end{align*}
$$

where $V_{\mathrm{MB}-\mathrm{FF}}$ is the force field and the $\Delta V_{n \text {-b }}$ are the manybody corrections to the MB-FF many-body terms. These are given by the difference between $\operatorname{CCSD}(\mathrm{T})$ and MB-FF $n$-body ( $n$-b) interaction energies. In general the $n$-b interaction energy is obtained from a cluster of $n$ monomers. For example, the 2-b interaction is obtained by calculating the total energy of the dimer (two monomers) and subtracting all of the 1-b interactions from the total energy. It should be noted that for simplicity we assume that an accurate 1-b term (e.g., the single monomer) is given in the MB-FF. It should also be noted that if the MB-FF is given by an MB expansion, the corrections $\Delta V_{n \text {-b }}$ are obvious term by term.
Here we investigate this approach for the TTM2.1-F force field for water ${ }^{34}$ up to 4-b interactions. In this case, $V_{\mathrm{MB}-\mathrm{FF}}$ is $V_{\text {TTM2.1 }}$ and the 1-b term is the accurate isolated $\mathrm{H}_{2} \mathrm{O}$ potential of Partridge and Schwenke. ${ }^{71}$ Specifically, we corrected the 2-b, 3-b, and 4-b interactions targeting the $\operatorname{CCSD}(\mathrm{T})$ level of accuracy. The datasets of $\operatorname{CCSD}(\mathrm{T})$ energies for 2-b, 3-b, and 4 -b interactions were recently reported by us in developing a
new water potential, $q$-AQUA, ${ }^{72}$ that is exactly truncated at the 4-b level. This potential was shown to be very accurate from clusters to the condensed phase. The role of 4-b interactions has been well-established in the literature, and the interested reader is referred to recent refs 73 and 74 and references cited therein. Based on this work, we recently created a 4-b $\operatorname{CCSD}(\mathrm{T})$ energy dataset ${ }^{74}$ that was fit using PIPs. ${ }^{2,9,10,75}$ That fit, together with PIP fits to extensive new datasets for 2-b and 3-b $\operatorname{CCSD}(\mathrm{T})$ energies, constitute the q-AQUA potential, as noted already. However, it is certainly of interest to incorporate higher-body interactions, and that is achieved using the current approach, which relies on TTM2.1 for 5- and higher-body interactions.

In principle, these datasets and the PIP fitting approach can be used to create the $\Delta V_{n-\mathrm{b}}$ needed here. This was done initially, but the fitting error of the dominant $\Delta V_{2-\mathrm{b}}$ interaction was $30 \mathrm{~cm}^{-1}$. This was mainly due to the major failure of the TTM2.1 2-b interaction at short range, as shown below. Reducing the fitting error is straightforward by increasing the maximum polynomial order of the PIP basis, but this comes at a big increase in the computation time. Instead, we represent $\Delta V_{2-\mathrm{b}}$ as the direct difference between q -AQUA and TTM2.1 $V_{2-\mathrm{b}}$ interactions. For the 3-b and 4-b interactions, PIP fits to $\Delta V_{3-\mathrm{b}}$ and $\Delta V_{4 \text {-b }}$ were done. Briefly, the $\Delta$-ML 3-b correction potential, $\Delta V_{3-\mathrm{b}}$, was fitted from a database of 42710 reference energies of water trimer structures selected from the 3-b database in ref 72 with maximum $\mathrm{O}-\mathrm{O}$ distance in the range of [2.0, 7.5] $\AA$. For each trimer structure, the $\Delta V_{3-\mathrm{b}}$ correction energy was computed as the difference between BSSEcorrected CCSD (T)-F12a/aVTZ and TTM2.1-F 3-b energies. Using fourth-order 222111-symmetry PIPs, the fitting RMSE for the whole dataset is $9 \mathrm{~cm}^{-1}$. For the $\Delta$-ML 4-b correction potential, $\Delta V_{4-\mathrm{b}}$, we employed the same PIP bases as described in q-AQUA 4-b and the $\Delta$-ML 4-b to MB-pol ${ }^{33}$ using a dataset of 3692 tetramer energies computed at the CCSD (T)-F12/ haTZ level of theory. The fitting RMSE for this correction potential is $6.3 \mathrm{~cm}^{-1}$. More details of the $\Delta V_{3-\mathrm{b}}$ and $\Delta V_{4-\mathrm{b}}$ PES fits are provided in the Supporting Information. Below we present systematic assessments of the performance of the 2-b, 3-b, and 4-b interactions from $\operatorname{CCSD}(\mathrm{T})$ energies, TTM2.1, and $\Delta V_{n-\mathrm{b}}$. Large differences between the former two are seen.

Interaction Potentials. The first results focus on the large 2-b interaction, which is the interaction of highest magnitude. Figure 6 shows two cuts of the 2-b potential as a function of the $\mathrm{O}-\mathrm{O}$ distance, where comparisons are made between the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}$ points, the TTM2.1-F interaction potential, and the $\Delta$-ML corrected TTM2.1-F potential. As can be seen, TTM2.1 becomes rapidly inaccurate as the $\mathrm{O}-\mathrm{O}$ distance


Figure 7. (A) Distribution of $\Delta V_{3-\mathrm{b}}$ correction energies $\left(V_{3-\mathrm{b}}^{\mathrm{CCD}(\mathrm{T})}-V_{3-\mathrm{b}}^{\mathrm{TTM} 2-\mathrm{F}}\right)$ vs $\mathrm{O}-\mathrm{O}$ distance. (B) Correlation between fitted $\Delta V_{3-\mathrm{b}}$ correction energies and reference data. ( $\mathrm{C}, \mathrm{D}$ ) Comparisons of the $\Delta$-ML-corrected TTM2.1-F 3-b potential, the TTM2.1-F 3-b potential, and the direct $\operatorname{CCSD}(T)$ energies for $(C)$ an attractive cut and (D) a repulsive cut. All of the CCSD(T) energies were calculated at CCSD (T)-F12/aVTZ level of theory.


Figure 8. (A) Distribution of $\Delta V_{4-\mathrm{b}}$ correction energies $\left(V_{4-\mathrm{b}}^{\mathrm{CCSD}(\mathrm{T})}-V_{4-\mathrm{b}}^{\mathrm{TTM} 2.1-\mathrm{F}}\right)$ as a function of the maximum $\mathrm{O}-\mathrm{O}$ distance in a tetramer. (B) Correlation between fitted $\Delta V_{4-\mathrm{b}}$ energies and reference data. (C, D) Comparisons of the $\Delta$-ML corrected TTM2.1-F 4-b potential, the TTM2.1-F 4-b potential, and the direct $\operatorname{CCSD}(\mathrm{T})$-F12 energies for ( C ) a monomer-trimer cut and (D) a dimer-dimer cut.
decreases for both geometries shown. It is also clear that the corrected 2-b is in excellent agreement with direct $\operatorname{CCSD}(\mathrm{T}) /$

CBS energies. It should be noted that for clusters and the bulk there are relatively few $2-\mathrm{b}$ interactions, and therefore, the

Table 6. 2-b, 3-b, 4-b, and Total Dissociation Energies (in kcal/mol) for Various Water Hexamer Isomers

| isomer | $\operatorname{CCSD}(\mathrm{T})^{a}$ | $\Delta-\mathrm{ML}+\mathrm{TTM} 2.1-\mathrm{F}$ | TTM2.1-F | $\operatorname{CCSD}(\mathrm{T})^{b}$ | $\Delta-\mathrm{ML}+$ TTM2.1-F | TTM2.1-F |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $D_{\text {e }}$ |  |  | 2-b Energy |  |
| Prism | 45.92 | 45.90 | 43.95 | -38.94 | -39.07 | -38.80 |
| Cage | 45.67 | 45.59 | 44.63 | -38.47 | -38.49 | -39.15 |
| Book 1 | 45.20 | 45.04 | 44.28 | -36.02 | -35.97 | -37.51 |
| Book 2 | 44.90 | 44.78 | 44.10 | -36.13 | -36.04 | -37.69 |
| Bag | 44.30 | 44.30 | 43.38 | -35.28 | -35.38 | -37.09 |
| Ring | 44.12 | 44.01 | 43.38 | -32.71 | -32.59 | -35.04 |
| Boat 1 | 43.13 | 43.18 | 42.82 | -32.30 | -32.27 | -34.82 |
| Boat 2 | 43.07 | 43.12 | 43.05 | -32.24 | -32.21 | -34.89 |
| MAE | - | 0.07 | 0.84 | - | 0.07 | 1.64 |
|  |  | 3-b Energy |  |  | 4-b Energy |  |
| Prism | -8.70 | -8.73 | -6.96 | -0.66 | -0.58 | -0.69 |
| Cage | -8.97 | -9.04 | -7.29 | -0.53 | -0.47 | -0.62 |
| Book 1 | -10.38 | -10.36 | -8.01 | -1.08 | -1.07 | -1.05 |
| Book 2 | -10.11 | -10.15 | -7.85 | -1.00 | -1.00 | -0.98 |
| Bag | -10.35 | -10.36 | -7.80 | -1.16 | -1.09 | -1.03 |
| Ring | -11.78 | -11.81 | -8.91 | -1.78 | -1.70 | -1.52 |
| Boat 1 | -11.34 | -11.44 | -8.69 | -1.63 | -1.57 | -1.42 |
| Boat 2 | -11.34 | -11.41 | -8.79 | -1.61 | -1.57 | -1.43 |
| MAE | / | 0.05 | 2.33 | / | 0.05 | 0.12 |
| Higher-Body (>4-b) Energy |  |  |  |  |  |  |
| Prism | 0.06 | 0.06 | 0.06 |  |  |  |
| Cage | 0.01 | 0.03 | 0.03 |  |  |  |
| Book 1 | -0.04 | -0.06 | -0.06 |  |  |  |
| Book 2 | -0.02 | -0.04 | -0.04 |  |  |  |
| Bag | -0.01 | -0.06 | -0.06 |  |  |  |
| Ring | -0.20 | -0.23 | -0.23 |  |  |  |
| Boat 1 | -0.17 | -0.21 | -0.21 |  |  |  |
| Boat 2 | -0.17 | -0.21 | -0.21 |  |  |  |
| MAE | - | 0.03 | 0.03 |  |  |  |

${ }^{a} \operatorname{CCSD}(\mathrm{~T}) / \mathrm{CBS}$ data from ref $80 .{ }^{b} \operatorname{CCSD}(\mathrm{~T}) / \mathrm{CBS}$ data from ref 78.


Figure 9. (A) Binding energies $\left(D_{\mathrm{e}}\right)$, (B) 2-body energies, (C) 3-body energies, and (D) 4-body energies for water hexamer isomers from TTM2.1F, $\Delta$-ML-corrected TTM2.1-F, and benchmark $\operatorname{CCSD}(\mathrm{T})$ calculations (taken from refs 80 and 78).
direct calculation of TTM2.1 and q-AQUA 2-b interactions does not take a significant fraction of the total computational time.

Figure 7A shows a scatter plot of the $\Delta V_{3-\mathrm{b}}$ data (not a fit) versus the maximum $\mathrm{O}-\mathrm{O}$ distance in a trimer. As can be seen, many of these are less than $1 \mathrm{kcal} / \mathrm{mol}$; however, a large number are several $\mathrm{kcal} / \mathrm{mol}$ and as large as $10 \mathrm{kcal} / \mathrm{mol}$. These are clearly significant errors in the TTM2.1 3-b interaction. Figure 7B shows the correlation plot of the precise $\Delta V_{3-\mathrm{b}}$ PIP fit (described in detail below). Figure 7C,D shows two 1D cuts when one of the monomers is moved away from the dimer. As one can see, the $\Delta V_{3-\mathrm{b}}$ energy can be very large at short range, indicating the inaccuracy of the TTM2.1-F force field in this range; this is also clearly shown in the two potential cuts. The fitting brings the 3-b interaction into much better agreement with the $\operatorname{CCSD}(T)$ energies. Similarly, Figure 8A shows a scatter plot of the $\Delta V_{4-\mathrm{b}}$ data (not a fit) versus the maximum $\mathrm{O}-\mathrm{O}$ distance in a tetramer, and again, significant errors in the TTM2.1-F 4-b can be seen. Figure 8B shows the correlation plot of the $\Delta V_{4-\mathrm{b}}$ PIP fit. Figure 8C,D shows two 1D cuts when one of the monomers and a dimer are moved away from the remaining water molecules; again, the $\Delta V_{4-\mathrm{b}}$ correction brings TTM2.1-F into better agreement with $\operatorname{CCSD}(\mathrm{T})$-F12 energies, especially at short range.

Energy Analysis of the Water Hexamer and 20-mer Isomers. The isomers of the water hexamer play a major role in both experimental and theoretical studies of water clusters. The lowest-energy isomers are noncyclic. ${ }^{22,76}$ The energies of eight isomers have become a standard test of the fidelity of a water $\mathrm{FF} .{ }^{77}$ A detailed analysis of the electronic energies of the eight isomers is given Table 6. The electronic dissociation energies, $D_{\mathrm{e}}$, for the corrected FF are in much better agreement with the benchmark $\operatorname{CCSD}(\mathrm{T})$ results than the TTM2.1 ones. In particular, the Prism is incorrectly predicted to be number 4 in dissociation. The corrected FF also has unprecedented agreement with the $\operatorname{CCSD}(\mathrm{T})$ results compared to $\mathrm{MB}-$ pol $^{78}$ and is even slightly better than q-AQUA. ${ }^{72}$ The detailed $n$ body analysis presented in Table 6 shows the accuracy of the $\Delta$-corrected FF for each $n$, and impressively, for $n>4$ TTM2.1 provides the additional small term that results excellent accuracy of the $\Delta$-ML-corrected FF. This analysis is presented graphically in Figure 9. The results shown in Table 6 are even more accurate than those from our q-AQUA potential, ${ }^{72}$ which is truncated at the 4-b level, and also more accurate than the MB-pol potential. ${ }^{78}$

Recently, Heindel et al. reported benchmark electronic dissociation energies of several 20 -mers. ${ }^{79}$ This is a stringent test of a force field and was done for TTM2.1-F and also for the MB-pol FF. For the latter, the energies are roughly $5 \mathrm{kcal} /$ mol lower than the benchmark values. This is just $2.5 \%$ of the $D_{\mathrm{e}}$ of roughly $200 \mathrm{kcal} / \mathrm{mol}$. A comparison of these benchmark energies with those from TTM2.1-F and the $\Delta$-ML-corrected FF are given in Table 7. Using TTM2.1-F optimized geometries, the dissociation energies are very close to the MP2 benchmark ones. However, it should be noted that upon using the same MP2/aVDZ-optimized geometries, the TTM2.1-F energies are $\sim 9 \mathrm{kcal} / \mathrm{mol}$ higher than the MP2/ aV5Z data. This indicates that the geometry optimization using the TTM2.1-F force field results in significant changes in the geometries of these isomers. With the $\Delta$-ML-corrected TTM2.1-F potential, the structures of the three isomers do not undergo significant changes during optimization, and the

Table 7. Electronic Dissociation Energies (in kcal/mol) of Three $\left(\mathrm{H}_{2} \mathrm{O}\right)_{20}$ Isomers

| isomer | MP2/aV5Z | MP2/CBS | TTM2.1-F | TTM2.1-F |
| :---: | :---: | :---: | :---: | :---: |
| A3 | -202.1 | $199.2 \pm 0.5^{a}$ | $-202.2^{c}$ | $-196.2^{c}$ |
|  |  | $\left(-200.8 \pm 2.1^{b}\right)$ | $\left(-193.4^{d}\right)$ | $\left(-194.7^{d}\right)$ |
| A2d | -202.1 | n.a. | $-202.0^{c}$ | $-198.1^{c}$ |
|  |  |  | $\left(-193.4^{d}\right)$ | $\left(-196.7^{d}\right)$ |
| 9 | -201.5 | n.a. | $-202.2^{c}$ | $-197.0^{c}$ |
|  |  |  | $\left(-193.6^{d}\right)$ | $\left(-195.6^{d}\right)$ |

${ }^{a}$ From ref 79. ${ }^{b} \mathrm{CCSD}(\mathrm{T}) / \mathrm{CBS}$ dissociation energy from ref 79. ${ }^{c}$ Energies obtained using PES-optimized geometries. ${ }^{d}$ Energies obtained using MP2/aVDZ-optimized geometries.
dissociation energies using the optimized geometries are close to both the MP2 and $\operatorname{CCSD}(\mathrm{T})$ benchmark results.

Quantum Simulations of $D_{0}$ Energy and IR Spectra of Gas-Phase Clusters. Unconstrained DMC calculations were performed for the ZPEs of the water dimer and trimer using the $\Delta$-CCSD (T)-corrected TTM2.1-F FF. Details of these calculations, as done by us, have been given numerous times, and the interested reader can consult recent papers ${ }^{81,82}$ for details. It should be recalled that these are rigorous "exact" quantum calculations and, when combined with the electronic dissociation energy $\left(D_{\mathrm{e}}\right)$ and exact ZPE of the water monomer, give the exact dissociation energy $D_{0}$. Table 8 shows $D_{e}$, the ZPEs of the reactants and products, and the ZPE-corrected dissociation energy $\left(D_{0}\right)$ for the following dissociations: $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2} \rightarrow 2 \mathrm{H}_{2} \mathrm{O},\left(\mathrm{H}_{2} \mathrm{O}\right)_{3} \rightarrow 2 \mathrm{H}_{2} \mathrm{O}+\mathrm{H}_{2} \mathrm{O}$, and $\left(\mathrm{H}_{2} \mathrm{O}\right)_{3} \rightarrow$ $3 \mathrm{H}_{2} \mathrm{O}$. As can be seen, the agreement with experiment is excellent. The agreement is also excellent with DMC calculations of $D_{0}$ for the dimer using the $\mathrm{HBB}^{83}$ and MBpol ${ }^{84}$ potentials, both of which predict a value of $1101 \mathrm{~cm}^{-1}$. These values are also in excellent agreement with the value of $D_{0}$ reported for the dimer ${ }^{85}$ using the recent flexible CCpol-8sf potential. ${ }^{86}$ For the water trimer, the present results are in excellent agreement with previous DMC calculations using $\mathrm{WHBB}^{87}\left(2724 \mathrm{~cm}^{-1}\right)$ and MB-pol ${ }^{84}\left(2693 \mathrm{~cm}^{-1}\right)$. Also there is very good agreement for dissociation to three monomers, namely, $3854 \mathrm{~cm}^{-1}$ for WHBB and $3794 \mathrm{~cm}^{-1}$ for MB-pol. We do not show results for TTM2.1, as the electronic dissociation eneriges for the dimer and trimer already show significant errors compared to the above potentials.

We also note that we performed exploratory DMC calculations using 20000 walkers and 25000 steps for the hexamer using the new PES and did not find holes (i.e., regions of spuriously large negative energies). The ZPE of the Cage isomer is roughly $70 \mathrm{~cm}^{-1}$ lower than that of the Prism isomer (both ZPEs are referenced to the electronic energy of the Prism isomer), in semiquantitative agreement with the results using $q$-AQUA, ${ }^{72}$ though the uncertainties here are much larger due to the smaller numbers of walkers and steps.

Finally, we demonstrate the efficacy of the correction approach for quantum calculations of the IR spectra of two isomers of the hexamer. These spectra have played a major role in the fruitful interaction between theory and experiment. ${ }^{76,90}$ In particular, the IR spectra of the higher-energy Ring ${ }^{91,92}$ and Book isomers ${ }^{93,94}$ have attracted the attention of theorists. Previously, we applied the WHBB potential and DMS in VSCF/VCI calculations of the IR spectra of numerous isomers in the region of the intramolecular bend and stretch, where experiments have been reported. ${ }^{95}$ Those earlier results showed very good agreement with experiment and settled a

Table 8. Electronic Dissociation Energies $\left(D_{\mathrm{e}}\right)$, ZPEs of the Reactants and Products, and ZPE-Corrected Dissociation Energies ( $D_{0}$ ) for Water Dimer and Trimer (in $\mathrm{cm}^{-1}$ )

| dissociation | $D_{\mathrm{e}}$ | ZPE (react.) | ZPE (prod.) | $D_{0}$ (expt.) |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\left(\mathrm{H}_{2} \mathrm{O}\right)_{2} \rightarrow 2 \mathrm{H}_{2} \mathrm{O}$ | 1739 | $9912 \pm 1$ | $9272 \pm 1$ | $1099 \pm 2$ | $1105 \pm 10^{a}$ |
| $\left(\mathrm{H}_{2} \mathrm{O}\right)_{3} \rightarrow 2 \mathrm{H}_{2} \mathrm{O}+\mathrm{H}_{2} \mathrm{O}$ | 3769 | $15613 \pm 4$ | $14548 \pm 2$ | $2704 \pm 6$ |  |
| $\left(\mathrm{H}_{2} \mathrm{O}\right)_{3} \rightarrow 3 \mathrm{H}_{2} \mathrm{O}$ | 5508 | $15613 \pm 4$ | $13908 \pm 2$ | $3803 \pm 6$ |  |

${ }^{a}$ From ref $88 .{ }^{b}$ From ref 89.
controversy about the origin of a strong hydrogen-bonding OH stretch band in the Ring isomer. Here these spectra provide another important demonstration of the success of the current approach. Results are given in Figure 10 for the Ring


Figure 10. Theoretical VSCF/VCI spectra of the water Ring hexamer using the TTM2.1-F and $\Delta$-ML-corrected TTM2.1-F potentials compared to the experimental spectrum from refs 92 and 97. The purple portion of the experimental spectrum is due to other water clusters smaller than the hexamer.
isomer and Figure 11 for the Book isomer. First consider Figure 10, where the experimental spectrum is divided into two regions due to overlapping experimental spectra of the Ring and Book isomers, as determined by our previous calculations ${ }^{95}$ and the present ones using the $\Delta$-ML-corrected PES.


Figure 11. Theoretical VSCF/VCI spectra of the water Book hexamer using the TTM2.1-F and $\Delta$-ML-corrected TTM2.1-F potentials compared with the experimental spectrum from ref 94.

It should be noted that the peak at roughly $3180 \mathrm{~cm}^{-1}$ is due to the overtone of the monomer bend and did settle the controversy about the origin of the experimental peak seen at around $3220 \mathrm{~cm}^{-1}$. More details and discussion can be found in ref 95 . For the present purpose, we note the poor agreement with experiment using the TTM2.1 potential, with the WHBB DMS, in identical VSCF/VCI calculations. The improvement of that spectrum just using the 2-b correction (not shown) is significant but not in quantitative agreement with the $\Delta$-MLcorrected spectrum. The corresponding comparisons with experiment for the Book isomer are given in Figure 11. As can be seen, theory, with the $\Delta$-corrected potentials, reproduces the complex experimental spectrum well, whereas the spectrum obtained using TTM2.1 does not. For completeness we note that the dipole moment surface is a 1-and 2-body one that has been described and tested previously. ${ }^{96}$
$\boldsymbol{\Delta}$-ML Correction Timings. Here we examine the additional computational cost in making the $\Delta$-ML correction to the TTM2.1-F force field. This is an important aspect of ML FFs, as noted in the Introduction. Table 9 shows the

Table 9. Computational Cost of the $\Delta$-ML-Corrected TTM2.1-F Potential for Energy and Gradient Calculations of a 256-Water System

| component | number | time for energy (s) |  | time for energy +gradient (s) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | one core | eight cores | one core | eight cores |
| TTM2.1-F | - | 1.09 | $0.28{ }^{\text {a }}$ | 1.09 | $0.28{ }^{\text {a }}$ |
| $\Delta V_{2-\mathrm{b}}$ | 3816 | 0.25 | 0.03 | 0.59 | 0.07 |
| $\Delta V_{3-\mathrm{b}}$ | 20790 | 0.58 | 0.08 | 2.47 | 0.35 |
| $\Delta V_{4-\mathrm{b}}$ | 28786 | 0.31 | 0.04 | 1.07 | 0.15 |
| total |  | 2.23 | 0.43 | 5.22 | 0.85 |

${ }^{a}$ The current TTM2.1-F force field code calculates the gradients by default.
computational cost of the $\Delta$-ML-corrected TTM2.1-F model for both energy and gradient calculations for a 256 -water system using a single core or multiple cores of a 2.4 GHz Intel Xeon processor, where the cost for each correction term $\Delta V_{n \text {-b }}$ is also listed. The TTM2.1-F force field code is an optimized and parallelized one that is computationally more efficient than the original TTM2.1-F force field code for gas-phase cluster calculations. The 256 -water structure was chosen from an MD simulation of liquid water using our recently developed water potential, q-AQUA. ${ }^{72}$ The number of terms given is less than the factorial result due to the use of the finite-range switching function. For example, the total number of 3-b interaction terms in this 256 -mer water system is $\binom{256}{3}=2,763,520$, but only 3-b interactions with a maximum $\mathrm{O}-\mathrm{O}$ distance smaller than $7.0 \AA$ are considered for correction, which results in only $20790 \Delta V_{3 \text {-b }}$ terms. It is also straightforward to do multicore processing (using OpenMP) of the $\Delta V_{n \text {-b }}$ terms, which is
clearly effective as shown in Table 9. Using eight cores, the additional time to evaluate the $\Delta$ correction is almost negligible for energy calculations and almost 2 times the TTM2.1-F force field for gradient calculations. The corresponding timing for an energy plus gradient calculation on eight cores for the q-AQUA potential is 0.97 s on the same cluster (reported in Table S5 of ref 72). This is similar to that for the present $\Delta$-corrected FF.

To summarize this section, we have shown than $\Delta$-ML can be successfully applied to force fields that are explicitly or implicitly many-body. The $\Delta$-ML method used was at the gold standard $\operatorname{CCSD}(\mathrm{T})$ level, where we made use of our recent extensive 2-b, 3-b, and 4-b datasets. Explicit high-dimensional $\Delta V_{n-\mathrm{b}}$ correction terms were determined. The 2-b correction $\Delta V_{2-\mathrm{b}}$ is given explicitly by the 2-b term in our recent q-AQUA potential minus the 2-b interaction in TTM2.1. For the 3-b and 4-b corrections, the $\Delta V_{n-\mathrm{b}}$ are permutationally invariant polynomial fits to 3-b and 4-b energy differences between the corresponding $\operatorname{CCSD}(\mathrm{T})$ and TTM2.1 energies. These fits were to high-dimensional datasets, i.e., for the 4-b correction, $\Delta V_{4-\mathrm{b}}$ is 12 -atom full-dimensional and is a function of all 66 Morse-transformed internuclear distances. The fits are invariant with respect to all permutations of monomers and with respect to the two H atoms of each monomer.

The new $\Delta$-ML-corrected TTM2.1 force field was shown to be of unprecedented accuracy for the electronic energies of the water hexamer isomers and isomers of the $20-\mathrm{mer}$. This new force field is also robust for unconstrained diffusion Monte Carlo calculations. These were performed to obtain rigorous dissociation energies of the water dimer and trimer and were shown to be in excellent agreement with previous calculations and experiment. Finally, VSCF/VCI calculations of the IR spectra of the hexamer Ring and Book isomers were shown to be in very good agreement with experiment.

Future work will focus on applications of the $\operatorname{CCSD}(\mathrm{T})$ corrected TTM2.1 force field for the condensed phase and for DMC calculations of large water clusters. These will benefit from needed optimization and parallelization of the TTM2.1 software, which is our next specific goal.

The success of the correction to the TTM2.1 force field leads us to conclude tentatively that the approach will be applicable to general polarizable force fields, which continue to be developed and improved (see, e.g., ref 98).

## - DISCUSSION

The $\Delta$-ML correction described and demonstrated here certainly appears to be successful. For the isolated molecules, the basic reason for this success is clear from the plots showing that the correction energies are much smaller than the energies (either $\operatorname{CCSD}(\mathrm{T})$ or DFT ). This means that the correction is small (on the order of tens to a few thousands of wavenumbers). In addition, it is generally smoothly varying. These favorable aspects of the problem mean that a small number of points and a low-order PIP fit to them can achieve a highly precise fit. Clearly, however, the general issue of how to pick configurations for electronic structure calculations also applies to selecting configurations for expensive $\operatorname{CCSD}(\mathrm{T})$ calculations. This is a not a simple issue, and there is not a simple response to it. However, as discussed by us in a recent Perspective in the Journal of Chemical Physics, ${ }^{25}$ the selection of configurations is driven by the goal of the usage of the PES. We generally use PESs for dynamics calculations, ranging from quantum dynamics to high-energy (quasi)classical trajectory
calculations of reaction dynamics. These often require both energies at a large number of geometries and also high accuracy, particularly near barriers to reaction. The $\Delta$-ML method allows us to combine lower-level theory (DFT, MP2) for a large number of geometries with higher-level theory $(\operatorname{CCSD}(\mathrm{T}))$ at a few geometries so that the accuracy at all geometries is greatly improved. Also, we note that a similar approach, subsequent to ours, was reported by Liu and Li , who developed a $\Delta$-ML potential for the $\mathrm{HO}_{2}$ self-reaction. ${ }^{99}$ Finally, we note that modifying a PES has been done in the past for small molecules. A method using scaled coordinates ${ }^{100}$ that has been called "morphing" ${ }^{101}$ is one example.

For the application to force fields, the many-body correction approach is qualitatively the generalization of a singlecorrection PES to a molecular PES to several many-body correction PESs. However, the $\Delta V_{n-\mathrm{b}}$ potentials are based on much larger datasets, which in this case were already available from our recent work in developing the q-AQUA water potential. ${ }^{72}$ It should also be noted that the basic approach of blending a force field with ab initio many-body potentials is not new. Again for water, this approach is the basis of the WHBB potential, ${ }^{102}$ where 2-b and 3-b PIP PESs are combined with the TTM3F potential ${ }^{103}$ for higher-body interactions. The subsequent MB-pol potential ${ }^{104}$ combines ab initio PIP 2-b and 3-b PESs with the TTM4F potential. ${ }^{105}$ It should be noted that both of these potentials also use the Partridge-Schwenke potential for the monomer, ${ }^{71}$ as is done in the present work. Here we have extended this approach to 4-b interactions for the first time. We note that we recently corrected the MB-pol PES by adding a correction to the 4-b interaction. ${ }^{33}$

## SUMMARY

This Perspective has focused on a $\Delta$-machine learning method to bring DFT-based potential energy surfaces close to the $\operatorname{CCSD}(T)$ level of accuracy. This was demonstrated for $\mathrm{H}_{3} \mathrm{O}^{+}$, as a pedagogical test case, and then for nine-atom ethanol, 12atom N -methylacetamide, and 15 -atom acetylacetone. We have also described work in progress for an application to 15 -atom tropolone. A major extension of the $\Delta$-machine learning approach for force fields was demonstrated in detail for the TTM2.1 force field for water. The corrected FF was shown to result in major improvements over the TTM2.1 FF for a variety of important properties of clusters.

Finally, it is important to note that the success of the $\Delta$ machine learning approach described here is limited by the cost of doing a single-point $\operatorname{CCSD}(\mathrm{T})$ calculation. This is the case because any correction approach, including transfer learning, requires a minimum of several hundred $\operatorname{CCSD}(\mathrm{T})$ calculations. Clearly, there is motivation to correct low-level energies to the $\operatorname{CCSD}(\mathrm{T})$ level of accuracy. Fortunately, work in this direction is underway. ${ }^{106-111}$
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