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Abstract

Obiettivo della tesi è la construzione di iterate p-adiche della connessione di Gauss-Manin su fasci sovra-
convergenti di classi di de Rham nel caso di varietà modulari di Hilbert quando p non ramifica nel campo
totalmente reale. Questa è una generalizzazione di un lavoro di Andreatta-Iovita [AI21] nel caso di curve
ellittiche, usando una nuova tecnica che segna un miglioramento del loro approccio in termini di con-
vergenza delle iterate di detta connessione.

We construct p-adic iteration of the Gauss-Manin connection on overconvergent sheaves of de Rham
classes on Hilbert modular varieties in the case p is unramified in the totally real field. This is a general-
ization of the work of Andreatta-Iovita [AI21] in the case of elliptic curves, using a technique that marks
an improvement on their approach in terms of convergence of the iterates of the connection.



Introduction

The theory of p-adic L-functions has been an important object of study due to its numerous arithmetic
applications, most notably towards the Birch and Swinnerton-Dyer conjecture and its generalizations.
Katz’s p-adic Kronecker limit formula [Kat76] relates special values of the two variable p-adicL-function
associated to a quadratic imaginary field at finite order Hecke characters to p-adic logarithms of elliptic
units. The work of Bertolini-Darmon-Prasanna [BDP13] relates the central critical values of a certain
p-adic RankinL-function associated to a cusp form f and a quadratic imaginary fieldK to p-adic Abel-
Jacobi images of generalized Heegner cycles. The article [Ber+14] explains why the two examples can be
viewed as similar using the theory of Euler systems. The article of Darmon and Rotger [DR14] proves a
p-adic Gross-Zagier formula relating the special values of the p-adic Garrett-Rankin triple product L-
function attached to a triple of Hida families of modular forms to p-adic Abel-Jacobi images of certain
generalized Gross-Kudla-Schoen cycles in the product of three Kuga-Sato varieties.

The general technique of constructing these p-adicL-functions consists of two ingredients: firstly, a the-
ory of p-adic modular forms and secondly, a way to p-adically iterate differential operators on the space
ofmodular forms. For example, in the case of triple productL-functions due to thework ofHarris-Kudla
[HK91], Ichino [Ich08] and others, one expects that the special values of classical L-functions that one
wishes to p-adically interpolate is a meaningful algebraic number upto multiplication by a transcenden-
tal period. More precisely, one expects the algebraic number to be expressed as the square of a Petersson
inner product of nearly holomorphic modular forms, possibly arising as the image of a holomorphic
modular form under the Shimura-Maass operator. Working with Hida families, as in the case of [DR14],
the p-adic analogue of the Shimura-Maass operator is the ✓-operator of Serre, which acts as ✓ = q

d

dq
on

q-expansions. The analogy between the Shimura-Maass operator � and Serre’s ✓ operator rests on the
fact that they both can be viewed as the application of the Gauss-Manin connection followed by a pro-
jection to the space of modular forms. In the case of � the projection comes from the splitting induced
by the Hodge decomposition which is a special property of Kahler manifolds and in the case of ✓ this is
given by the unit root splitting, which is a uniquely p-adic phenomenon.

Following the work of Coleman on overconvergent families [Col96], [Col97], it becomes a natural ques-
tion of interest to adapt these techniques for finite slope families. The main problem in this case is
the unavailability of the unit root splitting. One approach to solve this problem is to instead try to p-
adically iterate the Gauss-Manin connection itself. This is the technique employed in the recent work of
Andreatta-Iovita [AI21], where they construct triple product p-adic L-function attached to finite slope
families. Moreover, as a consequence of working beyond the ordinary locus, they manage to construct
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Katz-BDP type p-adic L-function in the case p is non-split in the quadratic imaginary field [AI19]. We
describe the approach briefly here.

To talk about p-adic iteration of the Gauss-Manin connection, one needs to consider families of modular
forms for p-adically varying weights, as well as families of de Rham classes for varying weights. The first
object, i.e. the sheaf of p-adic modular forms has been geometrically constructed and studied for quite
some time [AIP15], [AIP16a], [AIP18]. The novelty of their work has been the construction of a sheafWk

that interpolates symmetric powers of H1

dR of the universal elliptic curve for analytic weights k. This
construction is based on the theory of vector bundles with marked sections. This approach has been used
fruitfully by Graziani [Gra20] to define interpolation sheaves of de Rham classes, and by Aycock [Ayc20]
to define the Gauss-Manin connectionr in the setting of Hilbert modular forms.

The article [Mol21] ofMolinamarks a significant improvement on this technique. One crucial step in the
construction of the p-adic iteration ofr is the proof of its convergence. In [AI21], the authors need to
carry out extremely long and complicated computations to prove this. However, in [Mol21], Molina uses
a refined version of vector bundles with marked sections to simplify the computations to a large extent.
The key idea of his work relies on [Mol21, Lemma 5.1] which proves that themodified integral modelH]

0

of the de Rham sheaf that one uses to define the interpolation sheafW, admits a splitting modulo a small
power of p. Using this one can restrict to a certain well-defined open subspace in the adic geometric
vector bundle with marked sections associated toH]

0
, such that the Gauss-Manin connection converges

faster on the sections of this open subspace. With this the author has been able to construct triple product
p-adicL-functions associated with families of quarternionic automorphic forms in Shimura curves over
totally real fields in the finite slope situation.

Our work is concerned with the construction of p-adic iteration of r in the case of overconvergent
Hilbert modular forms as in [Gra20] and [Ayc20]. Themain idea of our work is similar to that of [Mol21],
in the sense that we use a refined version of vector bundles with marked sections, using a canonical
splitting of our integral model of de Rham sheaf H]

A
modulo a small power of p, and prove that the

partial Gauss-Manin connectionr(�) associated to the embedding � : L ! Q̄p of our fixed totally real
field L converges fast enough, and thatr(�) commutes withr(⌧) for � 6= ⌧ . In the following, we will
describe this in more detail. The thesis has three chapters. In the first chapter we implement the idea in
the simpler case of elliptic modular forms, while in the second we deal with the case of Hilbert modular
forms. It will be already evident in the case of elliptic modular forms that our approach gives a faster
rate of convergence. We will eventually use this knowledge to deal with the higher dimensional case
of Hilbert modular forms. In the introduction we have decided to describe the contents of the second
chapter, as it will bring to light the specificities of the higher dimensional case as well as shed light on the
key improvement in the technique.

Fix a totally real fieldL of degree g overQ. Let d be the different ideal ofL/Q. Fix an integerN � 4 and
a prime p - N that is unramified in L. Fix a finite unramified extensionK ofQp that splits L. Assume
for simplicity p > 2. Let⌃ be the set of embeddings of L inK .

The notion of Hilbert modular forms has a slight ambiguity in the literature. Namely, one can talk either
about geometric Hilbert modular forms, or about arithmetic Hilbert modular forms. This discrepancy
arises from the fact that the Shimura variety associated to the group G := ResOL/Z

GL2 at the usual
principal N level or µN level doesn’t have an interpretation as a fine moduli of abelian varieties. In-
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stead its connected components, which are parametrized by elements in the strict class group are finite
étale quotients of actual moduli spaces of abelian varieties with polarization data and level structure. The
geometric Hilbert modular forms are the sections of modular sheaves on the moduli scheme of abelian
varieties, whereas the arithmetic Hilbert modular forms are the automorphic forms on the Shimura va-
riety associated toG. The arithmetic Hilbert modular forms are necessary to consider for a good Hecke
theory. The geometric modular forms, as the name suggests are much more suitable for use in geometric
constructions. Let usmake the relation between the two notions precise. Let us fix the levelK = K1(N)

K1(N) =

8
<

:

 
a b

c d

!
2 GL2(ÔL) | a ⌘ 1, c ⌘ 0modN

9
=

; .

Then the Shimura variety ShK(G) at levelK is a disjoint union of connected components indexed by
the strict class group Cl+(L) of L. For any c coprime to p, the moduliM(µN , c) of c-polarized abelian
varieties with real multiplication byOL andµN -level structure is representable by a smooth scheme, and
there is a universal abelian schemeA ! M(µN , c). There is an action of the totally positive unitsO⇥,+

L

onM(µN , c), given simply by multiplying the polarization data by the unit. This action factors through
the finite quotient � := O⇥,+

L
/U

2

N
where UN is the group of units congruent to 1 modN . This action

is free and the quotient scheme is isomorphic to the connected component of ShK(G) indexed by the
class [c]. For any weight k 2 Z[⌃], let !k

A
be the sheaf of Hilbert modular forms of weight k. There is an

action of � on !k

A
lifting the action onM(µN , c) and arithmetic Hilbert modular forms are defined as

the invariant sections for this action. (See §2.1.2.1 for details.) Henceforth everything that we discuss in
the introduction will involve only the geometric modular forms.

Let W = SpfOLJ(OL ⌦ Zp)
⇥K = Spf⇤ be the formal weight space and let W0

= Spf⇤0 be its
connected component of the trivial character. ⇤0 is a local ring and let m be its maximal ideal. LetW0

be the adic analytic fibre of W0, and let W0
p be the affinoid open where |t|  |p| 6= 0 for all t 2 m.

LetW0
p = SpfO+

W0
p
. Let k0 be the universal analytic weight onW0

p. Due to analyticity, k0 extends to a
character on 1 + p

n
ResOL/Z

Ga '
Q
�2⌃

1 + p
n
Ga for some n. Thus we may view k

0 as a product of
characters k0 =

Q
�2⌃

k
0
� .

Consider the p-adic completion ofM(µN , c) and letX be its base change toW0
p. Consider the blow-up

spaces Xr obtained by blowing up the Hdg ideal and taking the open where the inverse image ideal is
generated byHdgp

r+1
. HereHdg is the ideal generated locally by lifts of theHasse invariant and p. These

blow-up spaces are formal models for the rigid analytic overconvergent locus where |Hdgpr+1 | � |p|.
The main results of this work are the following.

Theorem 1. For suitable choice of r, there are interpolation sheaves w0

k
and W

0

k
on Xr , that interpolates

modular forms and symmetric powers of de Rham classes for weight k0 respectively. The sheaf W0

k
on Xr is

equipped with an increasing filtration {Fili}i�0. The filtered pieces are locally free OXr -modules and W0

k
is

the completed colimit of FiliW0

k
. The zeroth filtered piece Fil0W0

k
= w0

k
coincides with the modular sheaf of

weight k0. [§2.2, §2.3]

Theorem 2. The Gauss-Manin connection onH1

dR(A) induces a connectionr onW0

k
over the generic fibre

that satisfies Griffiths’ transversality with respect to the filtration mentioned above. Moreover, let k =
Q

k� =Q
exp(u� log(·)) and s =

Q
s� =

Q
exp(v� log(·)) be two analytic weights such that u�, v� 2 O+

W0
p
.
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Then for any p-depleted g of weight k,rs
(g)makes sense as an overconvergent Hilbert modular form of weight

k + 2s. [§2.4]

Let us begin by discussing our approach to proving Theorem 1. The theory of canonical subgroup tells
us that there exists a canonical subgroup of level n for all 1  n  r. Then over the partial Igusa
tower IGn,r that classifies trivializations O/p

nO ' H
_
n of the dual of the canonical subgroup, one

can define an integral model ⌦A of the modular sheaf !A as the submodule generated by all lifts of the
image dlog(P univ

) of the universal generatorP univ ofH_
n under the dlogmap. This is anOL⌦OIGn,r-

line bundle that is equipped with a marked section dlog(P univ
) by construction. Then using the theory

of vector bundles with marked section one can define the modular sheaf w0

k
of weight k0 in the usual

manner. This definition coincides with previous definitions in [AIP16b], [Gra20] and [Ayc20].

As mentioned before the key construction in this theory is the definition of interpolation sheaves of de
Rham classes. Such a definition appears in [Gra20] and [Ayc20]. The definition due to Graziani follows
closely the analogous definition in the elliptic case due to Andreatta-Iovita. One has to choose a suitable
integral modelH]

A
ofH1

dR(A) such that the induced Hodge filtration identifies the zeroth filtered piece
with ⌦A. The definition due to Graziani then uses VBMS to define the interpolation sheaf. Our choice
of the integral model H]

A
differs from that due to Graziani. Let ⇠ be the invertible OL ⌦ OIGn,r ideal

that satisfies ⌦A = ⇠!A. Let gHW be the invertible OL ⌦ OIGn,r ideal generated by local lifts of the
Hasse-Witt matrix. The first key result towards the goal of defining the interpolation sheaf for de Rham
classes is the following.

Theorem. For suitable choice of r, n as above, there exists a locally freeOL ⌦OIGn,r sheafH
]

A
⇢ H

1

dR(A)

of rank 2, such that the induced Hodge filtration is

0 ! ⌦A ! H
]

A
! ⇠gHW!

_

A ! 0.

Moreover the Hodge filtration admits a canonical splitting modulo p/Hdgp
2
that coincides with the unit root

splitting over the ordinary locus. The splitting is functorial for the lift of Verschiebung.

The proof of this result is the content of §2.2 and §2.3.1. We remark that in the case ofGL2,Q we have
an analogous splitting of the integral model H]

E
modulo a small power of p. Moreover, in this case, our

H
]

E
actually coincides with theH]

E
of [AI21].

LetQ be the kernel of the splitting in the theorem above. Using this definition ofH]
A
, we define a notion

of vector bundle with marked sections and marked splitting, similar to the definition of Molina [Mol21,
§4.2] as follows.

V
OL
0

(H
]

A
, dlog(P

univ
),Q)(R) :=

n
f : H

]

A
(R) ! OL ⌦R | f isOL-linear, f(dlog(P univ

) = 1), f(Q) = 0

o

We prove that this vector bundle is representable. In fact as an adic space this has a very simple local
description. Let s be a local lift of dlog(P univ

) and t be a lift of a local generator ofQ. Let �n be the small
power of p such that dlog(P univ

) is a section of⌦A/�n. Let ⌘ = p/Hdg
p
2
. Then locally as adic spaces,

V
OL

0
(H

]

A
, dlog(P

univ
),Q) = V

OL
0

(H
]

A
)

✓
s� 1

�n
,
t

⌘

◆
.
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Here VOL
0

(H
]

A
) is the usual vector bundle whose sections over R areOL ⌦ R-linear maps H]

A
(R) !

OL ⌦ R. (Note since we assume that p is unramified in L it is fine to take OL ⌦ R as the codomain
instead of d�1 ⌦R.) We then define the interpolation sheafW0

k
using this refined version of VBMS and

prove the rest of the statements in Theorem 1. The proof of these results concerns the rest of §2.3.

The next section §2.4 is where we define the Gauss-Manin connection on W
0

k
, and show that it can

be p-adically iterated for analytic weights. The strategy is exactly similar to [AI21] and [Mol21]. Using
Grothendieck’s description of connections we prove the first part of Theorem 2:

Theorem. The Gauss-Manin connection onH1

dR(A) induces a connectionr onW0

k
over the generic fibre that

satisfies Griffiths’ transversality with respect to the filtration mentioned above.

The definition of p-adic iteration of r follows the strategy of [AI21]. For each embedding � 2 ⌃, the
Kodaira-Spencer class corresponding to � gives a partial connectionr(�) : W

0

k
[1/p] ! W

0

k+2�
[1/p].

We first study the convergence properties ofr(�) over the ordinary locus using q-expansions and local
coordinates. Herewe realize thatr(�)behaves exactly like the connectionr in the case of elliptic curves.
However, owing to our use of VBMS with marked splitting, we get faster convergence estimates. This
is really the key improvement to the technique of [AI21] and mimics the results obtained by Molina. In
particular [AI21, Proposition 4.10] states that for any p-depleted g 2 H

0
(IGord

n ,W
0

k
),

(rp�1 � id)p(g) 2 pH
0
(IGord

n ,W
0
).

HereW0 is the direct image of the structure sheaf ofV
0
(H

]

E
, dlog(P

univ
)) ! IGord

n . Instead, if wework
with V

0
(H

]

E
, dlog(P

univ
),Q), and letW0 be the direct image of its structure sheaf, then we can prove

(Corollary 1.4.1) that
(rp�1 � id)(g) 2 pH

0
(IGord

n ,W
0
).

An exactly analogous statement holds forr(�) for all � in the Hilbert case. Then for any analytic weight
s =

Q
�2⌃

s� =
Q

exp(v� log(·)) and any p-depleted Hilbert modular form g of weight k, satisfying
the conditions on u�, v� as mentioned in Theorem 2, we show thatr(�)

s�(g) defined using a formal
expression

r(�)
s�(g) := exp

✓
v�

pf� � 1
logr(�)

p
f��1

◆
(g)

is actually the limit of a Cauchy sequence inW0 over the ordinary locus. Finally we manage to show that
by shrinking the initial radius of overconvergence, it is possible to realizer(�)

s�(g) as an overconver-
gent form. Moreover, the Gauss-Manin connection commutes with the Up operator, and hence slopes
are preserved. We can also check on q-expansions that r(�) and r(⌧) commutes for different �, ⌧ .
Then the definition ofrs

=
Q
�2⌃

r(�)
s� is obvious. This then proves the second part of Theorem 2.

Theorem. Let k =
Q

k� =
Q

exp(u� log(·)) and s =
Q

s� =
Q

exp(v� log(·)) be two analytic
weights such that u�, v� 2 O+

W0
p
. Then for any p-depleted g of weight k,rs

(g)makes sense as an overconver-
gent Hilbert modular form of weight k + 2s.

Applications:

In their article [BF20], Blanco-Chacon and Fornea construct a twisted triple product p-adic L-function
associated to two nearly ordinary families. In the special case of a real quadratic extension L/Q, they
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relate the special values of their L-function to syntomic Abel-Jacobi images of generalized Hirzebruch-
Zagier cycles. We hope that ourmethods can be applied to similarly construct twisted triple productp-adic
L-functions associated to finite slope families. This relies on understanding the relationship between two
different notions of Hecke operators – one geometric and the other using adelic q-expansions of Hilbert
modular forms. In Chapter 3 we review these two notions and also define a notion of overconvergent
projection in families similar to [AI21, Definition 3.36].

Further developments:

This work is a contribution to the recent trend in research in number theory trying to p-adically iterate
differential operators beyond the ordinary locus [SG19], [EM21]. An interesting case is that when the
ordinary locus is empty. It is clear from the description that our construction in the Hilbert case depends
on a non-empty ordinary locus. So while this method will most certainly work for Siegel varieties, we
need something different for more general PEL-type Shimura varieties. The article [How20] of Sean
Howe might provide some insight into these cases.

While preparing thismanuscript we came to know that AndrewGraham andVincent Pilloni had reached
similar results [GP] working locally on the moduli space and using the local description of our refined
VBMS that we gave above. Moreover working locally they could obtain a splitting modulo any power of
p, whichmeant that they could remove the restriction on weights for the iteration. However they did not
have the notion of a global splitting.
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Chapter 1

Overconvergent Modular and de Rham
Sheaves forGL2,Q

1.1 The setup

Notation

LetN � 4 be an integer, p a prime coprime toN . Let q = p if p 6= 2 and q = 4 otherwise.

1.1.1 The weight space

Let ⇤ := ZpJZ⇥
p K ' Zp[(Z/qZ)

⇥
]JT K be the Iwasawa algebra. Here the second isomorphism is given

by sending exp(q) 7! 1 + T . Let ⇤0
= ZpJT K be the quotient of ⇤ that sends (Z/qZ)⇥ 7! 1. Let

W := Spf⇤ and W0 := Spf⇤0. The formal scheme W is called the formal weight space because it
satisfies the following universal property. For any p-adically complete Zp-algebraR,

Hom
cont
Zp-alg(⇤, R) ' Hom

cont
Z

(Z
⇥

p , R
⇥
).

The subschemeW0 is the connected component of the trivial character. LetW := Spa(⇤,⇤)
an be the

analytic adic space associated to ⇤, and similarly defineW0 := Spa(⇤
0
,⇤

0
)
an.

W is a disjoint union of copies of W0 indexed by (Z/qZ)⇥. There is a continuous, surjective map of
topological spaces  : |W0| ! [0,1] defined as follows. For any point x 2 W0, let x̃ be the unique
rank 1 generization of x. Then define

(x) :=
log |p|x̃
log |T |x̃

.

Here we followed [SW20, p. 30] (but our  is the reciprocal of loc. cit. because wewill follow the notation
of [AI21]). As a continuous map  is uniquely characterized by the following property: (x) = r if and
only if for any rational m/n < r, |p|nx  |T |mx and for any rational m/n > r, |p|nx � |T |mx . We
note that both numerator and denominator of  take values in [�1, 0). Hence (x) = 0 iff |T |x = 0
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and (x) = 1 iff |p|x = 0. These two points correspond to the p-adic and T -adic valuations on Qp

and Fp((T )) respectively. For any interval I ⇢ [0,1], define W0

I
to be the interior of �1

(I). For
I = [p

a
, p

b
] for some a 2 N [ {�1} and b 2 N [ {1},

W0

I = {x 2 W0
: |p|x  |T p

a |x 6= 0 and |T p
b |x  |p|x 6= 0}.

There are two notable cases of I to consider: I = [0, p
b
] for some b 2 N and I = [p

a
, p

b
] for some

a 2 N and b 2 N [ {1}. The first case gives an affinoid neighbourhood of the point {T = 0}. The
adic open unit disc {|T | < 1} over Qp is W0

[0,1)
which has a cover by affinoids W0

[0,pb]
. We have the

following description of the two cases.

W0

[0,pb]
= {x 2 W0 | |T p

b |x  |p|x 6= 0} = Spa

0

@⇤
0

*
T
p
b

p

+
1

p

�
,⇤

0

*
T
p
b

p

+1

A .

W0

[pa,pb]
= {x 2 W0 | |p|x  |T p

a |x 6= 0 and |T p
b |x  |p|x 6= 0}

= Spa

0

@⇤
0

*
p

T pa
,
T
p
b

p

+
1

T

�
,⇤

0

*
p

T pa
,
T
p
b

p

+1

A .

For I as above, we letWI the componentwise union ofW0

I
.

We let ⇤0

I
:= �(W0

I
,O+

W0
I
) and ⇤I := �(WI ,O+

WI
). LetW0

I
:= Spf⇤0

I
andWI := Spf⇤I .

The affinoid adic spaces described above are adic spectra of Tate rings. We choose a pseudouniformiser
for each of the two cases considered above. For I = [0, p

b
] we let ↵ = p and for I = [p

a
, p

b
] we let

↵ = T .

Analyticity of the universal character:

Let kun : Z⇥
p ! ⇤ be the universal character. Denote by k

0 : Z
⇥
p ! ⇤

0 the character obtained by
composing kun with the projection onto the component of the trivial character. Let k0

I
: Z

⇥
p ! ⇤

0

I
be its

restriction toW0

I
.

Lemma 1.1.1. For I ⇢ [0, q
�1

p
n
], the restriction of k0

I
to 1 + qp

n�1
Zp is analytic. Thus it extends to a

character
k
0

I
: W0

I ⇥ Z
⇥

p (1 + qp
n�1

G
+

a ) ! G
+

m,

which restricts to a character

k
0

I
: W0

I ⇥ (1 + qp
n+m�1

G
+

a ) ! 1 + qp
m
G

+

a .

Proof. See [AIP18, Proposition 2.1].
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1.1.2 The modular curve

Let N � 4 be an integer and p a prime coprime to N . Let Y = Y1(N)/Zp be the moduli scheme of
elliptic curves with level�1(N)-structure. LetX = X1(N) be its smooth, proper compactification that
classifies generalised elliptic curves with �1(N)-level structure. Let X be the p-adic completion of X
and let ⇡ : E ! X be the universal semi-abelian scheme. Let !E be the canonical extension of the sheaf
of invariant differentials on the universal elliptic curve to the cusps. It is a line bundle. Let HE be the
canonical extension of the relative de Rham sheaf of the universal elliptic curve to the cusps. It is a vector
bundle of rank 2. HE is equipped with

1. Hodge filtration: 0 ! !E ! HE ! !
_

E
! 0,

2. Gauss-Manin connection:r : HE ! HE⌦̂OX⌦
1

X/Zp
(log(cusps)).

We note that away from the cusps,HE can be identified with the contravariant Dieudonné module of the
p-divisible group of the universal elliptic curve.

Let i : XFp ,�! X be the closed immersion defined by p = 0. The Hasse invariant is a section Ha 2
i
⇤
!
⌦(p�1)

E
. Define the Hasse ideal to beHa := Ha · i⇤!⌦(1�p)

E
.

We recall the following theorem of Igusa.

Theorem 1.1.1 (Igusa). The Hasse invariant has simple zeroes.

Proof. See [KM85, Theorem 12.4.3].

1.1.2.1 Frobenius and Verschiebung

For any Fp-scheme S, the absolute Frobenius Fabs : S ! S is the map of schemes that is identity on the
underlying topological space and induces x 7! x

p on the structure sheaf.

Given a map of Fp-schemesX ! S, the absolute Frobenius forX and S sit in a commutative diagram
as follows, simply because any map of Fp-algebras commute with the Frobenius ring map x 7! x

p.

X X

S S
Fabs

Fabs

For any such map of Fp-schemesX ! S, we denote byX(p) the base change ofX along Fabs : S ! S.
Thus the following diagram is Cartesian.

X
(p)

X

S S
Fabs

9



Then by definition of the fibre product, the absolute Frobenius of X , Fabs : X ! X induces a unique
morphism FX/S : X ! X

(p) such that the following diagram commutes.

X

X
(p)

X

S S
Fabs

Fabs

FX/S

Definition 1.1.1. The arrow FX/S as above is defined to be the relative Frobenius ofX with respect to
S.

Proposition 1.1.1. For any abelian variety A ! S of relative dimension g over a Fp-scheme S, the relative
Frobenius FA/S is an isogeny that is universally injective of degree pg .

Proof. [EGM, Proposition 5.15].

For any flat commutative group schemeG/S where S is a Fp-scheme, one can define a homomorphism
VG/S : G

(p) ! G of S-group schemes called the Verschiebung. For the detailed construction and def-
inition of this map we refer the reader to §4 of [Art+65, VIIA] or to [EGM, §5.2]. Here we record the
properties of this homomorphism, quoting from [EGM, §5.2].

Proposition 1.1.2. Let S be a Fp-scheme. For a flat commutative group schemeG/S, we have

1. VG/S � FG/S = [p] : G ! G.

2. If G is finite flat over S, then Verschiebung is the Cartier dual to the relative Frobenius, i.e. VG/S =

(FG_/S)
_.

Proof. [EGM, Proposition 5.19].

Proposition 1.1.3. For any abelian variety A ! S of relative dimension g over a Fp-scheme S, the Ver-
schiebung VA/S is an isogeny of degree pg such that VA/S � FA/S = [p]A and FA/S � VA/S = [p]

A(p) .

Proof. [EGM, Proposition 5.20].

In the followingwe often drop the subscript from the notation of Frobenius andVerschiebung and simply
write F and V respectively when the abelian variety in consideration is clear.
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1.1.3 The partial Igusa tower

Fix an I = [p
a
, p

b
]. Let XI := X ⇥Spf Zp W0

I
. We abuse notation to denote by Ha the Hasse ideal

inside OXI/(↵) where we recall ↵ is the chosen pseudouniformiser depending on I . For every r � 1,
consider the inverse image ofHap

r+1
under the mapOXI ! OXI/(↵) and call this idealHdgr . Locally

on SpfR ⇢ XI where !E admits a generator !, andHa admits a lift fHa (say), letHdg = fHa(E/R,!).
HereE/R is the pullback of E/XI to SpfR. ThenHdgr|Spf R = (↵,Hdg

p
r+1

).

Let gr : Xr,I ! XI be the admissible blow-up of XI with respect to the ideal Hdgr , where the inverse
image ideal is generated locally by Hdg

p
r+1

. For any integer n with 1  n  r if I = [0, 1] and

1  n  a+ r if I = [p
a
, p

b
], let � = Hdg

pn�1
p�1 . Note that p

�
2 OXr,I .

Proposition 1.1.4. For I, r, n as above, the semiabelian scheme E ! Xr,I admits a canonical subgroupHn

of order pn. This is a finite, locally free subgroup scheme that satisfies the following properties:

1. Hn lifts kerFn modulo p/�,

2. For any ↵-adically complete admissible ⇤0

I
-algebraR, together with a morphism f : SpfR ! Xr,I ,

Hn(R) = {s 2 E [pn](R) | smod p/� 2 kerF
n},

3. Suppose Ln = E [pn]/Hn. Then !Ln is killed by � and we have !Ln ' !E/�!E ,

4. E [pn]/Hn ' H
_
n through the Weil pairing and it is étale over the adic generic fibre Xr,I of Xr,I .

Proof. For a proof of these facts about the canonical subgroup we refer the reader to [AIP18, Appendice
A].

Definition 1.1.2. For I, r, n as above define IGn,r,I ! Xr,I as the adic space classifying isomorphisms
Z/p

n
Z

⇠�! H
_
n . Define IGn,r,I ! Xr,I to be the normalisation ofXr,I in IGn,r,I .

Proposition 1.1.5. IGn,r,I ! Xr,I is an étale, Galois extension with Galois group (Z/pnZ)⇥. IGn,r,I !
Xr,I is well-defined, a finite morphism and is endowed with an action of (Z/pnZ)⇥.

Proof. The first statement is obvious. The second statement uses finiteness properties of relative normali-
sationof excellent rings. For the proofwe refer to [AIP18, Lemme3.2]. TheGalois actionof (Z/pnZ)⇥ on
IGn,r,I induces an action on IGn,r,I overXr,I by the universal property of relative normalisation.

1.2 Splitting of de Rham sheaf

In the following we put an overline on the names of objects (semiabelian schemes, sheaves, morphisms
etc.) to denote they are obtained by base change along the closed immersion i : XFp ,�! X. So we have
a morphism ⇡̄ : Ē ! XFp . Let !̄E := i

⇤
!E = !

Ē
. The Verschiebung V : Ē(p) ! Ē induces a map on

the Lie algebra Lie(V ) : !
_

Ē(p) ! !
_

Ē
which gives the Hasse invariantHa seen as an element in !⌦(p�1)

Ē
.

Denote by H̄E := i
⇤
HE . Let j : Xord

Fp
,�! XFp be the ordinary locus, which is the open subscheme where

Ha = OXFp .
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Let' : XFp ! XFp be the absolute Frobenius. The Frobenius induces a'-linear endomorphism of H̄E .

Proposition 1.2.1. Over the ordinary locusXord
Fp
, we have the unit root splitting which is a canonical splitting

 Frob : j
⇤
H̄E ! j

⇤
!̄E of the Hodge filtration that respects the Frobenius action. The kernel of  Frob is called the

unit root subspace. It is characterized by the property that it is stable under the Frobenius action and Frobenius
acts invertibly on it.

Proof. Suppose SpecR ⇢ XFp is a Zariski local chart for which !̄E and H̄E are trivial. Choose a basis
{e, f} of H̄E compatible with the Hodge filtration. With respect to such a basis we can write the matrix
of the Frobenius action on H̄E as follows.

Frob =

 
0 C

0 Ha

!

Here we abuse notation to writeHa for a generator ofHa obtained by evaluating the Hasse invariant at
the chosen generator of !̄E . For the change of basis of j⇤j⇤H̄E(R) = H̄E(R)[1/Ha], given by the matrix

P =

 
1 CHa

�1

0 1

!

the matrix of Frobenius becomes

P
�1FrobP =

 
0 0

0 Ha

!
.

That is, the basis of H̄E(R)[1/Ha] given by {e, (CHa
�1

)e+ f} satisfies the property that the matrix of
Frobenius with respect to it is P�1FrobP as above. Hence we have a splitting as claimed.

Consider the map  : H̄E ! j⇤j
⇤
H̄E

 Frob���! j⇤j
⇤
!̄E . Here the first arrow is the unit of the adjunc-

tion, which in local chart SpecR ⇢ XFp as in the above proof, is simply the inclusion of H̄E(R) in its
localization H̄E(R)[1/Ha]. Then let H̄0

E
:=  

�1
!̄E . The inclusion !̄E ! H̄

0

E
admits a retraction by  .

Lemma 1.2.1. The sheaf H̄0

E
sits in the following split exact sequence:

0 ! !̄E ! H̄
0

E ! Ha · !̄_

E ! 0 (1.1)

Proof. Choose a local chart SpecR as above. Explicitly, suppose e, f form an R-basis of H̄E such that
e spans !̄E and the image of f spans !̄_

E
. Also assume that the matrix of Frobenius with respect to this

basis is given as above. The map Frob : H̄E [1/Ha] ! !̄E [1/Ha] sends e 7! e and (CHa
�1

)e+ f 7! 0.
Then  (e) = e and  (f) = (Id � P )(f) = �CHa

�1
e. Now Ha is a uniformiser of the local ring

at any supersingular point. Moreover since the unit root splitting does not extend beyond the ordinary
locus,CHa

�1 does not belong to the local ring of any supersingular point. Thus �1
!̄E = Re�RHaf .

This proves the lemma.

Corollary 1.2.1. H̄0

E
= !̄E � Frob(H̄E), where by Frob(H̄E) we mean the OXFp -linear span of the image

of Frob.
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Proof. We note that by the proof of Lemma 1.2.1, on the local chart SpecR, we have �1
!̄E(R) = Re�

RHaf , which is the same asRe�R(Ce�Haf). NowR(Ce+Haf) = Frob(H̄E)(R). Hence locally
we have the splitting as claimed which then glues to give a global splitting since Frob(H̄E) is globally
defined.

In the following we will construct a locally free subsheafH0

E
⇢ HE overXr,I , together with the induced

Hodge filration, such that its reduction modulo a small power of p will give us the split exact sequence
(1.1).

Let i : XI/(p) ,�! XI be the base change ofXFp ,�! X to XI . Let i0 : Xr,I/(pHdg
�1

) ,�! Xr,I be the
closed subscheme defined by the ideal pHdg�1. Then we have a commutative diagram as follows:

Xr,I/(pHdg
�1

) Xr,I

XI/(p) XI

q

i0

gr

i

Definition 1.2.1. Define H0

E
to be the inverse image of Hdg · !_

E
under the projection HE ! !

_

E
, as

sheaves onXr,I .

We have the following commutative diagram.

0 !E H
0

E
Hdg · !_

E
0

0 !A HE !
_

E
0

=

Proposition 1.2.2. There is an isomorphism of OXr,I/(pHdg
�1

)
-modules i⇤

0
(Hdg · !_

E
)

⇠�! q
⇤
(Ha · !̄_

E
),

that commutes with the induced maps to !̄_

E
. (We abuse notation to denote q⇤!̄_

E
by !̄_

E
.)

i
⇤
0
(Hdg · !_

E
) q

⇤
(Ha · !̄_

E
)

!̄
_

E
!̄
_

E

⇠

=

Proof. Let !̃_

E
be the inverse image ofHa·!̄_

E
under themap!_

E
! i⇤!̄E as sheaves overXI . ThusZariski

locally overXI , !̃_

E
= gHdg!_

E
+ p!

_

E
for a local lift gHdg of a generator of the Hasse idealHa. Then we

note thatHdg ·!_

E
is the image of themap g⇤r !̃_

E
! g

⇤
r!

_

E
since pHdg�1 2 OXr,I . The natural surjective

map i⇤!̃_

E
! Ha · !̄_

E
induces by pullback a surjective map q⇤i⇤!̃_

E
= i

⇤
0
g
⇤
r !̃

_

E
! q

⇤
(Ha · !̄_

E
). We will

show that this map factors naturally as i⇤
0
g
⇤
r !̃

_

E
! i

⇤
0
(Hdg · !_

E
) ! q

⇤
(Ha · !̄_

E
). As surjective maps

between line bundles, the second arrow will be an isomorphism. This will be the desired isomorphism.

Choose a local chart SpfR = U ⇢ XI that trivializes!E . Let v be a generator of!_

E
over SpfR. Abusing

notation, denote by Hdg a generator of the ideal over SpfR. Then !̃_

E |U
= OUHdgv + OUpv. Thus
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there is a surjective map O2

U
! !̃

_

E |U
sending e1 7! Hdgv and e2 7! pv. Since w := i

⇤
(Hdgv) is a

basis ofHa · !̄_

E
over SpfR/(p), we have an isomorphismOi�1U ! Ha · !̄_

E |i�1U
, that sends e1 7! w.

Let V = g
�1
r U . Then we have a surjective mapM : O2

i
�1
0 V

! O
i
�1
0 V

given by e1 7! e1 and e2 7! 0

that induces the map i⇤
0
g
⇤
r !̃

_

E
! q

⇤
(Ha · !̄_

E
). On the other hand the image of g⇤r (Hdgv) is a basis for

Hdg!
_

E
. Then we have a surjective mapN : O2

V
! OV sending e1 7! e1 and e2 7! p

Hdg
e1 that induces

the surjection g⇤r !̃_

E
! Hdg!

_

E
. Now it’s obvious thatM = i

⇤
0
N .

Summarising the above, there is a surjective map f0 : O2

i
�1
0 V

! i
⇤
0
g
⇤
r !̃

_

E |i
�1
0 V

. There are isomorphisms

f1 : Oi
�1
0 V

⇠�! i
⇤
0
(Hdg ·!_

E
)
|i
�1
0 V

and f2 : Oi
�1
0 V

⇠�! q
⇤
(Ha · !̄_

E
)
|i
�1
0 V

. There is a mapM : O2

i
�1
0 V

!
O

i
�1
0 V

that induces the natural map i⇤
0
g
⇤
r !̃

_

E |i
�1
0 V

! q
⇤
(Ha · !̄_

E
)
|i
�1
0 V

with respect to f0 and f2. There
is a map i⇤

0
N : O2

i
�1
0 V

! O
i
�1
0 V

that induces the natural map i⇤
0
g
⇤
r !̃

_

E |i
�1
0 V

! i
⇤
0
(Hdg · !_

E
)
|i
�1
0 V

with
respect to f0 and f1. Moreover,M = i

⇤
0
N . This proves the proposition.

Proposition 1.2.3. The pullback of the exact sequence

0 ! !E ! H
0

E ! Hdg · !_

E ! 0

along i0 : Xr,I/(pHdg
�1

) ,�! Xr,I admits a canonical splitting induced by the splitting of (1.1).

Proof. This is immediate from Proposition 1.2.2.

1.3 p-adic interpolation of modular and de Rham sheaves

Henceforth fix n a positive integer. Fix I = [p
a
, p

b
] such that k0

I
is analytic on 1 + p

n�1
Zp and r such

thatHn is defined on Xr,I . Depending on the two cases I = [0, 1] or I = [p
a
, p

b
] for a, b 2 N, these

conditions are satisfied if

1. I = [0, 1], r � 2 if p 6= 2 and 2  n  r, or r � 4 if p = 2 and 4  n  r,

2. I = [p
a
, p

b
] with a, b 2 N, r � 1 and r + a � b+ 2 if p 6= 2 and b+ 2  n  a+ r, or r � 2

and r + a � b+ 4 if p = 2, and b+ 4  n  r + a.

In the article [AI21], the authors construct overconvergent modular and de Rham sheaves, denotedwk,I

andWk,I respectively for the universal character k : Z⇥

P
! ⇤I . These are coherent sheaves onXr,I that

interpolate!k

E
andSymk

HE for any classical characterk 2 Z. Moreover, letkf : (Z/qZ)⇥ ! Z
⇥
p ! ⇤

be the torsion part of the character, and setwf

k
:= h⇤OIGi,r,I [k

f
], where h : IG1,r,I ! Xr,I for p 6= 2

and h : IG2,r,I ! Xr,I for p = 2. Thenwk,I = w0

k,I
⌦̂wf

k
andWk,I = W

0

k,I
⌦̂wf

k
wherew0

k,I
is a line

bundle andW0

k,I
is the completion of a filtered direct limit of locally free sheaves.

The construction of the overconvergent modular sheaf is fairly natural and stems from the following
observation. Since !E is a line bundle, we can view its isomorphism class as an element ofH1

(X,Gm).
Now for any classical weight k, the k-th power !k

E
corresponds to the image of the class of !E under

the map induced by change of structural group H
1
(X,Gm)

k�! H
1
(X,Gm). Now to do the same for

a weight k that is analytic on an open subgroup 1 + p
n
Zp ⇢ Z

⇥
p , one has to consider the change of
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structural group map induced by k : 1 + p
n
Ga ! dGm. In particular, one has to work with elements of

H
1
(X, 1 + p

n
Ga). Now it is easy to see that the groupH1

(X, 1 + p
n
Ga) classifies line bundles L on

X together with an isomorphismOX/(p
n
)

⇠�! L /p
nL , in other words a ”marked section” modulo pn.

Thismotivates the study of vector bundles withmarked sections. What [AI21] shows is that over IGn,r,I ,
there is a line bundle ⌦E ⇢ !E , that is naturally constructed using the theory of canonical subgroups,
comes equipped with a marked section modulo p

n
Hdg

�pn

p�1 , and moreover coincides with !E over the
ordinary locus. Then the definition of !k

E
follows by the process described above. This construction

already appears in their previous works with other authors, and even for Hilbert modular forms. The
novelty of [AI21] is in using the theory of vector bundles with marked sections to construct a vector
bundle of rank 2, denotedH]

E
⇢ HE , and using it to define p-adic interpolation of the symmetric powers

of HE . These sheaves are then shown to be equipped with a connection r, coming from the Gauss-
Manin connection onHE , and they prove p-adic iteration ofr under some restrictions on the weight of
iteration and on k. However, the definition ofH]

E
looks ad hoc at first sight and that leads to complicated

computations in the proof of the existence of p-adic iteration ofr.

In this section, wewill show that in fact using our technique of the splitting of deRham sheaf as developed
in Section 1.2, the definition ofH]

E
becomes quite natural. Moreover, this added insight allows us to give a

new definition of the interpolation sheafWk,I which has better convergence properties for the iteration
ofr. In particular, proving p-adic iteration ofrwith this newdefinition ismuch simpler andwe can also
slightly relax the condition on the weight of iteration. The main theorem of this section is the following.

Theorem. For n, r, I as above, and k the universal weight onW0

I
, there are formal sheaves w0

k,I
andW0

k,I

on IGn,r,I . W
0

k,I
is equipped with an increasing filtration by locally free subsheaves FiliW0

k,I
, such that

Fil0W
0

k,I
= w0

k,I
. Moreover,W0

k,I
is the p-adic completion of lim�!i

FiliW
0

k,I
. If [0, 1] ⇢ I , then for any clas-

sical weightm 2 N which is a point ofW0

I
, we have canonical isomorphismsw0

k 7!m,I
[1/p] ' !

⌦m

E
[1/p] and

FilmW
0

k 7!m,I
[1/p] ' Sym

m
HE [1/p], where by k 7! m we mean specializing at the point corresponding to

the classical weightm.

Note that unlike [AI21] we do not define the interpolation sheaves over Xr,I , but rather over IGn,r,I .
This has been done primarily for simplicity, although one can define the interpolation sheaves overXr,I

even in our theory. See Remark 1.3.2 for further explanation.

1.3.1 Vector bundles with marked sections andmarked splitting

In this section we recall the general formalism of vector bundles with marked sections following [AI21,
§2]. We then define a subfunctor of a vector bundle with a marked section, which we call “vector bundle
with marked sections and a marked splitting” and show representability of this functor.

Let S be a formal scheme with an ideal of definition I which is invertible. Let i : S/I ,�! S be the
closed subscheme defined by the ideal I . Let FSchI

S
be the category of formal schemes f : T ! S

such that f�1I · OT is an invertible ideal in T .

Definition 1.3.1. A formal vector bundle of rank n is a formal vector group schemeX ! S which is
isomorphic toGn

a locally over S.

Definition 1.3.2. Let E be a locally free sheaf of rank n on S. The formal vector bundleV(E) of rank n
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is defined as the functor onFSchI
S

V(E)(t : T ! S) := E_
(T ) = HomOT (t

⇤E ,OT ).

Lemma 1.3.1. V(E) is representable by the formal scheme Spf \Sym
• E ! S, where the completion is with

respect to the I -adic topology. This formal scheme is a formal vector bundle of rank n. Moreover, the con-
travariant functorV defines an equivalence between locally free sheaves on S of constant rank and formal vector
bundles of finite rank over S, and the equivalence preserves the notion of rank.

Proof. [AI21, Lemma 2.2].

Let E be a locally free sheaf of rank n on S such that Ē := i
⇤E has sections s1, . . . , sm 2 �(S/I , Ē)

form  n, satisfying the following two properties:

1. The subsheaf Ē 0 ⇢ Ē generated by s1, . . . , sm is locally free,

2. Ē/Ē 0 is locally free.

Definition 1.3.3. Let E be a locally free sheaf with marked sections s1, . . . , sm as above. The formal
vector bundle with marked sectionsV

0
(E , s1, . . . , sm) is defined as the functor onFSchI

S

V0(E , s1, . . . , sm)(t : T ! S) := {f 2 V(E)(T ) | (f mod t⇤I )(t
⇤
si) = 1 8i}

Lemma1.3.2. V
0
(E , s1, . . . , sm) is represented by an open formal subscheme of an admissible formal blow-up

of V(E).

Proof. This is [AI21, Lemma2.4]. We recall the construction. s1, . . . , sm define an idealJ ⇢ Sym
• E/I

given byJ := (s1�1, . . . , sm�1). Let J̃ be the inverse image ofJ inO
\Sym

•
E
. LetB be the blow-

up ofV(E) along J̃ . Then take theI -adic completion of the open inBwhere the inverse image ideal of
J̃ coincides with the inverse image ideal ofI . Then as shown in loc. cit. this formal scheme represents
V0(E , s1, . . . , sm).

In local coordinates V
0
(E , s1, . . . , sm) can be described as follows. Let SpfR ⇢ S be an open which

trivializes E and I , and let Xi be a lift of si for all i and extend it to a basis of E . Then V(E)|Spf R =

SpfRhX1, . . . , Xni. ThenV0
(E , s1, . . . , sm)|Spf R is given by

SpfRh{Xi}ni=1ih{
Xi � 1

↵
}mi=1i ' SpfRh{Zi}mi=1, Xm+1, . . . , Xni

where ↵ is a generator for I , and the projection V
0
(E , s1, . . . , sm) ! V(E) corresponds to the ring

map that sendsXi 7! 1 + ↵Zi for 1  i  m andXi 7! Xi otherwise.

Let E be a locally free sheaf of rank nwith marked sections s1, . . . , sm as above. Suppose the short exact
sequence of locally free sheaves on S/I

0 ! Ē 0 ! Ē ! Ē/Ē 0 ! 0

admits a splitting  : Ē ! Ē 0. Here Ē 0 is the subsheaf generated by the si’s as above. LetQ := ker .
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Definition 1.3.4. Given a locally free sheafE onS of rankn, marked sections s1, . . . , sm, and a subsheaf
Q ⇢ Ē corresponding to a splitting as above, we define the vector bundle with marked sections and
marked splitting as the functor onFSchI

S

V0(E , s1, . . . , sm,Q)(t : T ! S) := {f 2 V0(E , s1, . . . , sm)(T ) | (f mod t⇤I )(t
⇤Q) = 0}

Lemma 1.3.3. V
0
(E , s1, . . . , sm,Q) is represented by an open formal subscheme of an admissible formal

blow-up of V
0
(E , s1, . . . , sm).

Proof. The subsheaf Q ⇢ Ē defines an ideal in Sym
• Ē , viz. Q Sym

• Ē . Let Q̃0 be the inverse im-
age of this ideal in \Sym

• E . If f : V
0
(E , s1, . . . , sm) ! V(E) is the projection, let Q̃ := f

�1Q̃0 ·
OV0(E,s1,...,sm) be the inverse image ideal inV

0
(E , s1, . . . , sm). Consider blow-up ofV

0
(E , s1, . . . , sm)

along Q̃. LetX be the I -adic completion of the open in this blow-up where the inverse image ideal of
Q̃ coincides with the inverse image of I . We claim thatX representsV

0
(E , s1, . . . , sm,Q).

To prove this, suppose t̃ : T ! X be a lift of t : T ! S. Then certainly t̃ defines a point of V(E) and
hence corresponds to an element f 2 HomOT (t

⇤E ,OT ). Moreover this satisfies (f mod t⇤I )(t
⇤
si) =

1. Since overX ,I coincides with Q̃, (f mod t⇤I ) kills t⇤Q. Conversely, to prove that for any element
f 2 HomOT (t

⇤E ,OT ) seen as a point ofV(E), that sends si 7! 1 and killsQmodulo t⇤I , there exists
a unique lift t̃ : T ! X , it will be enough to prove this when T = SpfR0 and t : T ! S factors through
an open SpfR ⇢ S where Ē 0, Ē and Ē/Ē 0 are locally free. In that case picking lifts Xi of si as in the
proof of Lemma 1.3.2 and lifts Ym+1, . . . , Yn of a basis ym+1, . . . , yn ofQ, we can write

X|Spf R ' SpfRh{Xi}mi=1{Yj}nj=m+1ih{
Xi � 1

↵
}mi=1{

Yj

↵
}nj=m+1i

' Rh{Zi}mi=1, {Wj}nj=m+1i

where the projectionX ! V
0
(E , s1, . . . , sm) corresponds to Zi 7! Zi and Yj 7! ↵Wj . Now t

⇤E =

�m

i=1
R

0
(t

⇤
Xi)

L
�n

j=m+1
R

0
(t

⇤
Yj). AnR0-linearmap f : t⇤E ! R

0 that satisfies f(Xi) = 1mod (↵)
and f(Yi) = 0mod (↵) can be written uniquely as

f =

mX

i=1

(1 + ↵ri)(t
⇤
Xi)

_
+

nX

j=m+1

↵qj(t
⇤
Yj)

_

for ri, qj 2 R
0. Then we can define a mapR0h{Zi}{Wj}i that sends Zi 7! ri andWj 7! qj for all i, j.

This determines a point t̃ 2 X(T ).

Lemma 1.3.4. The functor V
0
(E , s1, . . . , sm,Q) is functorial in tuples (E , s1, . . . , sm,Q), i.e. given a

map of locally free sheaves of equal rank ⇢ : E ! E 0, where E (resp. E 0) is equipped with marked sections
s1, . . . , sm (resp. s0

1
, . . . , s

0
m) and a subsheafQ (resp. Q0), corresponding to a marked splitting, if ⇢̄(si) = s

0
i

and ⇢̄(Q) ⇢ Q0, then there are natural transformations V
0
(E 0

, s
0
1
, . . . , s

0
m,Q0

) ! V
0
(E , s1, . . . , sm,Q)

and V
0
(E 0

, s
0
1
, . . . , s

0
m) ! V

0
(E , s1, . . . , sm) such that the following diagram commutes.

V
0
(E 0

, s
0
1
, . . . , s

0
m,Q0

) V
0
(E , s1, . . . , sm,Q)

V
0
(E 0

, s
0
1
, . . . , s

0
m) V

0
(E , s1, . . . , sm)
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Proof. Follows easily from the definition.

1.3.2 The sheaves⌦E andH]

E

The trivialization of H_
n over IGn,r,I induces an equality of groups H_

n (IGn,r,I) = H
_
n (IGn,r,I) '

Z/p
n
Z. Let P univ be the image of 1 2 Z/p

n
Z inH_

n (IGn,r,I). We have aOIGn,r,I -linear map

!E

H
_
n (IGn,r,I)⌦Z OIGn,r,I !Hn !E/p

n
Hdg

�
pn�1
p�1 !E .

dlog⌦1
⇠�!

Recall the definition of thedlogmap: a pointP 2 H
_
n (R)defines a group homomorphism�P : Hn,R !

Gm,R. Then dlog(P ) := �
⇤

P
(dt/t) where dt/t is the canonical differential ofGm.

Definition 1.3.5. Define⌦E to be the inverse image under !E ! !Hn of the image of dlog⌦1. We call
this the modified modular sheaf.

The cokernel of dlog⌦1 is killed byHdg
1

p�1 [AIP18, Proposition A.3]. Hence⌦E = Hdg
1

p�1!E is a line
bundle. There is a canonical isomorphism

H
_

n (IGn,r,I)⌦OIGn,r,I/p
n
Hdg

�pn

p�1
⇠�! ⌦E/p

n
Hdg

�pn

p�1 .

Let �n := p
n
Hdg

�pn

p�1 .

Letting s = dlog(P
univ

), we have a line bundlewith amarked section (⌦E , s). Thuswe have amorphism
of formal schemes ⌫ : V

0
(⌦E , s) ! IGn,r,I .

1.3.2.1 Formal group action onV
0
(⌦E , s)

The formal schemeV
0
(⌦E , s) carries an action of the formal groupT := 1+�nGa over IGn,r,I , which

realizes it as a torsor.

The action is described on points as follows. Let (⇢, f) 2 V
0
(⌦E , s)(R) be an R-valued point. Here

⇢ : SpfR ! IGn,r,I is a morphism of formal schemes, and f 2 HomR(⇢
⇤
⌦E , R). By definition

(f mod �n)(⇢⇤s) = 1. For any point t 2 1 + �nR, let t ⇤ (⇢, f) := (⇢, tf). Then clearly (⇢, tf)
defines an element ofV

0
(⌦E , s)(R).

On local coordinates this action can be described in the following manner. We choose local coordinates
as described in Lemma 1.3.2, i.e. pick a lift X of the marked section S over an open SpfR ⇢ IGn,r,I

that trivializes⌦E . Then we have the following cartesian diagram.

IGn,r,I V(⌦E) V
0
(⌦E , s)

SpfR SpfRhXi SpfRhZi
X 7!1+�nZ
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The action of T on Z is such that t ⇤ (1 + �nZ) = t(1 + �nZ). In other words, t ⇤ Z =
t�1

�n
+ tZ .

Recall we defined H
0

E
(Definition 1.2.1) as a locally free subsheaf of HE such that modulo pHdg

�1 the
induced Hodge filtration onH0

E
admits a canonical splitting.

Definition 1.3.6. DefineH]
E
:= Hdg

1
p�1H

0

E
. We call this the modified de Rham sheaf.

SinceHdg
1

p�1 is an invertible ideal,H]
E
is a locally free sheaf of rank 2 equipped with a Hodge filtration

as follows.
0 ! ⌦E ! H

]

E
! Hdg

p
p�1!

_

E ! 0

Moreover, this filtration splits upon pulling back via the closed immersion i : IGn,r,I/(pHdg
�1

) ,�!
IGn,r,I , and this splitting is induced by the splitting ofH0

E
.

Remark 1.3.1. We note that as modulesH]
E
(by our definition) is the same as that defined in [AI21]. How-

ever we have the added information about the splitting ofH]
E
in our case.

1.3.2.2 Functoriality

Consider the morphism F̃ : IGn,r+1,I ! IGn,r,I defined generically on the universal elliptic curve by
E 7! E 0 := E/H1. Let � : E ! E 0 be the projection and let �_ : E 0 ! E be its dual. Then �_ induces an
isomorphismHn(E 0

)
⇠�! Hn(E) over the generic fibre. This then induces an isomorphism⌦E

⇠�! ⌦E 0

sending the marked section of ⌦E to the marked section of ⌦E 0 . We note that Hdg
E 0 = Hdg

p

E
since �

reduces to the relative Frobenius modulo pHdg�1.

Lemma 1.3.5. There exists an r large enough such that the induced map (�
_
)
⇤ : HE ! HE 0 restricts to

a well-defined map (�_)⇤ : H]
E
! H

]

E 0 that sends marked sections to marked sections. Moreover, let Q ⇢
H
]

E
/pHdg

�(p+1)

E
be the kernel of the marked splitting, and let Q0 ⇢ H

]

E 0/pHdg
�(p+1)

E
be the same for E 0.

Then (�_)⇤ sendsQ toQ0.

Proof. Since (�_)⇤maps⌦E isomorphically onto⌦E 0 , it is enough to show that the inducedmapH]
E
/⌦E !

HE 0/⌦E 0 factors through the inclusionH]
E 0/⌦E 0 ,�! HE 0/⌦E 0 . We have a diagram as follows.

H
]

E 0/⌦E 0 Hdg

p2

p�1

E
!
_

E 0

H
]

E
/⌦E HE 0/⌦E 0 HE 0/!E 0 ' !

_

E 0

Hdg

p
p�1

E
!
_

E

(�
_
)
⇤

⇡

'

'

i

pHdg
�1+ p

p�1
E

Hdg

p2

p�1
E

The description of all the arrows above should be clear except perhaps the lower right diagonal arrow

Hdg

p
p�1

E
!
_

E
! HE 0/!E 0 ' !

_

E 0 . Let us explainwhat thismap looks like. Firstly, abstractly thismap is the

restriction of the map (�⇤)_ : !_

E
! !

_

E 0 to the submodule Hdg
p

p�1

E
!
_

E
. For a choice of local basis e of

19



!E , F̃ ⇤
e is a local basis of!E 0 . With respect to the dual basis e_ and (F̃ ⇤

e)
_ of!_

E
and!_

E 0 , themap (�⇤)_

is given by sending e_ 7! pHdg
�1

(F̃
⇤
e)

_. Hence with respect to the basis Hdg
p

p�1

E
e
_ and (F̃ ⇤

e)
_ of

Hdg

p
p�1

E
!
_

E
and !_

E 0 respectively, theOIGn,r+1,I -linear map (�⇤)_ can be described as multiplication by
pHdg

�1+
p

p�1 .

Let Hdg = HdgE in this proof. Since multiplication by pHdg�1+
p

p�1 is injective, we see that the im-
age of H]

E
/⌦E under (�_)⇤ does not intersect !E 0/⌦E 0 . We first show that ⇡ � (�

_
)
⇤ factors through

Hdg
p2

p�1!
_

E 0 . For this it is enough to show that pHdg�1+
p

p�1 ⇢ Hdg
p2

p�1 , i.e. pHdg�(p+1) ⇢ OIGn,r+1,I

which can be ensured by choosing large enough r. This proves that the map (�_)⇤� i
�1 �⇡ � (�_)⇤ fac-

tors through !E 0/⌦E 0 which is a torsion module killed byHdg
p

p�1 . Now sinceH]
E
= ⌦E +Hdg

p
p�1HE ,

the difference (�_)⇤ � i
�1 � ⇡ � (�_)⇤ = 0. This proves the first claim.

The second claim follows from a local computation. Choose an open affine SpfR = U ⇢ XI such that
HE admits a basis {e, f} over U with e a basis of !E . Let {ē, f̄} be their image over SpfR/p. The unit
root subspace is generated by a vector v̄ = C̄ē + Haf̄ for some C̄ 2 R/p. Let ' : R/p ! R/p be
the Frobenius. With respect to the basis {ē, f̄} ofH

Ē
and {ē(p) := '

⇤
(ē), f̄

(p) := '
⇤
(f̄)} ofH

Ē(p) , the
matrix of Verschiebung V : H

Ē
! H

Ē(p) can be written as

V =

 
Ha B̄

0 0

!
.

Since Verschiebung kills the unit root subspace, V (C̄ē + Haf̄) = (C̄Ha + B̄Ha)ē = 0. This shows
that B̄ = �C̄ . Let SpfRn,r+1 ⇢ IGn,r+1,I (resp. SpfRn,r ⇢ IGn,r,I ) be the inverse image of U in
IGn,r+1,I (resp. IGn,r,I ). Then as discussed in §1.2,H0

E
over IGn,r+1,I is generated by the pullback of

e and a lift v = Ce + Hdgf of v̄. For notational simplicity we will write these sections as {e, v} still.
Similarly, H0

E 0 is generated by pulling back via F̃ : SpfRn,r+1 ! SpfRn,r the pullbacks of e and v to
SpfRn,r . We will write these as {F̃ ⇤

e, F̃
⇤
v}. Then with respect to {e, v} and {F̃ ⇤

e, F̃
⇤
v} the matrix

of (�_)⇤ can be described as

(�
_
)
⇤
=

 
1 �F̃

⇤
(CHdg

�1
)

0 F̃
⇤
(Hdg

�1
)

!
·
 
Hdg B

0 pHdg
�1

!
·
 
1 C

0 Hdg

!

=

 
Hdg CHdg +BHdg � pF̃

⇤
(C)Hdg

�p

0 pHdg
�p

!
.

Here B is a lift of B̄ modulo pHdg�1. Therefore with respect to the basis {Hdg
1

p�1 e,Hdg
1

p�1 v} and
{Hdg

p
p�1 F̃

⇤
e,Hdg

p
p�1 F̃

⇤
v}, the matrix of (�_)⇤ : H]

E
! H

]

E 0 is written as

(�
_
)
⇤
=

 
1 C +B � pF̃

⇤
(C)Hdg

�(p+1)

0 pHdg
�(p+1)

!
.

This proves the second claim of the lemma.
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Definition 1.3.7. LetH]
E
,⌦E , s be the modified de Rham sheaf, modified modular sheaf and its marked

section respectively. LetQ ⇢ H
]

E
/pHdg

�p2

p�1 be the kernel of the marked splitting  : H
]

E
/pHdg

�p2

p�1 !

⌦E/pHdg
�p2

p�1 . We call themarked splitting as themodified unit root splitting andQ themodified unit
root subspace.

We remark that by Lemma 1.3.5 the modified unit root subspace is functorial for �_ : E 0 ! E .

Recall the notation �n = p
n
Hdg

�pn

p�1 . Let ⌘ := pHdg
�p2

p�1 .

Associated to the data of (H]
E
, s,Q) we can define a formal vector bundle with marked section and

marked splittingV
0
(H

]

E
, s,Q) as the functor onFSch(↵)

IGn,r,I
whose points are

V0(H
]

E
, s,Q)(t : T ! IGn,r,I) :=

n
f 2 HomOT (t

⇤
H
]

E
,OT ) | (f mod �n)(t⇤s) = 1,

(f mod ⌘)(t⇤Q) = 0

o

A slight modification of the proof of Lemma 1.3.3 shows thatV
0
(H

]

E
, s,Q) is representable by a formal

scheme which is obtained as an open in a formal admissible blow-up ofV
0
(H

]

E
, s).

Let ⇢ : V
0
(H

]

E
, s,Q) ! IGn,r,I be the projection.

1.3.2.3 Formal group action onV
0
(H

]

E
, s,Q)

The formal schemeV
0
(H

]

E
, s,Q) carries an action of the formal groupT = 1+�nGa over IGn,r,I that

is compatible with the action of T on V
0
(⌦E , s), i.e. the natural map V

0
(H

]

E
, s,Q) ! V

0
(⌦E , s) that

we get by composing the projection V
0
(H

]

E
, s,Q) ! V

0
(H

]

E
, s) with the natural map V

0
(H

]

E
, s) !

V
0
(⌦E , s) of Lemma 1.3.4, commutes with the action of T.

This action is defined on points as follows. Let (�, f) 2 V
0
(H

]

E
, s,Q)(R) be an R-valued point. Here

� : SpfR ! IGn,r,I is a morphism of formal schemes, and f 2 HomR(�
⇤
H
]

E
, R). By definition,

(f mod �n)(�⇤s) = 1 and (f mod ⌘)(�⇤Q) = 0. For any point t 2 1 + �nR, let t ⇤ (�, f) := (�, tf).
Then clearly (�, tf) defines a point ofV

0
(H

]

E
, s,Q)(R).

We now give a description of this action in terms of local coordinates. Choose an open SpfR ⇢ IGn,r,I

such that we have a basis {X,Y } of H]
E |Spf R withX 2 ⌦E |Spf R being a lift of s and Y being a lift of a

generator ofQ|Spf R/⌘ . Then we have the following Cartesian diagram.

IGn,r,I V(H
]

E
) V

0
(H

]

E
, s) V

0
(H

]

E
, s,Q)

SpfR SpfRhX,Y i SpfRhZ, Y i SpfRhZ,W i
X 7!1+�nZ Y 7!⌘W

In terms of these local coordinates, t 2 T(R) acts via t ⇤ Z =
t�1

�n
+ tZ , and t ⇤W = tW .
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Remark 1.3.2. In the following subsection we will define the p-adic interpolation sheavesw0

k,I
andW0

k,I

over IGn,r,I . There is an action of the group Z
⇥
p on IGn,r,I over Xr,I . The T action on V

0
(⌦E , s)

and on V
0
(H

]

E
, s,Q) can be extended to an action of Text := Z

⇥
p (1 + �nGa) on the aforementioned

formal schemes overXr,I . For the case ofV0
(⌦E , s), this has already been discussed in [AI21, §3.2]. For

V
0
(H

]

E
, s,Q) it is similar to the action ofText onV

0
(H

]

E
, s) as discussed in loc. cit. §3.3.1. It is necessary

to consider this action to define p-adic interpolation of modular and de Rham sheaves over Xr,I rather
than over IGn,r,I . Namely, the authors in loc. cit. define w0

k,I
as a line bundle over Xr,I by taking the

k-invariants for the action of Z⇥
p on the sheaf w0

k,I
over IGn,r,I . Similarly one should define a sheaf

W
0

k,I
overXr,I by taking the k-invariants ofW0

k,I
for the action ofZ⇥

p . Using this one can show that the
construction ofw0

k,I
andW0

k,I
does not depend on the choice ofn and is functorial with respect to r and

I . But for the purpose of this chapter, which is to prove convergence of p-adic iteration of the Gauss-
Manin connection on the generic fibre, it is not necessary to construct the p-adic interpolation sheaves
over Xr,I , and it will be sufficient to work over IGn,r,I . The efficacy of using V0

(H
]

E
, s,Q) instead of

V
0
(H

]

E
, s)will already be evident in constructing the Gauss-Manin connection over IGn,r,I . Hence we

ignore the residual action of Z⇥
p . However we will discuss these issues in the next chapter when we deal

with Hilbert modular forms.

1.3.3 p-adic interpolation of⌦E andH]

E

Let n, r, I be as fixed in the beginning of the section. Recall we have projections ⇢ : V
0
(H

]

E
, s,Q) !

IGn,r,I and ⌫ : V0
(⌦E , s) ! IGn,r,I .

Definition 1.3.8. For k = k
0

I
: Z

⇥
p ! ⇤

0

I
the universal character overW0

I
, define

w0

k,I
:= ⌫⇤OV0(⌦E ,s)

[k].

These are all functions f 2 ⌫⇤OV0(⌦E ,s)
such that t ⇤ f = k(t)f for all t 2 T.

Recall the description of V
0
(⌦E , s) in local coordinates as described in §1.3.2.1. Over an open SpfR ⇢

IGn,r,I that trivializes ⌦E , V0
(⌦E , s)|Spf R ' SpfRhZi. The action of T on Z is given by t ⇤ Z =

t�1

�n
+ tZ . Note that since k is analytic on 1 + �nGa, k(1 + �nZ) is an element ofRhZi.

Proposition 1.3.1. For SpfR ⇢ IGn,r,I as above, w0

k,I |Spf R
= R · k(1 + �nZ). In particular, w0

k,I
is a

line bundle.

Proof. This is [AI21, Lemma 3.9].

Definition 1.3.9. For k = k
0

I
, define

W
0

k,I
:= ⇢⇤OV0(H

]
E
,s,Q)

[k].

These are all functions f 2 ⇢⇤OV0(H
]
E
,s,Q)

satisfying t ⇤ f = k(t)f for all t 2 T.
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Recall from §1.3.2.3 the description of V
0
(H

]

E
, s,Q) in local coordinates. Choose an open SpfR ⇢

IGn,r,I such that we have a basis {X,Y } of H]
E |Spf R with X 2 ⌦E |Spf R being a lift of s and Y be-

ing a lift of a generator of Q|Spf R/⌘ . Then V
0
(H

]

E
, s,Q)|Spf R ' SpfRhZ,W i with the projection

V
0
(H

]

E
, s,Q)|Spf R ! V(H

]

E
)|Spf R ' SpfRhX,Y i being given byX 7! 1 + �nZ and Y 7! ⌘W .

Proposition 1.3.2. For SpfR ⇢ IGn,r,I as above,W0

k,I |Spf R
= Rh W

1+�nZ
i · k(1 + �nZ). In particular,

W
0

k,I
is the p-adic completion of a direct limit of locally free sheaves.

Proof. Let W̃(R) := Rh W

1+�nZ
i · k(1 + �nZ). Certainly W̃(R) ⇢ W

0

k,I |Spf R
. In order to prove the

converse it will be sufficient to proveRhZ,W iT(R)
= Rh W

1+�nZ
i, since k(1+�nZ) 2 RhZ,W i⇥. Let

V =
W

1+�nZ
. We note first that the inclusion RhZ, V i ! RhZ,W i is an isomorphism of topological

rings. Suppose f 2 RhZ, V iT(R). Write f =
P

i�0
bi(Z)V

i with bi(Z) 2 RhZi. Then since t⇤ f = f

for all t 2 T(R), we have bi(Z) = bi(t ⇤ Z) for all i. Write t = 1 + �na for a 2 R. Then we
have bi(Z) = bi(a + tZ) for any a 2 R. Letting Z = 0, bi(0) = bi(a) for any a 2 R. By the
Weierstrass preparation theorem, this implies that bi 2 R. Thus f =

P
i
biV

i 2 RhV i. This proves the
proposition.

Lemma 1.3.6. Let f0 : V0
(H

]

E
, s,Q) ! V

0
(⌦E , s) be the projection. There is an increasing filtration

{Fili}i�0 on f0⇤OV0(H
]
E
,s,Q)

withFil0(f0⇤OV0(H
]
E
,s,Q)

) = OV0(⌦E ,s)
. On local coordinates, ifV

0
(⌦E , s)|Spf R =

SpfRhZi and V
0
(H

]

E
, s,Q)

|Spf R = SpfRhZ,W i, then

Filn(f0⇤OV0(H
]
E
,s,Q)

)|Spf R =

nX

i=0

RhZiW i
.

Proof. We only need to show that the description in local coordinate glues. This is obvious for Fil0
by definition. Suppose {X,Y } and {X 0

, Y
0} be two bases of H]

E |Spf R with X,X
0 being lifts of s and

Y, Y
0 being lifts of a generator ofQ|Spf R/⌘ . Then these choices give two local coordinate description of

V
0
(H

]

E
, s,Q)

|Spf R, viz. RhZ,W i ' V
0
(H

]

E
, s,Q)

|Spf R ' RhZ 0
,W

0i with Z =
X�1

�n
and W =

Y

⌘

and similarly for Z 0
,W

0. Since every filtration contains Fil0, we can assume without loss of generality
thatX = X

0. Then Y 0
= uY + a⌘X for some u 2 R

⇥ and a 2 R. The isomorphism RhZ,W 0i ⇠�!
RhZ,W i is then given byW 0 7! uW + a(1 + �nZ). Clearly this isomorphism respects the filtration
on both sides.

Theorem 1.3.1. The T action on ⇢⇤OV0(H
]
E
,s,Q)

is compatible with the filtration on ⇢⇤OV0(H
]
E
,s,Q)

induced

from the one defined in Lemma 1.3.6 via pushforward. Then letting FiliW0

k,I
=
�
Fili(⇢⇤OV0(H

]
E
,s,Q)

)
�
[k],

we have an increasing filtration ofW0

k,I
by locally free sheaves.

Moreover,W0

k,I
= lim�!i

\FiliW
0

k,I
.

We have Fil0W0

k,I
= w0

k,I
, andGriW

0

k,I
' w0

k,I
⌦̂(Hdg/⌘)

i
!
�2i

E
.
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If [0, 1] ⇢ I , then for any classical weight m 2 N which is a point of W0

I
, specializing at this point gives an

isomorphism of sheaves
Sym

m
HE [1/p] ' FilmW

0

k 7!m,I
[1/p].

over the generic fibre IGn,r,I ⇥k 7!m

W0
I

SpfQp, that preserves filtration on both sides considering the Hodge filtra-
tion on the left.

Proof. All of the statements follows immediately from the local description of W0

k,I
as in Proposition

1.3.2. For instance FilnW0

k,I |Spf R
=
P

n

i=0
R · k(1 + �nZ) · V i with V =

W

1+�nZ
as in the proof of

the Proposition. The last claim follows by observing that HE [1/p] = H
]

E
[1/p] and then using the local

description of FiliW0

k,I
.

1.4 p-adic iteration of the Gauss-Manin connection

In this section we will define iteration of Gauss-Manin connection for analytic weights.

1.4.1 Gauss-Manin connection onH
]

E

Let IG0

n,r,I
! IGn,r,I be the morphism classifying isomorphisms (Z/pnZ)2 ' E [pn]. Let IG0

n,r,I

be the normalization of IGn,r,I in IG0

n,r,I
. Then [AI21, Proposition A.3] shows that the Gauss-Manin

connectionr : HE ! HE⌦̂⌦
1

IG0

n,r,I/⇤
0
I
induces a connectionr : H

]

E
! H

]

E
⌦̂⌦

1

IG0

n,r,I/⇤
0
I
overIG0

n,r,I

such that themarked section is horizontal forrmodulo�n. In this sectionwewill show that themodified
unit root subspace Q is also horizontal for r mod ⌘. This will be necessary to apply Grothendieck’s
formalism of connections in our setting by using Lemma 1.3.4.

Lemma1.4.1. TheGauss-Manin connectionr : HE ! HE⌦̂⌦
1

IG0

n,r,I/⇤
0
I
restricts to a connectionr : H

]

E
!

H
]

E
⌦̂⌦

1

IG0

n,r,I/⇤
0
I
such that (r mod �n)(s) = 0 and (r mod ⌘)(Q) ⇢ Q⌦⌦

1

IG0

n,r,I/⇤
0
I
/(⌘). In particular,

if t 2 Q is a local generator ofQ that has been obtained as a pullback under the projection IG0

n,r,I
! IGn,r,I

of a local generator ofQ over IGn,r,I , then (r mod ⌘)(t) = 0.

Proof. Let SpfR ⇢ IGn,r,I be an open that trivializes HE and which is the inverse image of an open
affine SpfR0 in Xr,I . Also assume that Hdg

1
p�1 is trivialized over SpfR. Let {!, ⇣} be a basis of HE

over SpfR which is a pullback of a basis from SpfR0. So hoping to not cause much confusion, we will
often pretend that{!, ⇣} lives overXr,I . Then as shown in the proof of Lemma1.3.5, there existsC 2 R0

and a choice of a generator ofHdg
1

p�1 (to be also denoted byHdg
1

p�1 by an abuse of notation) such that
e := Hdg

1
p�1! is a lift of the marked section s and f := Ce + Hdg

p
p�1 ⇣ is a lift of a generator of the

modified unit root subspaceQ. Suppose

r(!) = ! ⌦m✓ + ⇣ ⌦ ✓, r(⇣) = ! ⌦ q✓ + ⇣ ⌦ r✓.

Here ✓ = KS(!, ⇣) is the Kodaira-Spencer element associated to the basis {!, ⇣}. Since {!, ⇣} is a
basis over SpfR0, ✓ is a basis of⌦1

Xr,I/⇤
0
I
.
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It is shown in [AI21, Proposition A.3] that the restriction ofr to⌦E factors through pnHE⌦̂⌦
1

IG0

n,r,I/⇤
0
I
.

Let SpfR0 ⇢ IG0

n,r,I
be the inverse image of SpfR. Then over SpfR0 we have

r(e) = ! ⌦
✓
mHdg✓ + dHdg

1
p�1

◆
+ ⇣ ⌦Hdg

1
p�1 ✓.

This implies by the above fact that ✓ 2 p
n
Hdg

�1
p�1⌦

1

R0/⇤
0
I
, or in other words the image of ⌦1

R/⇤
0
I
!

⌦
1

R0/⇤
0
I
lies in p

n
Hdg

�1
p�1⌦

1

R0/⇤
0
I
. This in fact shows why r : HE ! HE⌦̂⌦

1

IG0

n,r,I/⇤
0
I
restricts to a

connectionr : H
]

E
! H

]

E
⌦̂⌦

1

IG0

n,r,I/⇤
0
I
. Rewriting the connection onH]

E
in terms of the local basis we

have the following equations.

r(e) = r(Hdg
1

p�1!) = Hdg
1

p�1! ⌦
✓
m✓ +

dHdg

(p� 1)Hdg
� C✓

Hdg

◆
+ (Ce+Hdg

p
p�1 ⇣)⌦ ✓

Hdg

= e⌦
✓
m✓ +

dHdg

(p� 1)Hdg
� C✓

Hdg

◆
+ f ⌦ ✓

Hdg
.

(1.2)

r(f) = r(Ce+Hdg
p

p�1 ⇣)

= e⌦
 
dC + qHdg✓ +mC✓ � C

2
✓

Hdg
� CdHdg

Hdg

!
+ f ⌦

✓
C✓

Hdg
+

pdHdg

(p� 1)Hdg

◆
.

(1.3)

Since both C andHdg are defined over Xr,I , this shows thatr(f) = 0mod ⌘. This proves the lemma.

1.4.2 Gauss-Manin connection on ⇢⇤OV0(H
]
E
,s,Q)

Wemake the observation that⌦1

(IG0

n,r,I/(�n))/⇤
0
I
' ⌦

1

IGn,r,I/⇤
0
I
/(�n) and similarly⌦1

(IG0

n,r,I/(⌘))/⇤
0
I
'

⌦
1

IGn,r,I/⇤
0
I
/(⌘). This follows from noting that d�n 2 �n⌦

1

IG0

n,r,I/⇤
0
I
and d⌘ 2 ⌘⌦

1

IG0

n,r,I/⇤
0
I
.

Let P(1)

IG0

n,r,I/⇤
0
I
be the first infinitesimal neighbourhood of the diagonal embedding � : IG0

n,r,I
,�!

IG0

n,r,I
⇥W0

I
IG0

n,r,I
. Letpi : P(1)

IG0

n,r,I/⇤
0
I
! IG0

n,r,I
be the twoprojections for i = 1, 2. Grothendieck’s

formalism of connection as discussed for example in [BO15, §2], allows us to view the connectionr on
H
]

E
as an isomorphism ✏

] : p
⇤
2
H
]

E

⇠�! p
⇤
1
H
]

E
of locally free sheaves over P(1)

IG0

n,r,I/⇤
0
I
. This ✏] is charac-

terised by the properties that�⇤
✏
]
= id,r(x) = ✏

]
(1 ⌦ x) � x ⌦ 1 and it satisfies a suitable cocycle

condition with respect to the three possible pullbacks of ✏] to IG0

n,r,I
⇥W0

I
IG0

n,r,I
⇥W0

I
IG0

n,r,I
.

The observation made in the previous paragraph implies that p⇤
1
�n = p

⇤
2
�n and p

⇤
1
⌘ = p

⇤
2
⌘ as ideal

sheaves on P(1)

IG0

n,r,I/⇤
0
I
. Thus without any confusion we will write them as �n and ⌘ respectively. Then

Lemma 1.4.1 implies that ✏] : p⇤
2
H
]

E

⇠�! p
⇤
1
H
]

E
is an isomorphism of locally free sheaves satisfying

(✏
] mod �n)(p⇤2s) = p

⇤

1s, (✏
] mod ⌘)(p⇤2Q) = p

⇤

1Q.
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Therefore we have an isomorphism

✏0 :

⇣
p
⇤

1V0(H
]

E
, s,Q) ' V0(p

⇤

1H
]

E
, p

⇤

1s, p
⇤

1Q)

⌘
⇠�!
⇣
V0(p

⇤

2H
]

E
, p

⇤

2s, p
⇤

2Q) ' p
⇤

2V0(H
]

E
, s,Q)

⌘

by Lemma 1.3.4, such that�⇤
✏0 = id. Moreover we have a commutative diagram as follows.

p
⇤
1
V
0
(H

]

E
, s,Q) p

⇤
2
V
0
(H

]

E
, s,Q)

p
⇤
1
V(H

]

E
) p

⇤
2
V(H

]

E
)

✏

✏0

Letting ⇢ : V
0
(H

]

E
, s,Q) ! IG0

n,r,I
, and g : V(H]

E
) ! IG0

n,r,I
, we have isomorphism of sheaves over

P(1)

IG0

n,r,I/⇤
0
I
as follows.

p
⇤
2
⇢⇤OV0(H

]
E
,s,Q)

p
⇤
1
⇢⇤OV0(H

]
E
,s,Q)

p
⇤
2
g⇤OV(H

]
E
)

p
⇤
1
g⇤OV(H

]
E
)

✏
]
0

✏
]

Here ✏] is induced by the ✏] onH]
E
⇢ g⇤OV(H

]
E
)
. Hence in particular ✏] on g⇤OV(H

]
E
)
satisfies the cocycle

condition and so does ✏]
0
. Thus ✏]

0
corresponds to a connection on ⇢⇤OV0(H

]
E
,s,Q)

. We will study this
connection in local coordinates to define the connection onW0

k,I
.

1.4.3 Gauss-Manin connection onW
0

k,I

Let SpfR0 ⇢ IG0

n,r,I
be an open affine as in the proof of Lemma 1.4.1, and let {e, f} be a basis ofH]

E
as

in that proof. Let I(�) := ker(R
0⌦̂

⇤
0
I
R

0 mult��! R
0
). Let R(1)

= R
0⌦̂

⇤
0
I
R

0
/I(�)

2. Then with respect
to the basis {1⌦ e, 1⌦ f} and {e⌦ 1, f ⌦ 1} we can write the matrix of ✏] : p⇤

2
H
]

E
! p

⇤
1
H
]

E
as

✏
]
=

 
a b

c d

!
.

Since �⇤
✏
]
= id, we see that a, d 2 1 + I(�) and b, c 2 I(�). Moreover, letting a0 = a � 1 and

d0 = d� 1, we have a2
0
= d

2

0
= b

2
= c

2
= 0. Using Equation (1.2) we see that c ·Hdg = ✓.

Recall, since k is analytic on 1 + �nGa, there exists a unique element uk 2 p
1�n

⇤
0

I
such that k(t) =

exp(uk log(t)) for any t 2 1 + �nGa.

Theorem 1.4.1. There is an integrable connection onW0

k,I

rk : W
0

k,I
! W

0

k,I
⌦̂⌦

1

IGn,r,I
[1/↵]
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which satisfies Griffiths’ transversality for the filtration Fili onW0

k,I
defined on Theorem 1.3.1. Moreover the

induced linear map on the graded pieces

Grm(rk) : GrmW
0

k,I
! Grm+1W

0

k,I
⌦̂⌦

1

IGn,r,I/⇤
0
I
[1/↵]

is an isomorphism times (uk �m).

Proof. By the previous section, we have an isomorphism ✏
]

0
: p

⇤
2
⇢⇤OV0(H

]
E
,s,Q)

! p
⇤
1
⇢⇤OV0(H

]
E
,s,Q)

that
induces a connection on ⇢⇤OV0(H

]
E
,s,Q)

. Its restriction toW0

k,I
will giverk .

Writing ⇢⇤OV0(H
]
E
,s,Q)

|Spf R0

= R
0hZ,W i, we have W0

k,I |Spf R0
= R

0hV i · k(1 + �nZ) with V =

W

1+�nZ
. Thus to describe the connection onW0

k,I
it will be enough to describe ✏]

0
on V and (1 + �nZ).

We have

✏
]

0
(V ) = ⌘

�1
(b+ ⌘dV )(a+ ⌘cV )

�1
, ✏

]

0
(1 + �nZ) = (a+ ⌘cV )(1 + �nZ).

From this one can deduce the following formula forrk(x) = ✏
]

0
(1⌦ x)� x⌦ 1.

rk

�
V

m · k(1 + �nZ)
�
=
�
mV

m�1 ⌦ b⌘
�1

+ (uk �m)V
m ⌦ a0

+mV
m ⌦ d0 + ⌘(uk �m)V

m+1 ⌦ c
� �

k(1 + �nZ)⌦ 1
� (1.4)

The first part of the theorem follows by noting that the natural map ⌦
1

IGn,r,I/⇤
0
I
! ⌦

1

IG0

n,r,I/⇤
0
I
is an

isomorphism on the generic fibre, since IG0

n,r,I
! IGn,r,I is étale. The second statement follows be-

cause c · Hdg = ✓ is the Kodaira-Spencer element, which is a generator of ⌦1

IGn,r,I/⇤
0
I
[1/↵] since

IGn,r,I ! Xr,I is étale.

1.4.4 The U operator

Consider the morphisms p1, p2 : IGn,r+1,I ! IGn,r,I defined generically by sending E 7! E and
E 7! E/H1 respectively. Here p2 is the same as F̃ in §1.3.2.2. Let � : E ! E 0

= E/H1 be the projection
and let �_ : E 0 ! E be its dual. The map p2 is finite flat of degree p on the generic fibre and so induces
a well-defined trace mapTr: p2⇤OIGn,r+1,I ! OIGn,r,I .

Proposition 1.4.1. There is a morphism U : p2⇤p
⇤
1
W

0

k,I
! p2⇤p

⇤
2
W

0

k,I
induced by the isogeny �_ that

commutes with the Gauss-Manin connection and preserves the filtration on both sides.

Proof. The morphism �
_ induces a map p⇤

1
H
]

E
! p

⇤
2
H
]

E
as described in Lemma 1.3.5, which sends the

marked section to the marked section and the modified unit root subspace to the modified unit root
subspace. Then by Lemma 1.3.4 we get a morphism p

⇤
2
V
0
(H

]

E
, s,Q) ! p

⇤
1
V
0
(H

]

E
, s,Q). The required

map U is obtained by taking k-invariants for the T-action on the induced map on the structure sheaves.

Definition 1.4.1. The U operator is defined on the global sections ofW0

k,I
as the composition

U : H
0
(IGn,r,I ,W

0

k,I
)

U�p
⇤

1���! H
0
(IGn,r,I , p2⇤p

⇤

2W
0

k,I
)

1
pTr��! H

0
(IGn,r,I ,W

0

k,I
)[1/p].
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1.4.5 p-adic iteration ofr
In this section we will iterate the Gauss-Manin connection defined above for analytic weights. Sincerk

maps W0

k,I
[1/p] ! W

0

k+2,I
[1/p], and we are interested in iterating the connection, for simplicity of

notation we will writer instead ofrk . The strategy is the same as in [AI21]. We first study the rate of
convergence of r on the ordinary locus. Here it will be evident that based on our definition of W0

k,I
,

and in particular due to working with V
0
(H

]

E
, s,Q) instead of V

0
(H

]

E
, s), r will converge faster than

in loc. cit. This will simplify computations to a great extent. In particular, one can completely avoid the
extremely complicated computations of [AI21, Proposition 3.41]. Then we will define the iteration ofr
on a p-depleted overconvergent form by first defining the iteration on the ordinary locus, and then using
a trick similar to [AI21, Proposition 4.11] to prove overconvergence of the resulting modular form.

1.4.5.1 rk on q-expansions

We are going to study the effect ofr on q-expansions. Let E = Tate(qN ) be the Tate curve over R =

⇤
0

I
((q)). Fix the canonical basis (!can, ⌘can = r(@)(!can)) of H]E = H

1

dR(E/R). Here @ = q
d

dq
is

Serre’s differential operator. With respect to this basis, the matrix ofr is given by

r =

 
0 0

dq/q 0

!
.

LetW0

k,I
(q) be the pullback ofW0

k,I
to SpfR via the structure morphism definingE. ThenW0

k,I
(q) =

RhV i · k(1 + p
n
Z). Then it follows from Equation (1.4) that for any a 2 R,

r(aV
h
(1 + p

n
Z)

k
) = @(a)V

h
(1 + p

n
Z)

k+2
+ p(uk � h)V

h+1
(1 + p

n
Z)

k+2
. (1.5)

Let Vk,h = V
h
(1 + p

n
Z)

k .

Lemma 1.4.2. Let g(q) 2 R andN � 1. Then we can write

rN
�
g(q)Vk,h

�
=

NX

j=0

p
j
aN,k,h,j@

N�j
(g(q))Vk+2N,h+j .

We have aN,k,h,0 = 1 and for j � 1,

aN,k,h,j =

✓
N

j

◆ j�1Y

i=1

(uk � h+N � 1� i).

Proof. We prove the formula for aN,k,h,j by induction on N . For N = 1 the statement follows from
Equation (1.5). Assume the statement is true forN = n. For j = 0 or j = n + 1, the statement is also
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clear. So we assume that 0 < j < n+ 1. In this case Equation (1.5) again gives

an+1,k,h,j = an,k,h,j + (uk � h+ n+ n� j + 1)an,k,h,j�1

=

2

4 n!

(n� j)!(j � 1)!

j�2Y

i=1

(uk � h+ n� 1� i)

3

5

(uk � h+ n� j)

j
+

(uk � h+ n+ n� j + 1)

n� j + 1

�

=

2

4 n!

(n� j)!(j � 1)!

j�2Y

i=1

(uk � h+ n� 1� i)

3

5 (n+ 1)(uk � h+ n)

=

✓
n+ 1

j

◆ j�1Y

i=1

(uk � h+ n+ 1� 1� i).

This proves the formula.

LetW0
(k) :=

P
n�0

W
0

k+2n,I
andW0 := ⇢⇤OV0(H

]
E
,s,Q)

where we recall ⇢ : V
0
(H

]

E
, s,Q) ! IGn,r,I

is the projection.

Corollary 1.4.1. For any g 2 H
0
(IGord

n,I
,W

0

k
)
U=0, and k = exp(uk log(t)) for all t 2 1 + p

n
Zp, with

uk 2 ⇤
0

I
, we have

(rp�1 � id)(g) 2 pH
0
(IGord

n,I
,W

0
) \H

0
(IGord

n,I
,W

0
(k)).

Proof. By the q-expansion principle, it will be enough to prove this for g = g(q)Vk,h for some g(q) p–
depleted, i.e. g(q) =

P
p-n

anq
n. By Lemma 1.4.2 it is enough to show that @p�1

(g(q))Vk+2(p�1),h �
g(q)Vk,h 2 pH

0
(IGord

n,I
,W

0
). But this follows from the obvious congruences (1+p

n
Z)

p�1 ⌘ 1mod p
and @p�1

(g(q)) ⌘ g(q)mod p for p-depleted g(q).

Remark 1.4.1. Compare Corollary 1.4.1 with [AI21, Proposition 4.10]. There the authors prove a similar
result, viz. for any g 2 H

0
(IGord

n,I
,W

0

k
)
U=0, and k as above,

(rp�1 � id)p(g) 2 pH
0
(IGord

n,I
,W

0
) \H

0
(IGord

n,I
,W

0
(k)).

So one can see that our techniques yield faster convergence for p-adic iteration ofr. Moreover the proof
of their result relies on the proof of Proposition 3.41 of loc. cit. which is extremely complicated. We can
avoid those computations entirely using our method.

1.4.5.2 Iteration ofr

Before going further we need two preparatory lemmas.

Lemma1.4.3. Let gn : IGn,r,I ! Xr,I be the projection. Then the kernel and cokernel of themap g⇤n⌦1

Xr,I
!

⌦
1

IGn,r,I
is killed by a power of Hdg. Let hn : IG0

n,r,I
! IGn,r,I be the projection. Then the kernel of the

map h⇤n⌦1

IGn,r,I
! ⌦

1

IG0

n,r,I
is killed by a power ofHdg.
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Proof. The map g
⇤
n⌦

1

Xr,I
! ⌦

1

IGn,r,I
is an isomorphism over the ordinary locus. In particular the co-

herent sheaves kernel and cokernel are killed by tensoring with OIGn,r,I h 1

Hdg
i. Since the completion

OIGn,r,I [
1

Hdg
] ! OIGn,r,I h 1

Hdg
i is faithfully flat, the claim follows.

For the second statement, we note that over the ordinary locus, IG0

n,r,I
! IGn,r,I is a torsor for a

group which is an extension of Z/pnZ⇥ by µpn . Indeed we can form an intermediate Z/pnZ⇥-torsor
IG00,ord

n,,I
over IGord

n,I
that classifies trivializations of both the connected and étale parts of the pn torsion

of elliptic curves. Then IG0,ord
n,,I

! IG00,ord
n,,I

is the µpn-torsor classifying splittings of the extension 0 !
µpn ! E [pn] ! Z/p

n
Z ! 0 away from the cusps. We only need to show the injectivity on Kahler

differentials for this µpn-torsor IG0,ord
n,,I

! IG00,ord
n,,I

. Since IG00,ord
n,,I

is smooth, this reduces to checking
injectivity on Kahler differentials for the map µpn ⇥A

1 ! A
1, where it is obvious. This proves that the

map h
⇤
n⌦

1

IGn,r,I
! ⌦

1

IG0

n,r,I
is injective over the ordinary locus. Then the same argument as the first

part completes the proof of the claim.

Lemma 1.4.4. Let Cn = p
a+r+1

(n� 1) + 1, where we recall I = [p
a
, p

b
] (this has to do with the fact that

p/Hdg
p
a+r+1 2 OXr,I ). Then the kernel of the restiction mapOIGn,r,I/(↵

j
)
�1�! OIGord

n,I
/(↵

j
) is killed by

Hdg
j(p

r+1
)+Cn .

Proof. It is clear from the local coordinates ofXr,I that the kernel ofOXr,I/(↵
j
)
�0�! OXord

I
/(↵

j
) is killed

byHdgj(p
r+1

). The trace mapTr: gn⇤OIGn,r,I ! OXr,I then gives a commutative diagram as follows.

0 ker�1 OIGn,r,I/(↵
j
) OIGord

n,I
/(↵

j
)

0 ker�0 OXr,I/(↵
j
) OXord

↵,I
/(↵

j
)

Tr Tr

Suppose x 2 ker�1. Then Tr(x) 2 ker�0 and hence Tr(Hdgj(p
r+1

)
x) = 0. In other words, for any

lift x̃ 2 OIGn,r,I of x, Tr(Hdgj(p
r+1

)
x̃) 2 ↵

jOXr,I . Let D�1 := {y 2 Frac(OIGn,r,I ) |Tr(yz) 2
OXr,I for all z 2 OIGn,r,I}. Then Hdg

j(p
r+1

)
x̃ 2 ↵

jD�1 as ker�1 is an ideal. By using normality of
the rings involved, the result follows by localizing at height 1 primes and noting that D�1 is the usual
inverse different in such extension of DVR’s.

Remark 1.4.2. Wenote that the above Lemma is aweaker version of [AI21, Lemma 3.4], where the authors
have a better estimate of the constantCn (precisely p

n
�p

p�1
). Also in our proofwe rely on the fact that p 6= 0

in ⇤0

I
, i.e. we are away from the point at “1” in the weight space, which they don’t need to assume. But

as we shall see, this difference will not be much of a problem for our application, which is to prove the
convergence of p-adic iteration ofr.

Assumption 1.1. Let k : Z⇥
p ! (⇤

0

I
)
⇥ be a weight such that there exists uk 2 ⇤

0

I
satisfying k(t) =

exp(uk log(t)) for all t 2 1+ pZp. In particular, we assume that k is a point inW0

[0,1]
and hence we can

take ↵ = p.
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ByLemma1.4.3 and the explicit local description ofr in Equation (1.4), we see that there exists an integer
D > 0 such thatr(W

0

k
) ⇢ 1

pHdg
DW

0

k+2
. In particular, for anyN � 1

(rp�1 � id)N (W
0

k,I
) ⇢ 1

p(p�1)NHdg
D(p�1)N

W
0
(k).

Lemma 1.4.5. There exists an integer ` depending on r, n and p, and an integer C > 0, such that for any
g 2 H

0
(IGn,r,I ,W

0

k,I
)
U=0, and every positive integerN , we have

⇣
rp�1 � id

⌘
N

(g) 2
 

p

Hdg
C

!
N

H
0
(IGn,`,I ,W

0
) \H

0
(IGn,`,I ,W

0
(k)).

Proof. By Corollary 1.4.1 we see that

p
(p�1)N

⇣
rp�1 � id

⌘
N

(g)
|IGord

n,I
2 p

pN
H

0
(IGord

n,I
,W

0
) \H

0
(IGord

n,I
,W

0
(k)).

Locally on IGn,r,I , we then have that

p
(p�1)N

Hdg
D(p�1)N

⇣
rp�1 � id

⌘
N

(g) 2 ker

⇣
W

0
/(p

pN
) ! W

0

ord/(p
pN

)

⌘
.

HereW0

ord = W
0

|IGord
n,I

. Recall thatW0
/(p

j
) is a polynomial algebra overOIGn,r,I/(p

j
) for any j. Thus

by Lemma 1.4.4 this kernel is killed byHdgpN(p
r+1

)+Cn . This implies that

p
(p�1)N

Hdg
N(p(p

r+1
)+D(p�1)+Cn

⇣
rp�1 � id

⌘
N

(g) 2 p
pN

H
0
(IGn,r,I ,W

0
)\H0

(IGn,r,I ,W
0
(k)).

In particular, choosingC � 0, such thatCN � N(p
r+2

+D(p� 1)) +Cn for allN � 0, we see that

Hdg
CN

⇣
rp�1 � id

⌘
N

(g) 2 p
N
H

0
(IGn,r,I ,W

0
) \H

0
(IGn,r,I ,W

0
(k)).

Choosing ` � r such that p/HdgC 2 OX`,I , we get that

⇣
rp�1 � id

⌘
N

(g) 2
 

p

Hdg
C

!
N

H
0
(IGn,`,I ,W

0
) \H

0
(IGn,`,I ,W

0
(k)).

Proposition 1.4.2. Let s : Z⇥
p ! (⇤

0

I
)
⇥ be a weight such that s = exp(us log(t)) for any t 2 1 + p

n
Zp

and us 2 ⇤
0

I
. Then for any prime p � 3, there exists an integer ` depending on r, n and p, such that for every

g 2 H
0
(IGn,r,I ,W

0

k,I
)
U=0, the sequences

A(g, s)m :=

mX

j=1

(�1)
j�1

(rp�1 � id)j(g)
j
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and if we writeHi,m for the set of tuples (j1, · · · , ji) of i positive integers with j1 + · · ·+ ji  m,

B(g, s)m :=

mX

i=0

u
i
s

i!(p� 1)i

0

B@
X

(j1,...,ji)2Hi,m

0

@
iY

a=1

(�1)
ja � 1

ja

1

A (rp�1 � id)j1+···+ji

1

CA (g)

converge inH0
(IGn,`,I ,W

0
) for allm � 0. Moreover, if we denote the limits

log

⇣
rp�1

⌘
(g) := lim

m!1
A(g, s)m

and
rs

(g) = exp(
us

p� 1
log(rp�1

))(g) := lim
m!1

B(g, s)m

thenrs
(g) 2 H

0
(IGn,`,I ,W

0

k+2s,I
). The same results hold for p = 2 if us 2 4⇤

0

I
.

Proof. The convergence of A(g, s)m is clear from Lemma 1.4.5. We prove convergence for B(g, s)m.
Let’s first deal with the case p � 3. Let

X :=
(rp�1 � id)j1+···+ji(g)

i!
Q

ja
.

Then by Lemma 1.4.5, X 2 (p/Hdg
C
)

P
ja�vp(i!)�

P
vp(ja)H

0
(IGn,`,I ,W

0
). Now vp(i!)  i�1

p�1


i

p�1
. Hence vp(ja)  ja�1

p�1
too. Using these inequalities,

iX

a=1

ja � vp(i!)�
iX

a=1

vp(ja) �
iX

a=1

✓
ja �

1

p� 1
� vp(ja)

◆
�

iX

a=1

ja

✓
1� 1

p� 1

◆
.

This proves convergence in this case. For the case p = 2we note that the terms (r�id)j1+···+ji (g)Q
ja

do not
have poles and the term u

i
s/i! is divisible by 2i, which gives convergence in this case. Finallyrs

(g) 2
H

0
(IGn,`,I ,W

0

k+2s,I
) as can be seen from the fact that t ⇤ r(g) = t

k+2r(g) for any t 2 Z
⇥
p .
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Chapter 2

Overconvergent Modular and de Rham
Sheaves for ResL/QGL2,L

2.1 The setup

Notation

Let L be a totally real number field of degree [L : Q] = g. Denote by d the different ideal of OL. Fix
an integer N � 4. Let p - N be a prime which is unramified in L. Suppose p splits as p = P1 · · ·Pr

and let their inertia degree be f(Pi|p) = fi. Fix a finite unramified Galois extensionK ofQp where L
is split and let ⌃ := {� : L ! K} be the set of embeddings of L inK . Let q = p if p 6= 2 and q = 4

otherwise.

2.1.1 The weight space

Let T = ResOL/Z
Gm. Then T(Zp) = (OL ⌦ Zp)

⇥. Denote by ⇤ := OKJT(Zp)K the base change
of the Iwasawa algebra ZpJT(Zp)K toOK . Then ⇤ = OK [�]JT(Zp)tfK ' OK [�]JT1, . . . , TgK, where
� ⇢ T(Zp) is the torsion subgroup and we choose an isomorphism T(Zp)tf ' Z

g
p of the torsion free

part with Z
g
p. Under this isomorphism, the standard basis elements ei of Zg

p are sent to 1 + Ti. Let
⇤
0
= OKJT(Zp)tfK be the quotient of⇤ that sends� 7! 1, and letm = (p, T1, . . . , Tg) be its maximal

ideal.

LetW = Spf⇤ andW0
= Spf⇤0. LetW = Spa(⇤,⇤)

an be the analytic adic space associated toW and
similarly defineW0 := Spa(⇤

0
,⇤

0
)
an. W satisfies the following universal property: for any complete

Huber pair (R,R
+
) over (Qp,Zp),

HomSpa(Qp,Zp)

�
Spa(R,R

+
),W

�
= Homgp-sch

�
T(Zp)R+ ,GmR+

�
= Hom

cont
Z

�
T(Zp), (R

+
)
⇥�

.

W0 satisfies a similar universal property with respect to T(Zp)tf, i.e.

HomSpa(Qp,Zp)

�
Spa(R,R

+
),W0

�
= Hom

cont
Z

�
T(Zp)tf, (R

+
)
⇥
�
.
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LetgW0 be the admissible blow-up ofW0 along m. For ↵ 2 m \ m2, letW0
↵ be the open ingW0 where

m is generated by ↵. SupposeW0
↵ = SpfB0

↵. LetW0
↵ be the rational open inW0 obtained by taking the

generic fibre ofW0
↵. This is given by the affinoid adic Spa(B0

↵[1/↵], B
0
↵) and is thus the adic spectrum

of a Tate ring. TheW0
↵ covergW0 for varying↵ and hence their adic generic fibre coverW0. In particular,

the map induced bygW0 ! W0 on the associated analytic adic spaces is an isomorphism.

The natural inclusion ⇤0 ! ⇤ is finite flat and the induced finite flat morphismW ! W0 realizesW
as a disjoint union of copies ofW0 indexed by�. For ↵ 2 m \ m2 we letW↵ be the inverse image of
W0
↵ under this morphism.

We remark that all classical weights can be realized as points inWp.

For I = [p
a
, p

b
] with a 2 N [ {�1} and b 2 N [ {1}, letW0

↵,I
⇢ W0

↵ be the rational open subset
defined as follows:

W0

↵,I
:= {x 2 W0

↵
: |p(x)|  |↵(x)|pa 6= 0, |↵(x)|pb  |p(x)| 6= 0}.

Let ⇤0

↵,I
:= �(W0

↵,I
,O+

W0
↵,I

) and ⇤↵,I := �(W↵,I ,O+

W↵,I
). Let W0

↵,I
:= Spf⇤0

↵,I
and W↵,I :=

Spf⇤↵,I .

For↵ varying inm\m2, the differentW0

↵,I
glue together to form a formal schemeW0

I
with adic generic

fibreW0

I
.W0

I
can be described as follows.

W0

I = {x 2 W0
: (9↵ 2 m, |p|x  |↵p

a |x 6= 0) ^ (8↵ 2 m, |↵p
b |x  |p|x 6= 0)}

ThenW0

[0,1]
= W0

p andW0

[1,1]
= W0. At the level of formal models,W0

[0,1]
= W0

p andW0

[1,1]
=gW0.

We fix one such ↵. For the purpose of defining the p-adic iteration of the Gauss-Manin connection,
which is the technical heart of this work (§2.4.4) we need to assume ↵ = p. For everything before that
section we can choose any ↵. But we should also mention that the construction of the main objects of
this work, i.e. the interpolation sheaves of modular forms and de Rahm classes of varying weight k, all
take place over a weight space where p 6= 0. In particular we do not study the perfect overconvergent
modular forms of [AIP18] or [AIP16b].

Analyticity of the universal character:
Let kun : T(Zp) ! ⇤ be the universal character. Denote by k

0 : T(Zp) ! ⇤ ! ⇤
0 the character

obtained by composing the universal character with the projection onto the component of the trivial
character, and let k0

↵,I
: T(Zp) ! ⇤

0 ! ⇤
0

↵,I
be its restriction toW0

↵,I
.

Lemma 2.1.1. For I ⇢ [0, q
�1

p
n
], the restriction of k0

↵,I
to 1+qp

n�1
(OL⌦Zp) is analytic. Thus it extends

to a character
k
0

↵,I
: W0

↵,I ⇥ T(Zp)(1 + qp
n�1

ResOL/Z
G

+

a ) ! G
+

m

which restricts to a character

k
0

↵,I
: W0

↵,I ⇥ (1 + qp
n+m�1

ResOL/Z
G

+

a ) ! 1 + qp
m
G

+

a .
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Proof. This is an adaptation of the proof of [AIP18, Proposition 2.1]. See also [AIP16b, Proposition 2.8].

Since k0
↵,I

is analytic, and 1+ qp
n�1

ResOL/Z
Ga '

Q
�2⌃

1+ qp
n�1

Ga, the universal character splits
into components k0

↵,I
=
Q
�2⌃

k� .

Remark 2.1.1. Note that the analyticity of the character does not depend on↵. Sowe can glue the different
k
0

↵,I
together to obtain a character k0

I
: W0

I
⇥ T(Zp)(1 + qp

n�1
ResOL/Zp

G
+
a ) ! G

+
m.

2.1.1.1 The weight space for the groupResL/QGL2,L

In the literature there are two distinct notions of Hilbert modular forms. The first one is realized as
sections of a modular sheaf on moduli of abelian varieties with real multiplication and additional data.
The associated weight space is the one we defined above. There is also the notion of arithmetic Hilbert
modular forms which are sections of automorphic line bundles on the Shimura variety associated to the
groupG := ResL/QGL2,L. It is necessary to consider these modular forms for arithmetic applications.
The relation between these two different notions will be clarified in the next section. Here we will define
the weight space associated to the groupG.

Let ⇤G := OKJT(Zp) ⇥ Z
⇥
p K, and letWG := Spf⇤G. LetWG := Spa(⇤

G
,⇤

G
)
an be the associated

analytic adic space. There is a natural morphism WG ! W given by the map ⇤ ! ⇤
G induced by

(OL⌦Zp)
⇥ ! (OL⌦Zp)

⇥⇥Z
⇥
p sending t 7! (t

2
,NL/Q(t)). This induces amap on the corresponding

analytic adic spaces. On classical points this map can be described as sending (v, w) 2 WG
(Cp) 7!

v
2 · (w � NL/Q), where v : (OL ⇥ Zp)

⇥ ! C
⇥
p is a continuous character and so is w : Z

⇥
p ! C

⇥
p .

Denote the universal character by kun
G
: (OL ⇥ Zp)

⇥ ⇥ Z
⇥
p ! (⇤

G
)
⇥.

2.1.2 The Hilbert modular variety

Let c be a fractional ideal of L and let c+ be the cone of totally positive elements. LetM(µN , c) be the
moduli scheme over Zp classifying tuples (A/S , ◆,�, ) consisting of (1) an abelian schemeA ! S for
any Zp-scheme S, (2) an embedding ◆ : OL ,�! EndS(A), (3) if P ⇢ HomOL(A,A

_
) is the étale sheaf

of symmetric OL-linear homomorphisms from A to its dual A_, and P
+ is the cone of polarizations,

then an isomorphism � : (P, P
+
) ' (c, c+) of étale sheaves of invertibleOL-modules with a notion of

positivity such that the induced map A ⌦ c
⇠�! A

_ is an isomorphism (the Deligne-Pappas condition),
and (4) a closed immersion  : µN ⌦ d�1

,�! A[N ] compatible withOL-action.

Let [c] 2 Cl+(L) be the class of c in the strict class group of L. Any two representatives of a class
are related via multiplication by a totally positive unit, and hence the corresponding moduli problems
are isomorphic. Using this, we henceforth fix c coprime to p, since that will ensure upon a choice of
a generator of c ⌦ Zp as an OL ⌦ Zp-module, the p-divisible groups of c-polarized abelian varieties
satisfying the Deligne-Pappas condition are principally polarized.

Let M̄(µN , c) be a toroidal compactification ofM(µN , c) and letM⇤
(µN , c) be the minimal compact-

ification. There is a semi-abelian scheme ⇡ : A ! M̄(µN , c) which restricts to the universal abelian
scheme overM(µN , c) and degenerates to a torus at the cusps. Let !A be the canonical extension of the
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sheaf of invariant differentials of the universal abelian scheme to the cusps. There is a largest open sub-
schemeMR

(µN , c) ⇢ M̄(µN , c), called theRapoport locuswhere!A is an invertibleOL⌦OMR(µN ,c)-
module. Since we assume p is unramified in L, the complement of the Rapoport locus is empty and
M̄(µN , c) is projective and smooth over SpecZp [DP94]. The boundaryD := M̄(µN , c) \M(µN , c) is
a relative normal crossings divisor. The minimal compactificationM⇤

(µN , c) is normal and projective.

Henceforth denote M̄(µN , c) byX . Let X be its p-adic completion. LetHA be the canonical extension
of the relative de Rham sheaf of the universal abelian scheme to the cusps. It is a locally freeOL ⌦OX-
module of rank 2 and it is endowed with an integrable connection r : HA ! HA ⌦ ⌦

1

X/Zp
(log(D))

called the Gauss-Manin connection. It also fits in an exact sequence

0 ! !A ! HA ! !
_

A_ ! 0 (2.1)

which defines the Hodge filtration. The maps in the sequence are OL-linear. We also use the principal
polarization of the p-divisible group ofA to henceforth identify !A_ and !A.

Fix ↵ 2 m \ m2 and I as above. Let X↵,I := X ⇥Spf Zp W0

↵,I
. Since L splits in K , OL ⌦ OX↵,I 'Q

�2⌃
OX↵,I . Later it will be useful to collect the �’s in r different groups according to the valuation

they induce on OL (recall p = P1 · · ·Pr in L). Hence over X↵,I , the exact sequence (2.1) splits into g
exact sequences

0 ! !A(�) ! HA(�) ! !
_

A(�) ! 0

where each !A(�) is an invertibleOX↵,I -module andHA(�) is a locally freeOX↵,I -module of rank 2.

Let ⇠ : X↵,I/(↵) ,�! X↵,I be the closed subscheme defined by ↵ = 0. The Hasse invariant is a section
Ha 2 (⇤

g
(⇠

⇤
!A))

⌦(p�1). Define the Hasse ideal to beHa := Ha · (⇤g
(⇠

⇤
!A))

⌦(1�p).

Theorem 2.1.1. The Hasse invariant vanishes with multiplicity one along the irreducible components of its
divisor.

Proof. [AG05, Corollary 8.18].

With the notation above, for each r � 1, consider the inverse image ofHap
r+1

under the mapOX↵,I !
OX↵,I/(↵)

and call this idealHdgr . We call a local lift of a generator ofHa asHdg. Then locallyHdgr is
the ideal (↵,Hdgp

r+1
).

Recall a classical weight is an element of Z[⌃]. The Hilbert modular sheaf of a classical weight k =P
n�� is defined as

!
k

A
:=

Ô

�

!A(�)
n� .

Note that !k

A
is obtained as the image of !A under the map induced by change of the structural group

H
1
(X↵,I , (OL ⌦OX↵,I )

⇥
)

k�! H
1
(X↵,I ,O⇥

X↵,I
).
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2.1.2.1 The Shimura variety associated toG

Let ShK(G) be the Shimura variety associated to the group G = ResL/QGL2,L and level subgroup
K = K1(N),

K1(N) =

8
<

:

 
a b

c d

!
2 GL2(ÔL) | a ⌘ 1, c ⌘ 0modN

9
=

;

whose complex points are ShK(G)(C) = G(Q)\(h±)⌃ ⇥ G(A
1
)/K . Here h is the Poincaré upper-

half plane endowed with the usual action ofGL2(R) via Möbius transformation. The Shimura variety
ShK(G) is defined over its reflex field Q. For a weight (v, w) 2 Z[⌃] ⇥ Z, one can define the auto-
morphic line bundle !(v,w) on ShK(G)(C) as follows. Let k = 2v + wtL, where tL =

P
⌧2⌃

⌧ is the
generator of parallel weights. Consider the compact dualP1

C
of h, and let! be the dual of the tautological

quotient bundle on P1

C
. There is a natural action on ! ofGL2(C) for which the projection p : ! ! P

1

C

is equivariant. Consider the line bundle

L :=

O

⌧2⌃

pr⇤
⌧

⇣
!
⌦k⌧ ⌦ det

w+k⌧
2

⌘

onP1

C
. LetZs = ker(ResL/Q Gm

NL/Q���! Gm). The action ofG(C) = GL2(C)
⌃ onL factors through

the quotient of G by Zs. Hence the pullback of L to h⌃ ⇥ G(A
1
) via the Borel embedding descends

to a line bundle on ShK(G)(C) and it has a canonical model over the Galois closure of L [Mil90]. We
define this line bundle to be !(v,w).

The determinant map det : G ! ResL/Q Gm gives a bijection between the set of geometrically con-
nected components of ShK(G) and the strict class groupCl+(L) [TX16, §2.3]. For any fractional ideal c
coprime to p, let Shc

K
(G) be the connected component of ShK(G) corresponding to the class of c. This

space is related to the moduli of c-polarized abelian varieties in the following manner.

The moduli schemeM(µN , c) is defined over Z[1/N ]. Consider the action ofO⇥,+

L
onM(µN , c) de-

fined on points by ✏ · (A, ◆,�, ) = (A, ◆, ✏�, ). Notice that for ✏ = ⌘
2, with ⌘ 2 UN := 1 +NOL,

the isomorphism ⌘ : A ! A induces an isomorphism ✏ · (A, ◆,�, ) = ⌘
⇤
(A, ◆,�, ) ' (A, ◆,�, ).

Thus the action ofO⇥,+

L
factors through the finite quotient� := O⇥,+

L
/U

2

N
. We have then the following

proposition.

Proposition 2.1.1. There exists an isomorphism between the quotientM(µN , c)(C)/� and Shc
K
(G)(C). In

other words Shc
K
(G)(C) is a coarse moduli space overC of c-polarized abelian varieties with real multiplication

byOL. Moreover the quotient map p : M̄(µN , c) ! M̄(µN , c)/� is finite étale with Galois group �.

Proof. For the first part see [TX16, Proposition 2.4]. For the étaleness of the quotient see [AIP16b, Lemma
8.1].

Using this one can define integral models of the automorphic sheaves !(v,w). Let LGal be the Galois
closure ofL. LetR be anLGal

(p)
-algebra. For (v, w) a classical weight for the groupGwith k = 2v+wtL,

consider the sheaf !k

A
= ⌦⌧!A(⌧)

k⌧ on M̄(µN , c)R. Define an action ofO⇥,+

L
on !k

A
as follows. For a
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section f of !k

A
, define ✏ · f as the section whose evaluation at points (A/R, ◆,�, ,!) for anOL ⌦R-

generator ! of !A satisfies

(✏ · f)(A, ◆,�, ,!) = v(✏
�1

)f(A, ◆, ✏�, ,!).

We can then check that the action of U2

N
is trivial on !k

A
. Indeed, for ⌘ 2 UN and ✏ = ⌘

2 we have

f(A, ◆,�, ,!) = f(A, ◆, ✏�, , ⌘!) = k(⌘)
�1

f(A, ◆, ✏�, ,!) = v(✏)
�1

f(A, ◆, ✏�, ,!)

which proves the claim. We remark that this action only depends on k and not the pair (v, w).

Definition 2.1.1. Define the sheaf of Hilbert modular forms for the group G of tame level µN , c-
polarization and weight (v, w) with coefficients inR to be

!
(v,w)

R
:= (p⇤!

k

A,R)
�

where p : M̄(µN , c)R ! M̄(µN , c)R/� is the quotient map. Alternatively we will sometimes call them
arithmetic Hilbert modular forms.

Let M(µN , c, k;R) := �(M̄(µN , c)R,!k

A
) be the space of geometric Hilbert modular forms. Let

M
G
(µN , c, (v, w);R) = �(M̄(µN , c)R/�,!

(v,w)

R
) be the space of arithmetic Hilbert modular forms.

If#� 2 R
⇥, thenMG

(µN , c, (v, w);R) = M(µN , c, k = 2v +wtL;R)
� can be realized as the image

of the projector:

e :=
1

#�

X

✏2�

✏.

Let x 2 L
⇥,+ be coprime to p. Then we have an isomorphism L(xc,c) : M

G
(µN , c, (v, w);R)

⇠�!
M

G
(µN , xc, (v, w);R) given by

L(xc,c)(f)(A, ◆,�, ,!) := v(x)f(A, ◆, x
�1
�, ,!).

Moreover this isomorphism only depends on the principla ideal (x). Let Frac(L)(p) be the group of
fractional ideals which are coprime to p and let Princ(L)+,(p) be the group of positive elements which
are coprime to p. Then Frac(L)(p)/Princ(L)+,(p) ' Cl

+
(L).

Definition 2.1.2. Define the R-module of Hilbert modular forms for G of tame level N and weight
(v, w) to be

M
G
(µN , (v, w);R) :=

0

B@
M

c2Frac(L)(p)
M

G
(µN , c, (v, w);R)

1

CA /

⇣
L(xc,c)(f)� f

⌘

x2Princ(L)+,(p)
.

Upon choosing representatives c1, . . . , ch+
L
of Cl+(L) in Frac(L)(p) we have a non-canonical isomor-

phism

M
G
(µN , (v, w);R) '

h
+
LM

i=1

M
G
(µN , ci, (v, w);R)

which shows thatMG
(µN , (v, w);R) is a finiteR-module.
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Remark 2.1.2. For (v, w), (v0, w0
) satisfying 2v + wtL = 2v

0
+ w

0
tL, the autormorphic sheaves !(v,w)

and !(v
0
,w

0
) on ShK(G)(C) are related by !(v

0
,w

0
)
= !

(v,w) ⌦ det
w0

�w
2 , where the determinant factor

should be thought of as a Tate twist. In particular the underlying function spaces of automorphic forms
of weight (v, w) and weight (v0, w0

) are isomorphic. In the definition of Hilbert modular forms for G,
we have ignored this discrepancy coming from the determinant.

Remark 2.1.3. For c = d�1, themoduli schemeM(µN , d�1
) is an integral model for the Shimura variety

associated to the groupG⇤ := G⇥ResL/Q Gm Gm where the arrowG ! ResL/Q Gm is the determinant
andGm ! ResL/Q Gm is the diagonal embedding [Rap78].

2.1.3 The partial Igusa tower

Fix an I = [p
a
, p

b
] and↵ 2 m \m2. We nowwork overX↵,I . Recall the idealHdgr was given locally by

(↵,Hdg
p
r+1

) for a local liftHdg of the Hasse invariant. Let gr : Xr,↵,I ! X↵,I be the open subscheme
of the blow-up of X↵,I with respect to the ideal Hdgr , where the inverse image ideal is generated by

Hdg
p
r+1

. For any integer n with 1  n  r if I = [0, 1] and 1  n  a + r let � = Hdg
pn�1
p�1 . Note

that p

�
2 OXr,↵,I .

Proposition 2.1.2. For I, r, n,↵ as above the semiabelian scheme A ! Xr,↵,I has a canonical subgroup
Hn of order pn [AIP18, Appendice A]. This is a finite, locally free subgroup scheme that satisfies the following
properties:

1. Hn lifts kerFn modulo p

�
.

2. For any ↵-adically complete admissible ⇤0

↵,I
-algberaR, together with a morphism f : SpfR ! Xr,↵,I ,

Hn(R) = {s 2 A[p
n
](R) | smod

p

�
2 kerF

n}.

3. Suppose Ln = A[p
n
]/Hn. Then !Ln is killed by �, and we have !Ln ' !A/�!A.

4. A_
[p

n
]/Hn(A_

) ' H
_
n through the Weil pairing and it is étale over the adic generic fibre Xr,↵,I of

Xr,↵,I .

Proof. [AIP18, Appendice A].

Definition 2.1.3. For every r, n as above define IGn,r,I ! Xr,↵,I to be the adic space classifying iso-
morphismsOL/p

nOL

⇠�! H
_
n of the group schemeH_

n ! Xr,↵,I . Define IGn,r,I ! Xr,↵,I to be the
normalization ofXr,↵,I in IGn,r,I .

Proposition 2.1.3. IGn,r,I ! Xr,↵,I is an étale, Galois morphism with Galois group (OL/p
nOL)

⇥. The
morphism IGn,r,I ! Xr,↵,I is finite and is endowed with an action of (OL/p

nOL)
⇥ induced by the action

on the generic fibre.

Proof. Similar to Proposition 1.1.5.

(Note we suppressed the index ↵ in our notation for the partial Igusa tower to avoid clumsiness.)
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2.2 Splitting of de Rham sheaf

In this sectionwe redo the theory developed for elliptic curves in §1.2more generally for abelian schemes.
In the following we put an overline on the names of objects (abelian schemes, sheaves etc.) to denote they
are obtained by base change along the closed immersion i : XFp ,�! X. Denote by ⇡̄ : Ā ! XFp the
base change of ⇡ along i. Let !̄A := i

⇤
!A = !̄A. The Verschiebung V : Ā(p) ! Ā induces a map on

the Lie algebraHW : !
_

Ā(p) ! !
_

Ā
, whose determinant is the Hasse invariantHa 2 (⇤

g
!̄A)

⌦(p�1). Let
Ha := Ha · (⇤g

!̄A)
⌦(1�p) be the ideal generated by the values of Ha. This is an invertible ideal with

zeroes of order 1 along each of the prime divisors that appear in Div(Ha) (Theorem 2.1.1). Denote by
H̄A the pullback ofHA along i. Let j : Xord

Fp
,�! XFp be the ordinary locus, which is the open subscheme

ofXFp whereHa = OXFp .

Let ' : XFp ! XFp be the Frobenius. The Frobenius induces a '-linear endomorphism of H̄A.

Proposition 2.2.1. Over the ordinary locusXord
Fp

we have the unit root splitting which is a canonical splitting
 Frob : j

⇤
H̄A ! j

⇤
!̄A of the Hodge filtration on H̄A, that respects the Frobenius action. The kernel of  Frob is

called the unit root subspace. It is characterized by the property that it is stable under the Frobenius action and
Frobenius acts invertibly on it.

Proof. Suppose SpecR ⇢ XFp is a local chart for which !̄A, H̄A are trivial and choose a basis compatible
with the Hodge filtration. With respect to such a basis we can write the matrix of the Frobenius action
on H̄A in g ⇥ g blocks as follows.

Frob =

 
0 C

0 HW.

!

Here we abuse notation to writeHW for the matrix corresponding to the '-linear map induced on !̄_

A

by Fabs : Ā ! Ā. For the base change of j⇤j⇤H̄A(R) = H̄A(R)[1/Ha] given by the matrix

P =

 
Id C ·HW

�1

0 Id

!
,

the matrix of Frobenius becomes

P
�1FrobP =

 
0 0

0 HW

!

Note that P is only defined over the ordinary locus. Hence we have a splitting  Frob : j
⇤
H̄A ! j

⇤
!̄A

of the Hodge filtration over the ordinary locus that respects the Frobenius action. The kernel of this
splitting is uniquely characterized by the fact that it is stable under the Frobenius action and Frobenius
acts invertibly on it.

Consider the map  : H̄A ! j⇤j
⇤
H̄A

 Frob���! j⇤j
⇤
!̄A. Then let H̄0

A
:=  

�1
!̄A. The inclusion !̄A !

H̄
0

A
admits a retraction given by the map  . As a subsheaf of H̄A containing !̄A, H̄0

A
is equipped with

the induced Hodge filtration. In the following lemma we describe the 1st graded piece of this Hodge
filtration.
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Lemma 2.2.1. The sheaf H̄0

A
sits in the following split exact sequence.

0 ! !̄A ! H̄
0

A ! HW (!
_

Ā(p)) ! 0. (2.2)

Proof. Choose a local chart SpecR as above. Explicitly, suppose e1, . . . , eg, f1, . . . , fg form anR-basis
of H̄0

A
such that e1, . . . , eg span !̄A and the images of f1, . . . , fg span !̄_

A
. Also assume that thematrix of

Frobenius with respect to this basis is given as above. Then (ei) = ei and (fi) = (Id�P )(fi) for all
i. Let V =

P
i
Rfi. By an abuse of notation we will denote byC the linear map it definesC : V ! !̄A.

Then, denoting byHa a generator ofHa over SpecR, we have

 
�1
!̄A \ V = {f 2 V |C ·HW

�1
(f) 2 !̄A}

= {f 2 V |C · adj(HW )(f) 2 Ha · !̄A}
= {f 2 V | adj(HW )(f) 2 C

�1
(Ha · !̄A)}

=
1

Ha
·HW

�
C

�1
(Ha · !̄A)

�
\ V

=
1

Ha
·HW

�
C

�1
(Ha · !̄A) \ adj(HW )(V )

�
.

Now suppose f 2 C
�1

(Ha · !̄A)\ adj(HW )(V ). Then, f (modHa) lies in the kernel ofC ⌦ 1: V ⌦
R/Ha ! !̄A⌦R/Ha as well as in the kernel ofHW ⌦1. Thus in particular, denoting by Speck(y) !
YFp a generic point of a prime divisor ofHa, f lies in the kernel of Frobenius acting onH1

dR(Āk(y)/k(y)).
But the image of Frobenius has rank g, and hence its kernel is precisely !

Āk(y)
. Thus ker(C ⌦ 1) \

ker(HW ⌦1) = 0. Hence f 2 Ha ·V . This implies that �1
!̄A\V =

1

Ha
·HW (Ha ·V ) = HW (V ).

This proves the lemma.

Corollary 2.2.1. The sheaf H̄0

A
is stable under theOL action. It is a locally freeOL ⌦OXFp -module of rank

2 andH0

A
= !̄A � Frob(H̄A).

Proof. The subsheaf Frob(H̄A) is the image of the map F
⇤

A
: H

Ā(p) ! H̄A induced by the relative
Frobenius. It is killed by the unit root splitting and maps surjectively ontoHW (!

_

Ā(p)). Hence H̄0

A
=

!̄A � Frob(H̄A). Since the relative Frobenius commutes with theOL-action,HW (!
_

Ā(p)) is stable un-
der the OL-action and hence so is H̄0

A
. Moreover HW : !

_

Ā(p) ! !̄A is an OL ⌦ OXFp -linear map
of invertible OL ⌦ OXFp -modules such that NOL⌦OXFp /OXFp

HW = detHW = Ha is a non-zero
divisor. HenceHW (!

_

Ā(p)) is an invertibleOL ⌦OXFp -module.

In the following we will construct a locally free OL ⌦ OXr,↵,I subsheaf H0

A
⇢ HA of rank 2, together

with the induced Hodge filtration such that its reduction modulo a small power of pwill give us the split
exact sequence (2.2).

Let i : X↵,I/(p) ,�! X↵,I be the base change ofXFp ,�! X toX↵,I . Let i0 : Xr,↵,I/(pHdg
�1

) ,�! Xr,↵,I
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be the closed subscheme defined by the ideal p

Hdg
. Thus we have a commutative diagram as follows.

Xr,↵,I/(pHdg
�1

) Xr,↵,I

X↵,I/(p) X↵,I

q

i0

gr

i

Let !̄_

A,0
:= HW (!

Ā(p)) where we now denote by Ā the pullback of A along i : X↵,I/(p) ,�! X↵,I .
Let !̃_

A
:= (i

]
)
�1

(i⇤!̄
_

A,0
)where i] : !_

A
! i⇤i

⇤
!
_

A
is the unit of the adjunction. Note that !̃_

A
is stable

under theOL-action.

Lemma 2.2.2. !_

A,0
:= im (g

⇤
r !̃

_

A
! g

⇤
r!

_

A
) is a locally freeOL ⌦OXr,↵,I -module of rank 1.

Proof. Choose a local chart SpfR = U ⇢ X↵,I , such that !_

A
is free as anOL ⌦ R-module over SpfR,

and Ha is free over SpecR/(p). Let v be anOL ⌦ R basis of !_

A|U
and let (OL ⌦ R) · v = �g

i=1
Rvi

be the decomposition induced by the splitting ofOL in R. Let v̄ be the image of v in !̄_

A
:= i

⇤
!
_

A
. Let

w̄ = HW (v̄) and pick a liftw of w̄. Letw = (wi)i be its components. Then !̃_

A
=
P

g

i=1
OUwi+p!

_

A
.

Consider theOL-linearmap gHW which sends v 7! w andwhich reduces toHW mod p. Thendet gHW

is a lift of Ha = detHW . Keeping with previous notation, we will call this lift Hdg. Consider now
V = g

�1
r (U) = SpfRh ↵

Hdg
pr+1 i. Using p

Hdg
2 OXr,I , we see that over SpfRh ↵

Hdg
pr+1 i, p · g⇤r!_

A
⇢

P
n

i=1
OV g

⇤
r (wi) as submodules of g⇤r!_

A
. Thus !_

A,0
=
P

n

i=1
OV g

⇤
r (wi). The sum is direct because

Hdg is a non-zero divisor inOXr,I . It is clearly stable under theOL-action. Since locallyHW can be seen
as a non-zero divisor inOL ⌦OX↵,I/(p)

, the same is true of the lift gHW , and since !_

A,0
= gHW · !_

A
,

the lemma follows.

Following the proof of Lemma 2.2.2, let gHW be theOL⌦OXr,↵,I -ideal sheaf defined by !_

A,0
= gHW ·

!
_

A
.

Definition 2.2.1. DefineH0

A
to be the inverse image of !_

A,0
inHA under the projection coming from

the Hodge filtration.

We have the following commutative diagram of sheaves overXr,↵,I .

0 !A H
0

A
!
_

A,0
0

0 !A HA !
_

A
0

=

Proposition 2.2.2. There is an isomorphism of OL ⌦ OXr,↵,I/(pHdg
�1

)
-modules i⇤

0
!
_

A,0

⇠�! q
⇤
!̄
_

A,0
, that

commutes with the induced maps to !̄_

A
. (We abuse notation to denote q⇤!̄_

A
by !̄_

A
.)

i
⇤
0
!
_

A,0
q
⇤
!̄
_

A,0

!̄
_

A
!̄
_

A

⇠

=
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Proof. In fact we prove the following. The natural surjective map i⇤!̃_

A
! !̄

_

A,0
induces by pullback a

surjective map q
⇤
i
⇤
!̃
_

A
= i

⇤
0
g
⇤
r !̃

_

A
! q

⇤
!̄
_

A,0
that commutes with the induced maps to !̄_

A
. We will

show that this map factors naturally as i⇤
0
g
⇤
r !̃

_

A
! i

⇤
0
!
_

A,0
! q

⇤
!̄
_

A,0
, and the last two sheaves being

both locally free of rank g, the last arrow is an isomorphism. Also since i⇤
0
g
⇤
r !̃

_

A
! q

⇤
!̄
_

A,0
isOL-linear

and i⇤
0
g
⇤
r !̃

_

A
! i

⇤
0
!
_

A,0
is surjectiveOL-linear, the induced isomorphism isOL-linear too. This will be

the isomorphism claimed in the proposition.

We use the notation of the proof of Lemma 2.2.2, except that to avoid clumsiness we write vi (resp. wi)
instead of g⇤r (vi) (resp. g⇤r (wi)). Since !̃_

A
is generated by the wi and pvi for i = 1, . . . , g, there is a

surjective map O2g

V
! g

⇤
r !̃

_

A
that sends ei 7! wi for 1  i  g, and ej 7! pvj for g + 1  j  2g.

Using the basis w̄i for !̄_

A,0
, we have a surjective map M : O2g

i
�1
0 V

! Og

i
�1
0 V

given by ei 7! ei for
1  i  g, and ej 7! 0 for g+1  j  2g andwhich induces themap i⇤

0
g
⇤
r !̃

_

A
! q

⇤
!̄
_

A,0
. On the other

hand, the images of g⇤r (wi) form a basis for !_

A,0
. With respect to this basis, pvi = p

Hdg
adj(gHW )(ei).

Thus the surjective map g⇤r !̃_

A
! !

_

A,0
is induced by the map N : O2g

V
! Og

V
that sends ei 7! ei for

1  i  g, and ei+g 7! p

Hdg
adj(gHW )(ei) for 1  i  g. Suppose (a1, . . . , a2g) 2 kerN . Since

N
�P

2g

i=g+1
OV ei

�
⇢ p

Hdg
· Og

V
, we see that ai 2 p

Hdg
for 1  i  g. ThusM kills the kernel of the

pullback ofN toXr,↵,I/(pHdg
�1

), i⇤
0
N : O2g

i
�1
0 V

! Og

i
�1
0 V

. This proves the proposition.

Proposition 2.2.3. The pullback of the exact sequence

0 ! !A ! H
0

A ! !
_

A,0 ! 0

along i0 : Xr,↵,I/(pHdg
�1

) ,�! Xr,↵,I admits a canonical splitting induced by the splitting of (2.2) which
moreover commutes with the splitting induced by the decompositionOL ⌦OXr,↵,I '

Q
�2⌃

OXr,↵,I .

Proof. This is immediate from Proposition 2.2.2 and theOL-linearity of the splitting.

2.3 p-adic interpolation of modular and de Rham sheaves

Henceforth fixn a positive integer. Fix I = [p
a
, p

b
] such that k0

↵,I
is analytic on 1+p

n�1
(OL⌦Zp) and

r such thatHn is defined on Xr,↵,I . Depending on the two cases I = [0, 1] (i.e. ↵ = p) or I = [p
a
, p

b
]

for a, b 2 N, these conditions are satisfied if

1. I = [0, 1], r � 2 if p 6= 2 and 2  n  r, or r � 4 if p = 2 and 4  n  r,

2. I = [p
a
, p

b
] with a, b 2 N, r � 1 and r + a � b+ 2 if p 6= 2 and b+ 2  n  a+ r, or r � 2

and r + a � b+ 4 if p = 2, and b+ 4  n  r + a.

In this section we construct overconvergent modular and de Rham sheaves, denotedw
k,↵,I

andW
k,↵,I

on the Hilbert modular schemeXr,↵,I ⇥W0
↵,I

W↵,I for the universal weight k = k
un : (OL ⌦ Zp)

⇥ !
⇤
⇥

↵,I
, as we did in §1.3 for the case of elliptic curves. The modular sheaf interpolates !k

A
for classical

weights k. The techniques are essentially similar to the elliptic case in the following sense. By passing
to a partial Igusa tower depending on n, we construct a modified modular sheaf ⌦A and a modified
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de Rham sheaf H]
A
together with a modified unit root splitting. We decompose the universal character

into its components induced by the splitting of OL in OK . We decompose ⌦A and H
]

A
likewise. On

each component we carry out the construction of interpolation for the corresponding component of
the universal weight following the technique developed in §1.3. Finally we definew

k,↵,I
andW

k,↵,I
by

taking the tensor product of these individual components.

The construction of w
k,↵,I

appears in the joint work of Andreatta, Iovita, Pilloni and Stevens [AIS14],
[AIP16a], [AIP16b]. Our construction is similar to [AIP16b]. However using the theory of vector bundles
with marked sections we make it more explicit by actually constructing sections that generate w

k,↵,I

locally. This is inspired by the work of Andreatta-Iovita [AI21]. At the end of the section we compare
our construction of w

k,↵,I
with the construction in [AIP16b] and show why they are isomorphic. The

definition of W
k,↵,I

is new, but as we will see it is inspired by loc. cit. and the improved technique of
using modified unit root subspaces as discussed in Chapter 1. The main theorem of this section is the
following.

Theorem. For n, r,↵, I as above and k = k
un the universal weight onW↵,I , there are formal sheaveswk,↵,I

andW
k,↵,I

on M̄r,↵,I := Xr,↵,I ⇥W0
↵,I

W↵,I . For ↵ = p and I = [0, 1], viewing a classical weight  as a
point ofWp,[0,1](Cp) = Wp(Cp), the restriction of the sheafwk,↵,I

[1/p]|k 7! on the associated analytic adic
space Xr,p ⇥W0

p
Wp|

gives the sheaf !
A
of classical Hilbert modular forms of weight . The sheafW

k,↵,I
is

equipped with a filtration by coherentOM̄r,↵,I
-modules {FiliWk,↵,I

}i�0, andWk,↵,I
is the↵-adic completion

of lim�!i
FiliWk,↵,I

. Moreover Fil0Wk,↵,I
= w

k,↵,I
.

Remark 2.3.1. Note that we cannot relate the sheaf W
k,↵,I

with symmetric powers of HA at classical
points in an obvious way like we did for elliptic curves.

2.3.1 The sheaves⌦A andH]

A

The trivialization of H_
n on IGn,r,I induces an equality of groups H_

n (IGn,r,I) = H
_
n (IGn,r,I) '

OL/p
nOL. LetP univ be the image of 1 2 OL/p

nOL inH_
n (IGn,r,I). We have a map ofOL⌦IGn,r,I-

modules,

!A

H
_
n (IGn,r,I)⌦Z OIGn,r,I = H

_
n (IGn,r,I)⌦Z OIGn,r,I !Hn !A/p

n
Hdg

�
pn�1
p�1 !A.

dlog⌦1
⇠�!

(2.3)

Definition 2.3.1. Define the sheaf ⌦A to be the inverse image under the map !A ! !Hn of the image
of dlog⌦1. We call this the modified modular sheaf.

Proposition 2.3.1. The sheaf⌦A is a locally freeOL⌦OIGn,r,I sheaf of rank 1. The cokernel of⌦A ⇢ !A

is killed byHdg
1

p�1 . Moreover dlog induces an isomorphism

dlog⌦1: H
_

n (IGn,r,I)⌦OIGn,r,I/p
n
Hdg

�
pn

p�1
⇠�! ⌦A ⌦OIGn,r,I/p

n
Hdg

�
pn

p�1 .

Proof. [AIP16b, Proposition 4.1].
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Since ⌦A ⇢ !A is an invertible OL ⌦ OIGn,r,I - module, there exists an invertible ideal ⇠ ⇢ OL ⌦
OIGn,r,I , such that⌦A = ⇠!A.

Definition 2.3.2. Define the sheafH]
A
:= ⇠H

0

A
. We call this the modified de Rham sheaf.

Corollary 2.3.1. We have a short exact sequence of locally freeOL ⌦OIGn,r,I -modules

0 ! ⌦A ! H
]

A
! ⇠!

_

A,0 ! 0 (2.4)

which splits upon pulling back via in : IGn,r,I/(pHdg
�1

) ,�! IGn,r,I .

Proof. This is immediate from Proposition 2.2.3.

Letting s = dlog(P
univ

) 2 ⌦A/p
n
Hdg

�pn

p�1 ⌦A, and taking its �-components s� for � 2 ⌃, we get a
vector bundle with marked sections (⌦A, {s�}�2⌃). Associated to this pair, one can consider the geo-
metric vector bundle with marked sections V

0
(⌦A, {s�}�2⌃) in the sense of Definition 1.3.3. We will

show that the points of this geometric vector bundle have a natural interpretation asOL-linear functions
on⌦A that evaluate to 1 on s. But before that we need to study functoriality of the sheafH]

A
with respect

to theU correspondence. Note that we are not interested inH]
A
solely for its structure as a vector bundle

with marked sections, but we are also interested in the splitting modulo some small power of p. We have
already seen above that such a splitting exists modulo pHdg�1. In studying functoriality of H]

A
for the

U correspondence, we will pin down the small power of p for which the splitting is functorial too.

Let �n := pHdg
�

pn

p�1 .

2.3.1.1 Functoriality

Consider the projection � : A ! A0 := A/H1. Let �0 : A0_ ! A_ be the isogeny such that �0 � � =

[p]. Then �0 mapsHn(A0
) toHn(A) and induces an isomorphism of canonical subgroupsHn(A0

) '
Hn(A) on the generic fibres. The generic trivialization ofH_

n (A0
) induced by this isomorphism defines

a map F̃ : IG1,r,I ! IG1,r�1,I that sendsA 7! A0 together with this trivialization of the generic fibre
of the dual of the canonical subgroup. Note that a priori ifA is c-polarized thenA0 is pc-polarized. But
since multiplication by p induces a canonical isomorphism M(µN , c) ! M(µN , pc), we indeed get
a map F̃ as above. By abuse of notation we also denote by F̃ the map Xr,↵,I ! Xr�1,↵,I induced by
sendingA 7! A0. The following diagram is commutative with h and h0 being the usual projections.

IG1,r,I IG1,r�1,I

Xr,↵,I Xr�1,↵,I

F̃

h h
0

F̃

The functoriality of the dlogmap provides the following diagram:

0 ⌦A !A

0 ⌦A0 !A0

' (�
0
)
⇤
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Themap (�0)⇤ is the adjoint of a lift of theHasse-WittmapHW : !
_

A0/(pHdg
�1

)
! !

_

A/(pHdg
�1

)
modulo

pHdg
�1 because �0 is a lift of the Verschiebung. As a map between invertibleOL ⌦ OIG1,r,I -modules,

(�
0
)
⇤ corresponds to multiplication by an invertible OL ⌦ OIG1,r,I ideal gHW . Since ⌦A = ⇠!A, we

have the following relation betweenOL ⌦OIG1,r,I ideals.

Lemma 2.3.1. F̃ ⇤
⇠ = ⇠gHW .

Proof. Follows from the discussion above.

Definition 2.3.3. Define the �-components gHW (�) of gHW as the partial Hasse ideals.

Corollary 2.3.2.
Q
�
gHW (�) = Hdg.

Proof. Immediate as the determinant of gHW isHdg.

We will prove a result relating the �-components of ⇠ and gHW . For that we need to choose a numbering
of⌃. Recall p splits as p = P1 · · ·Pr inOL with their inertia degree f(Pi|p) = fi. Choose a bijection
⌅i : {i1, . . . , ifi} ' D(Pi) of the decomposition groups for each i.

Corollary 2.3.3. (F̃ ⇤
!A)(ij) = F̃

⇤
(!A(ij�1)). In particular, F̃ ⇤

(⇠(ij�1)) = ⇠(ij)
gHW (ij).

Proof. Recall that for anyOL⌦OIG1,r,I -moduleF ,F(ij) is the component onwhichOL acts via⌅i(ij).
The claim follows immediately by noting that modulo pHdg

�1, F̃ induces a morphism such that the
following diagram commutes with ' being the Frobenius.

IG1,r,I/(pHdg
�1

) IG1,r�1,I/(pHdg
�1

)

X↵,I/(p) X↵,I/(p)

F̃

'

Lemma 2.3.2. Xr,↵,I and IG1,r,I are normal schemes.

Proof. For the case ofXr,↵,I see [AIP16b, Corollary 3.8]. Themap IG1,r,I ! Xr,↵,I is finite étale. Hence
IG1,r,I is normal. Thus IG1,r,I is normal being the normalization ofXr,↵,I in IG1,r,I .

In the next lemma and the remark following it, we record a result that seemed interesting to us, even
though it is not used for any argument further ahead.

Lemma 2.3.3. For all ij , F̃ ⇤
(⇠(ij)) is a p-th power at all height 1 localizations.
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Proof. Since this is an equality of ideals in a normal scheme it is enough to check the statement locally
at height 1 primes. So choose an affine open U in X↵,I such that the pullback of !A to U/(p) is trivial
as an OL ⌦ OX↵,I/(p)-module. Let SpfRr�1 and SpfRr be its inverse image in Xr�1,↵,I and Xr,↵,I

respectively. Let Sr�1 and Sr be their respective inverse images in IG1,r�1,I and IG1,r,I . So F̃ induces
a commutative diagram as follows.

Sr�1 Sr

Rr�1 Rr

F̃
⇤

F̃
⇤

h
0 h

Pick a height 1 prime p 2 Spf Sr that contains a local generator of ⇠(ij). Since
Q

i,j
⇠(ij)

p�1
= Hdg

[AIP18, Proposition A.3], p 2 V (Hdg). Let q = h
�1p. Then q is a height 1 prime containing Hdg.

In particular qRrq is generated by Hdg as Hdg has simple zeroes along degree 1 divisors in X↵,I/(p)

(Theorem 2.1.1). Let p0 = (F̃
⇤
)
�1p and q0 = (F̃

⇤
)
�1q. Localizing at the primes gives a diagram as

follows.
Sr�1p0 Srp

Rr�1q0 Rrq

F̃
⇤

F̃
⇤

h
0 h

All the rings are DVR. The bottom arrow has ramification index p. h and h
0 are tamely ramified. This

forces the upper arrow to be ramified of index p. This proves the lemma.

Remark 2.3.2. It seems that in fact F̃ ⇤
(⇠(ij)) = ⇠(ij)

p. This would imply that ⇠(ij�1)
p
= ⇠(ij)

gHW (ij)

which reflects the fact that the partial Hasse invariant of degree ij is of weight (p,�1) concentrated at
degree (ij�1, ij) [Gor01, Theorem 2.1]. Moreover this shows a posteriori that

Q
i,j
⇠(ij)

p�1
= Hdg.

But as of now we are not able to prove this.

Proposition 2.3.2. There exists an r large enough such that the map (�
0
)
⇤ : HA ! HA0 restricts to a

well-defined map (�
0
)
⇤ : H

]

A
! H

]

A0 that sends marked sections to marked sections. Moreover, let Q ⇢
H
]

A
/pHdg(A)

�(p+1) be the kernel of the marked splitting, and letQ0 ⇢ H
]

A0/pHdg(A)
�(p+1) be the same

forA0. Then (�0)⇤ sendsQ toQ0.

Proof. Since (�0)⇤ maps ⌦A isomorphically onto ⌦A0 sending the marked section to the marked sec-
tion, it is enough to show that the induced map H

]

A
/⌦A ! HA0/⌦A0 factors through the inclusion

H
]

A0/⌦A0 ,�! HA0/⌦A0 . Choosing suitable local generators ⇠ of ⇠(A) and gHW of gHW (A) respec-
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tively asOL ⌦OIGn,r,I -modules, we have a diagram as follows.

H
]

A0/⌦A0 F̃
⇤
(⇠(A)gHW (A)) · !_

A0

H
]

A
/⌦A HA0/⌦A0 HA0/!A0 ' !

_

A0

⇠(A)gHW (A) · !_

A

(�
0
)
⇤

⇡

'

'

i

p gHW
�1
⇠ gHW

F̃
⇤
(⇠ gHW )

Here the bottom right diagonal arrow is the map induced on the Lie algebra by � : A ! A0. Choosing
basis of !_

A
and of !_

A0 , thisOL ⌦OIGn,r,I -linear map is multiplication by pgHW
�1

upto a unit. Hence
we get a description of the arrow as in the diagram.

Let Hdg = Hdg(A) in this proof. Since multiplication by p⇠ is injective, we see that the image of
H
]

A
/⌦A under (�0)⇤ does not intersect !A0/⌦A0 . We first show that ⇡ � (�0)⇤ factors through the sub-

module F̃ ⇤
(⇠(A)gHW (A))!

_

A0 ⇢ !
_

A0 . For this it is enough to show that p⇠(A) ⇢ F̃
⇤
(⇠(A)gHW (A)).

Using Lemma 2.3.1 this reduces to showing p/(gHWF̃
⇤
(gHW )) ⇢ OL⌦OIGn,r,I which can be ensured

by choosing large enough r since det gHW = Hdg. This proves that the map (�0)⇤� i
�1 �⇡ � (�0)⇤ fac-

tors through !A0/⌦A0 which is a torsion module killed by F̃ ⇤
(⇠(A)) = ⇠(A)gHW (A) (Lemma 2.3.1).

Now since H]
A
= ⌦A + ⇠(A)gHW (A) · HA, the difference (�0)⇤ � i

�1 � ⇡ � (�0)⇤ = 0. This proves
the first claim.

The second claim follows from a local computation. Choose an open affine SpfR = U ⇢ X↵,I such that
HA admits anOL ⌦R basis {e, f} overU with e a basis of !A. Let {ē, f̄} be their image over SpfR/p.
The unit root subspace is generated by a vector v̄ = C̄ē + HWf̄ for some C̄ 2 (OL ⌦ R)/p. Let
' : R/p ! R/p be the Frobenius. With respect to the basis {ē, f̄} ofH

Ā
and {ē(p) := '

⇤
(ē), f̄

(p) :=

'
⇤
(f̄)} ofH

Ā(p) , the matrix of Verschiebung V : H
Ā
! H

Ā(p) can be written as

V =

 
HW B̄

0 0

!
.

Since Verschiebung kills the unit root subspace, V (C̄ē + HWf̄) = (C̄HW + B̄HW )ē = 0. This
shows that B̄ = �C̄ . Let SpfRn,r ⇢ IGn,r,I (resp. SpfRn,r�1 ⇢ IGn,r�1,I ) be the inverse image of
U in IGn,r,I (resp. IGn,r�1,I ). Then as discussed in §2.2,H0

A
over IGn,r,I is generated by the pullback

of e and a lift v = Ce+ gHWf of v̄. For notational simplicity we will write these sections as {e, v} still.
Similarly, H0

A0 is generated by pulling back via F̃ : SpfRn,r ! SpfRn,r�1 the pullbacks of e and v to
SpfRn,r�1. We will write these as {F̃ ⇤

e, F̃
⇤
v}. Then with respect to {e, v} and {F̃ ⇤

e, F̃
⇤
v} the matrix
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of (�0)⇤ can be described as

(�
_
)
⇤
=

0

@1 �F̃
⇤
(C gHW

�1

)

0 F̃
⇤
(gHW

�1

)

1

A ·
 
gHW B

0 pgHW
�1

!
·
 
1 C

0 gHW

!

=

0

@gHW C gHW +B gHW � pF̃
⇤
(C gHW

�1

)

0 pF̃
⇤
(gHW

�1

)

1

A .

HereB is a lift of B̄modulopHdg�1. Thereforewith respect to the basis{⇠e, ⇠v} and{F̃ ⇤
(⇠e), F̃

⇤
(⇠v)},

the matrix of (�0)⇤ : H]
A
! H

]

A0 is written as

(�
0
)
⇤
=

0

@1 C +B � pF̃
⇤
(C gHW

�1

)gHW
�1

0 pgHW
�1

F̃
⇤
(gHW

�1

)

1

A .

Since det gHW = Hdg , this proves the second claim of the lemma.

Definition 2.3.4. Let H]
A
,⌦A, s be the modified de Rham sheaf, the modified modular sheaf and the

marked section respectively. LetQ ⇢ H
]

A
/pHdg

�p
2
be the kernel of the splitting  : H

]

A
/pHdg

�p
2 !

⌦A/pHdg
�p

2
. We call this marked splitting the modified unit root splitting and Q the modified unit

root subspace.

We remark that by Proposition 2.3.2 the modified unit root subspace is functorial for �0 : A0 ! A.

Recall the notation �n = p
n
Hdg

�pn

p�1 . Let ⌘ := pHdg
�p

2
.

2.3.2 FormalOL-vector bundles with marked sections andmarked splitting

In this section we define the relevant vector bundles withmarked sections andmarked splitting enriched
with an action of OL. Although we focus on the sheaves relevant for our purpose, i.e. ⌦A and H]

A
, the

theory can be developed more generally.

Recall s = dlog(P
univ
n ) 2 ⌦A/�n⌦A is the image of the universal generator ofH_

n (IGn,r,I) under the
dlog map. Let s� be its �-component under the splitting ⌦A =

Q
�2⌃

⌦A(�). Following the VBMS
formalism explained in §1.3.1 we define the following formalOL-vector bundles with marked sections.

Definition 2.3.5. Define VOL(⌦A) as the functor that associates to any ↵-admissible formal scheme
Z

��! IGn,r,I the following set:

V
OL(⌦A)(Z

��! IGn,r,I) := HomOL⌦OZ(�
⇤
⌦A,OL ⌦OZ).

Similarly, defineVOL(H
]

A
) as the functor

V
OL(H

]

A
)(Z

��! IGn,r,I) := HomOL⌦OZ(�
⇤
H
]

A
,OL ⌦OZ).
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Definition 2.3.6. DefineVOL
0

(⌦A, s) as the functor that associates to any ↵-admissible formal scheme
Z

��! IGn,r,I , the following set:

V
OL
0

(⌦A, s)(Z
��! IGn,r,I) :=

n
h 2 HomOL⌦OZ

�
�
⇤
⌦A,OL ⌦OZ

�
| (hmod �⇤�n)(�⇤s) = 1

o
.

Similarly, defineVOL
0

(H
]

A
, s) as the functor

V
OL
0

(H
]

A
, s)(Z

��! IGn,r,I) :=

n
h 2 HomOL⌦OZ

�
�
⇤
H
]

A
,OL ⌦OZ

�
| (hmod �⇤�n)(�⇤s) = 1

o
.

Proposition 2.3.3. 1. We have natural isomorphisms of functors

V
OL(⌦A) ' V(⌦A) =

Y

�2⌃

V
�
⌦A(�)

�
, V

OL(H
]

A
) ' V(H

]

A
) =

Y

�2⌃

V
�
H
]

A
(�)
�
.

where V(E) for any locally finite free sheaf E is defined as in Definition 1.3.2.

2. We have natural isomorphisms of functors

V
OL
0

(⌦A, s) '
Y

�2⌃

V0

�
⌦A(�), s�

�
, V

OL
0

(H
]

A
, s) '

Y

�2⌃

V0

�
H
]

A
(�), s�

�
.

where V
0
(E , s) ⇢ V(E) for any locally finite free sheaf E with a marked section s is defined as in

Definition 1.3.3.

Proof. We note that since p is unramified in L, the natural map OL ⌦ OK ! O⌃

K
is an isomorphism.

The claims of the proposition then follow immediately from the definitions.

Taking into account the modified unit root subspace Q ⇢ H
]

A
/pHdg

�p
2
, we define a geometric OL-

vector bundle with marked section and marked splitting as follows.

Definition 2.3.7. 1. For any � 2 ⌃, define V
0

�
H
]

A
(�), s�,Q(�)

�
as the functor that associates to

any ↵-admissible formal scheme Z ��! IGn,r,I the following set:

V0

�
H
]

A
(�), s�,Q(�)

�
(Z) :=

n
h 2 V0

�
H
]

A
(�), s�

�
(Z) | (hmod �⇤⌘)(�⇤Q(�)) = 0

o
.

2. Define VOL
0

(H
]

A
, s,Q) as the functor that associates to any ↵-admissible formal scheme Z ��!

IGn,r,I the following set:

V
OL
0

(H
]

A
, s,Q)(Z) :=

n
h 2 V

OL
0

(H
]

A
, s)(Z) | (hmod �⇤⌘)(�⇤Q) = 0

o
.

Proposition 2.3.4. We have a natural isomorphism of functors

V
OL
0

(H
]

A
, s,Q) '

Y

�2⌃

V0

�
H
]

A
(�), s�,Q(�)

�
.
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Proof. Clear from the definitions.

Proposition 2.3.5. The functors VOL
0

(⌦A, s),V
OL
0

(H
]

A
, s) and VOL

0
(H

]

A
, s,Q) are representable.

Proof. Follows immediately from the discussion in §1.3.

2.3.2.1 Formal group action on formalOL-vector bundles

The vector bundlesVOL
0

(⌦A, s),V
OL
0

(H
]

A
, s) andVOL

0
(H

]

A
, s,Q) carry an action of the formal group

T := 1 + �nResOL/Z
Ga over IGn,r,I . This action realizes VOL

0
(⌦A, s) as a T-torsor over IGn,r,I .

Moreover, there is a natural action ofT(Zp) = (OL ⌦ Zp)
⇥ on the aforementioned formal vector bun-

dles overXr,↵,I whichwewill describe too. Togetherweget an actionofText := Z
⇥
p (1+�nResOL/Z

Ga)

on these vector bundles overXr,↵,I .

1. Text-action on VOL
0

(⌦A, s) : Let (⇢, h) 2 V
OL
0

(⌦A, s)(R) be aR-valued point of VOL
0

(⌦A, s).
Here⇢ : SpfR ! IGn,r,I is amorphismof formal schemes andh 2 HomOL⌦R(⇢

⇤
⌦A,OL⌦R).

Then � 2 T(R) acts as � ⇤ (⇢, h) := (⇢,�h). Let � 2 T(Zp). Denote its class inOL ⌦ Z/p
n
Z

by �̄. Then � induces an isomorphism [�] : IGn,r,I

⇠�! IGn,r,I that induces the map

H
_

n (R) ! H
_

n (R)

P 7! �̄
�1

P

on theR-valued points of IGn,r,I . There is a natural isomorphism �� : [�]
⇤
⌦A

⇠�! ⌦A such that
(�� mod �n)([�]⇤s) = �̄

�1
s. Thenwe define theT(Zp)-action as�⇤(⇢, h) := ([�]�⇢,�h���).

2. Text-action on V
OL
0

(H
]

A
, s) : Let (⇢, h) 2 V

OL
0

(H
]

A
, s)(R), with ⇢ : SpfR ! IGn,r,I a mor-

phism of formal schemes and h 2 HomOL⌦R(⇢
⇤
H
]

A
,OL ⌦ R). Then � 2 T(R) acts as � ⇤

(⇢, h) := (⇢,�h). If � 2 T(Zp), then as before we have an isomorphism [�] : IGn,r,I

⇠�!
IGn,r,I . This gives a natural isomorphism �� : [�]

⇤
H
]

A

⇠�! H
]

A
such that (�� mod �n)([�]⇤s) =

�̄
�1

s. Then we define the T(Zp)-action as � ⇤ (⇢, h) := ([�] � ⇢,�h � ��).

3. Text-action onVOL
0

(H
]

A
, s,Q) : This is defined by restricting the action defined onVOL

0
(H

]

A
, s).

Lemma 2.3.4. The formal group T decomposes as T =
Q
�2⌃

(1 + �nGa) over IGn,r,I . The action of T on
V
OL
0

(⌦A, s) andVOL
0

(H
]

A
, s) is compatible with the splitting ofT and the vector bundles. That is to say, if� =

(��) 2
Q
�
(1+�nGa)(R), and (⇢, h) 2 V

OL
0

(⌦A, s)(R), with h = (h�) 2
Q
�
HomR(⇢

⇤
⌦A(�), R),

then � ⇤ (⇢, h) =
Q
�
(⇢,��h�). Similarly for VOL

0
(H

]

A
, s).

Proof. This is clear.

T-action in terms of local coordinates:
Based on Lemma 2.3.4, the action ofT onVOL

0
(⌦A, s) and onVOL

0
(H

]

A
, s,Q) can be described on local

coordinates in the following manner.
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Let SpfR ,�! IGn,r,I be an open subscheme such that ⌦A and H
]

A
are trivialized as OL ⌦ OIGn,r,I -

modules, and such that Q is trivial too over SpfR/⌘. Let X 2 ⌦A(R) be a lift of s and Y 2 H
]

A
(R)

be a lift of a local OL ⌦ OIGn,r,I generator t of Q. Let X�, Y� be their �-components. The formal
schemes V

0
(⌦A(�), s�) and V

0
(H

]

A
(�), s�,Q(�)) are realized as admissible blow-ups of V(⌦A(�))

and V(H
]

A
(�)) respectively. Then as elaborated in §1.3 the blow-ups are described by the following

diagrams.
IGn,r,I V(⌦A(�)) V

0
(⌦A(�), s�)

SpfR SpfRhX�i SpfRhZ�i
X� 7!1+�nZ�

(2.5)

IGn,r,I V(H
]

A
(�)) V

0
(H

]

A
(�), s�) V

0
(H

]

A
, s�,Q(�))

SpfR SpfRhX�, Y�i SpfRhZ�, Y�i SpfRhZ�,W�i
X� 7!1+�nZ� Y� 7!↵W�

(2.6)

Let � 2 T(R) and let � = (��)� be its decomposition into coordinates. The action of �� on Z� is such
that �� ⇤ (1 + �nZ�) = ��(1 + �nZ�). In other words,

�� ⇤ Z� =
�� � 1

�n
+ ��Z�.

Similarly, �� acts onW� via
�� ⇤W� = ��W�.

2.3.3 p-adic interpolation of⌦A andH]

A

Let n, r,↵, I be as fixed in the beginning of the section. Denote by ⇢0 : VOL
0

(H
]

A
, s,Q) �! IGn,r,I and

⌫
0 : V

OL
0

(⌦A, s) �! IGn,r,I the projections.

Definition 2.3.8. 1. For k = k
0

↵,I
: (OL ⌦ Zp)

⇥ ! ⇤
0

↵,I
the universal character, define

w0

k,↵,I
:= ⌫

0

⇤OV
OL
0 (⌦A,s)

[k].

The sections of this sheaf by definition are the functions f 2 ⌫
0
⇤OV

OL
0 (⌦A,s)

that transform via
� ⇤ f = k(�)f under the T-action.

2. For k = k
0

↵,I
define

W
0

k,↵,I
:= ⇢

0

⇤OV
OL
0 (H],s,Q)

[k].

Let k� : 1 + �nGa ! Gm be the restriction of k0
↵,I

to the �-component of T =
Q
�
(1 + �nGa).
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Proposition 2.3.6. Let ⌫ 0� : V0
(⌦A(�), s�) ! IGn,r,I be the projection for each �. Then

w0

k,↵,I
= ⌦̂�(⌫

0

�)⇤OV0(⌦A(�),s�)
[k�].

In particular,w0

k,↵,I
is a line bundle on IGn,r,I .

Proof. Denote ⌦̂�(⌫
0
�)⇤OV0(⌦A(�),s�)

[k�] by w̃. Then indeed !̃ ⇢ w0

k,↵,I
as follows from Lemma 2.3.4.

Take a Zariski open SpfR ⇢ IGn,r,I that trivializes ⌦A. Then (2.5) shows that (⌫ 0)�1
(SpfR) '

SpfRh{Z�}�2⌃i.

The description of the T-action on V
OL
0

(⌦A, s) in terms of local coordinates imply by [AI21, Lemma
3.9]

!̃(SpfR) = R ·
Y

�

k�(1 + �nZ�).

Denote
Q
�
k�(1 + �nZ�) by k(1 + �nZ).

If f 2 w0

k,↵,I
(SpfR), then f/k(1 + �nZ) 2 Rh{Z�}�iT(R). Then the problem reduces to showing

that the T invariant functions are simplyR.

For the one variable case, this follows from an application of the Weierstrass preparation theorem. If
1 + �nR acts on RhZi via t ⇤ Z =

t�1

�n
+ tZ , then take f 2 RhZi invariant under the action of

1 + �nR. Suppose f =
P

anZ
n. Then for any a 2 R,

P
anZ

n
= (1 + �na) ⇤ (

P
anZ

n
) =P

an(a + (1 + �na)Z)
n. Letting Z = 0, we see that a0 =

P
ana

n for any a 2 R, which shows that
an = 0 for all n > 0.

For the general case the result follows by induction on the number of variables. Choose a bijection⌃ '
{1, . . . , g}. Suppose f =

P
anZ

n
g 2 RhZ1, . . . , ZgiT(R), with an 2 RhZ1, . . . , Zg�1i for all n. Then

for any element � = (�i) 2 T(R), such that �g = 1, f = � ⇤ f =
P

(� ⇤ an)Z
n
g . This shows that

�⇤an = an for all n, and then by induction an 2 R. Finally an = 0 for all n > 0 by the same argument
as above.

Remark 2.3.3. The isomorphism classes ofOL ⌦ OIGn,r,I line bundles can be naturally identified with
elements ofH1

(IGn,r,I ,ResOL/Z
Gm). The subgroupH1

(IGn,r,I , 1+�nResOL/Z
Ga) classifies pre-

ciselyOL ⌦OIGn,r,I line bundlesL with a marked section s 2 L /�nL . Thus the isomorphism class
of (⌦A, dlog(P

univ
n )) defines an element ofH1

(IGn,r,I ,T). Thenw0

k,↵,I
defined as above is nothing but

its image under themap induced by extension of structural groupH1
(IGn,r,I ,T)

k�! H
1
(IGn,r,I ,Gm).

Next we give a local description ofW0

k,↵,I
.

Proposition 2.3.7. Let ⇢0� : V0
(H

]

A
(�), s�,Q(�)) ! IGn,r,I be the projection for each �. Then

W
0

k,↵,I
= ⌦̂�(⇢

0

�)⇤OV0(H
]
A
(�),s� ,Q(�))

[k�].

Proof. Let W̃ = ⌦̂�(⇢
0
�)⇤OV0(H

]
A
(�),s� ,Q(�))

[k�]. Then clearly W̃ ⇢ W
0

k,↵,I
.
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Take a Zariski open SpfR ⇢ IGn,r,I that trivializes H]
A
compatibly with a trivialization of ⌦A and

of Q modulo ⌘. Choosing coordinates as in the local description (2.6), we see that (⇢0)�1
(SpfR) '

SpfRh{Z�,W�}�2⌃i.

The description of T-action on V
OL
0

(H
]

A
, s,Q) in local coordinates, together with Proposition 1.3.2

shows that
W̃(SpfR) = Rh{ W�

1 + �nZ�
}�2⌃i · k(1 + �nZ)

wherewe recall from the previous Proposition that k(1+�nZ) =
Q
�
k�(1+�nZ�). Since k(1+�nZ)

is a unit, in order to prove the reverse inclusion, it will be sufficient to show thatRh{Z�,W�}�iT(R)
=

Rh{ W�
1+�nZ�

}�2⌃i. We prove this by induction on the cardinality of⌃.

For the one variable case, this has been proved in Proposition 1.3.2. For the general case, choose a bijec-
tion ⌃ ' {1, . . . , g}. Let Vg :=

Wg

1+�nZg
. The inclusionRh{Zi,Wi}g�1

i=1
ihZg, Vgi ! Rh{Zi,Wi}gi=1

i
is an isomorphism of topological rings. Let f 2 Rh{Zi,Wi}gi=1

iT(R). Write f =
P

n�0
An(Zg)V

n
g

forAn(Zg) 2 Rh{Zi,Wi}g�1

i=1
ihZgi. For any � 2 T(R) with �i = 1 for all i 6= g, we haveAn(Zg) =

An(�g ⇤ Zg) for all n. Thus for �g = 1 + �na for a 2 R, we haveAn(Zg) = An(a+ �gZg). Putting
Zg = 0, we have An(0) = An(a) for any a 2 R. The Weierstrass preparation theorem then implies
that An(Zg) = An(0) 2 Rh{Zi,Wi}g�1

i=1
i. Thus f =

P
AnV

n
g with An 2 Rh{Zi,Wi}g�1

i=1
i. The

induction hypothesis then implies thatAn 2 Rh{ Wi
1+�nZi

}g�1

i=1
i. This proves the claim.

Corollary 2.3.4. Let SpfR ⇢ IGn,r,I be a Zariski open subset where H
]

A
,⌦A andQ are trivialized. Then

with the notation of (2.6),

W
0

k,↵,I
(SpfR) ' R

⌦
{V�}�2⌃

↵
· k(1 + �nZ), V� :=

W�

1 + �nZ�
.

Let ⌫ : VOL
0

(⌦A, s)
⌫
0

�! IGn,r,I

hn�! Xr,↵,I and ⇢ : VOL
0

(H
]

A
, s,Q)

⇢
0

�! IGn,r,I

hn�! Xr,↵,I be the
projections.

Definition 2.3.9. 1. For k = k
0

↵,I
define w0

k,↵,I
:=

✓
⌫⇤O

V
OL
0 (⌦A,s)

◆
[k]. This by definition is

the sheaf of sections f 2 ⌫⇤O
V
OL
0 (⌦A,s)

that transform via k for the action of Text. This is the
interpolation sheaf of Hilbert modular forms for the universal weight k.

2. For k = k
0

↵,I
defineW0

k,↵,I
:=

✓
⇢⇤O

V
OL
0 (H

]
A
,s,Q)

◆
[k]. This by definition is the sheaf of sections

f 2 ⇢⇤O
V
OL
0 (H

]
A
,s,Q)

that transform via k for the action of Text. This is the interpolation sheaf of
de Rham classes for the universal weight k.

Lemma 2.3.5. w0

k,↵,I
= (hn)⇤w0

k,↵,I
[k] andW0

k,↵,I
= (hn)⇤W

0

k,↵,I
[k] for the residual action of (OL ⌦

Zp)
⇥

Proof. This is clear.
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Remark 2.3.4. Note that the universal weight k = k
0

↵,I
kills the torsion group� ⇢ (OL ⌦ Zp)

⇥. We
will later take care of the torsion part of the character and define the interpolation sheaves w

k,↵,I
and

W
k,↵,I

for the univeral weight k↵,I : (OL ⌦ Zp)
⇥ ! ⇤

⇥

↵,I
, as promised in the beginning of the section

by tensoringw0

k,↵,I
andW0

k,↵,I
respectively with an appropriate coherent sheaf onXr,↵,I ⇥W0

↵,I
W↵,I .

In particular,w0

k,↵,I
andW0

k,↵,I
will be the restriction ofw

k,↵,I
andW

k,↵,I
to the connected component

of the trivial character.

Filtration onW
0

k
: An important result of this work is the following.

Theorem. The sheaf W0

k,↵,I
comes equipped with a natural Hodge filtration induced by the Hodge filtration

onHA such that the Gauss-Manin connectionr onW0

k,↵,I
satisfies Griffiths’ transversality with respect to the

Hodge filtration.

We define the Hodge filtration onW0

k,↵,I
later in Lemma 2.4.1 and prove Griffiths’ transversality forr

in Theorem 2.4.1. The way we show thatW0

k,↵,I
is equipped with a Hodge filtration is by producing a

filtration locally on coordinates, and then proving that it glues. But before we prove these results, we
will introduce a finer filtration onW0

k,↵,I
that will eventually help us to prove that the Hodge filtration

is well-defined.

Choose a bijection⌃ ' {1, . . . , g}. Consider the lexicographic order onNg :
(a1, . . . , ag) > (b1, . . . , bg) if and only if
(1)
P

ai >
P

bi, or
(2) if

P
ai =

P
bi, then for the first index where ai 6= bi, ai > bi.

Since this defines a well ordering onNg we get an order preserving bijection⌅ : N ' N
g . This allows us

to define a natural filtration onW0

k
.

Lemma 2.3.6. Let f0 : VOL
0

(H
]

A
, s,Q) ! V

OL
0

(⌦A, s) be the projection. There is an increasing filtration
{Fili}i�0 on f0⇤OV

OL
0 (H

]
A
,s,Q)

with Fil0(f0⇤OV
OL
0 (H

]
A
,s,Q)

) = O
V
OL
0 (⌦A,s)

. On local coordinates as in
(2.6),

Fili

✓
f0⇤OV

OL
0 (H

]
A
,s,Q)

(SpfR)

◆
=

X

ji

Rh{Z1, . . . , Zg}i ·W⌅(j)
.

Proof. We follow the proof of Lemma 1.3.6. We need to show that the local description glues. For Fil0
this is obvious by definition. For two different choice ofOL⌦R-basis ofH]

A|Spf R, sayX,Y andX 0
, Y

0,
with X,X

0 being lifts of the marked section and Y, Y
0 being lifts of some generator of Q, we get two

different local coordinate description of VOL
0

(H
]

A
, s,Q)|Spf R. Since all the filtered pieces contain Fil0,

we may assumeX = X
0. Then the components of Y and Y 0 are related by Y 0

i
= uiYi + ai⌘Xi for all

i, with ui, ai 2 R. This implies that the isomorphism Rh{Zi,W
0

i
}g
i=1

i ⇠�! Rh{Zi,Wi}gi=1
i is given

by sendingW 0

i
7! uiWi + ai(1 + �nZi). Clearly, this isomorphism respects the filtration given by the

lexicographic ordering.

Recall ⇢0 : VOL
0

(H
]

A
, s,Q) ! IGn,r,I was the projection.
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Lemma 2.3.7. The filtration on ⇢0⇤OV
OL
0 (H

]
A
,s,Q)

induced by taking direct image of the filtration defined in
Lemma 2.3.6 is stable for the action of T. Therefore, we can define a filtration on W

0

k,↵,I
as FiliW0

k,↵,I
=

Fili

✓
⇢
0
⇤OV

OL
0 (H

]
A
,s,Q)

◆
[k] with the property that Fil0W0

k,↵,I
= w0

k,↵,I
and GriW

0

k,↵,I
' w0

k,↵,I
⌦

⌘
�`(i)

(HW ·!�2

A
)
⌅(i), where for⌅(i) = (a1, . . . , ag)we let `(i) =

P
ak , andHW

⌅(i)
=
Q

HW (k)
ak .

Proof. This is clear from the description of the action on local coordinates.

Here we collect a few results that will allow us to prove thatw0

k,↵,I
is a line bundle and the filtration on

W
0

k,↵,I
descends to a filtration onW0

k,↵,I
which then can be realized as the completion of the colimit of

its filtered pieces, which are locally free sheaves of finite rank.

Lemma 2.3.8. Let O��

IG1,r,I
be the ideal of topologically nilpotent elements in OIG1,r,I . With I, r as fixed in

the beginning of the section, for any 2  l  a+ r,

k(1 + p
l�1

(OL ⌦ Zp))� 1 ⇢ Hdg
pl�p
p�1 O��

IG1,r,I
.

Proof. [AIP16b, Lemma 4.4].

Lemma 2.3.9. The natural Text-equivariant mapOIGn,r,I ! O
V
OL
0 (⌦A,s)

induces an isomorphism

OIGn,r,I/qOIGn,r,I

⇠�! w0

k
/qw0

k
.

Proof. [AIP16b, Lemme 4.5].

Lemma 2.3.10. Let h : IGn,r,I ! IGn�1,r,I be the projection for any n. h is finite and the trace map
Trh : h⇤OIGn,r,I ! OIGn�1,r,I induced by the trace on the adic generic fibre satisfies

Hdg
p
n�1OIGn�1,r,I ⇢ Trh(h⇤OIGn,r,I )

for any 2  n  a+ r.

Proof. [AIP16b, Proposition 3.4].

Lemma 2.3.11. Let SpfR ⇢ Xr,↵,I be an open whereHdg is trivialized. Letting c0 = 1, for every 1  n 
a+ r, there exists cn 2 Hdg

�
pn�p
p�1 OIGn,r,I (SpfR) satisfying Trh(cn) = cn�1.

Proof. Immediate from Lemma 2.3.10.

Recall ⇢ : VOL
0

(H
]

A
, s,Q) ! Xr,↵,I was the projection andW0

k,↵,I
= ⇢⇤O

V
OL
0 (H

]
A
,s,Q)

[k].

Theorem 2.3.1. The action of Text on ⇢⇤O
V
OL
0 (H

]
A
,s,Q)

preserves the filtration {Fili}i induced by taking

direct image of the filtration defined in Lemma 2.3.6. Let FiliW0

k,↵,I
= Fili

✓
⇢⇤O

V
OL
0 (H

]
A
,s,Q)

◆
[k].
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1. FiliW0

k,↵,I
is a finite locally freeOXr,↵,I -module.

2. W0

k,↵,I
is the ↵-adic completion of lim�!i

FiliW
0

k,↵,I
.

3. Fil0W0

k,↵,I
= w0

k,↵,I
andGriW

0

k,↵,I
' w0

k,↵,I
⌦ ⌘

�`(i)
(HW · !�2

A
)
⌅(i).

Proof. We already know the similar results forW0

k,↵,I
. Also it is clear that Fil0 is preserved by the Text-

action and Fil0W
0

k,↵,I
= w0

k,↵,I
. By Lemma 2.3.5, W0

k,↵,I
= (hn)⇤W

0

k,↵,I
[k] for the residual action

of (OL ⌦ Zp)
⇥. The idea is to pick generators of GriW

0

k,↵,I
and modify them to produce generators

of GriW
0

k,↵,I
. To that intent, recall we have a Text equivariant isomorphism OIGn,r,I/q ' w0

k,↵,I
/q

by Lemma 2.3.9. Let SpfR ⇢ Xr,↵,I be a Zariski open that trivializes !A and let ! be aOL ⌦ OXr,↵,I

generator. Let V be the pullback of SpfR to IGn,r,I . This gives a Text equivariant isomorphism

OIGn,r,I (V )/q ⌦ ⌘
�`(i)

(HW · !�2

A
)
⌅(i) ⇠�! GriW

0

k
(V )/q = w0

k
(V )/q ⌦ ⌘

�`(i)
(HW · !�2

A
)
⌅(i)

.

Let s̄i be the image of the class of ⌘�`(i)(HW ·!�2

A
)
⌅(i). In particular t⇤ s̄i = s̄i for all t 2 (OL⌦Zp)

⇥,
since ⌘�`(i)(HW · !�2

A
)
⌅(i) is defined overXr,↵,I . Pick a lift si of s̄i to FiliW0

k,↵,I
.

Choose lifts ⌧̃ of ⌧ 2 (OL/p
nOL)

⇥ in (OL ⌦ Zp)
⇥. With cn as in Lemma 2.3.11, define

s̃i :=

X

⌧2(OL/p
nOL)

⇥

k(⌧̃)
�1
⌧(cnsi) 2 Hdg

�
pn�p
p�1 W

0

k,↵,I
(V ).

We claim that s̃i 2 FiliW
0

k,↵,I
(V ) and its image generates GriW

0

k,↵,I
. Moreover since (OL ⌦ Zp)

⇥

acts on s̃i via k, it descends toW0

k
. To prove the claim we note that

s̃i � si =

0

B@
X

⌧2(OL/p
nOL)

⇥

k(⌧̃)
�1
⌧(cnsi)

1

CA� si

2
X

⌧2(OL/p
nOL)

⇥

k(⌧̃)
�1

(⌧(cnsi)� ⌧(cn)si) +R
��
FiliW

0

k,↵,I

⇢
X

⌧2(OL/p
nOL)

⇥

k(⌧̃)
�1
⌧(cn)(⌧(si)� si) +R

��
FiliW

0

k,↵,I

⇢ R
��
FiliW

0

k,↵,I
+ Fili�1W

0

k,↵,I
.

Here we used the fact that
P

k(⌧̃)
�1
⌧(cn) 2 1+R

��OIGn,r,I whose proof we refer to [AIP18, Lemme
5.4]. The fact that s̃i generatesGriW

0

k,↵,I
follows by noting that it does so moduloR��.

So we have produced a local basis of FiliW0

k,↵,I
for each i that descends toW0

k,↵,I
. This proves that the

filtration on ⇢⇤O
V
OL
0 (H

]
A
,s,Q)

is preserved by the Text-action and so the filtration onW0

k,↵,I
descend to

a filtration onW0

k,↵,I
. The rest of the claims in the theorem follow immediately.
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Let � : � ⇢ (OL ⌦ Zp)
⇥ k

un
��! ⇤

⇥

↵,I
be the finite part of the universal character. For p 6= 2, � =

(OL ⌦Zp)
⇥
/1 + p(OL ⌦Zp) and for p = 2,� is a quotient of (OL ⌦Zp)

⇥
/1 + 4(OL ⌦Zp). Using

this we view � as a character of (OL/qOL)
⇥. Let p : M̄r,↵,I := Xr,↵,I ⇥W0

↵,I
W↵,I ! Xr,↵,I be the

projection induced by the finite flat base changeW↵,I ! W0

↵,I
.

Definition 2.3.10. For i = 1 if p 6= 2 and i = 2 if p = 2, define a coherent sheaf w�

k,↵,I
:=⇣

p
⇤
(fi)⇤OIGi,r,I

⌘
[�

�1
] for the action of (OL/qOL)

⇥ on fi : IGi,r,I ! Xr,↵,I .

Definition 2.3.11. 1. Define the sheaf of overconvergent Hilbert modular forms of weight k = k
un

to bew
k,↵,I

= p
⇤w0

k,↵,I
⌦w�

k,↵,I
.

2. Define the sheaf of overconvergent de Rham classes to beW
k,↵,I

= p
⇤
W

0

k,↵,I
⌦w�

k,↵,I
.

Proposition 2.3.8. The sheafW
k,↵,I

is equipped with a filtration by coherent OM̄r,↵,I
modules FiliWk,↵,I

and moreover W
k,↵,I

is the ↵-adic completion of lim�!i
FiliWk,↵,I

. We have Fil0Wk,↵,I
= w

k,↵,I
and

GriWk,↵,I
' w

k,↵,I
⌦ ⌘

�`(i)
(HW · !�2

A
)
⌅(i).

Proof. Define FiliWk,↵,I
:= p

⇤
FiliW

0

k,↵,I
⌦ w�

k,↵,I
. The rest of the claims follow immediately from

Theorem 2.3.1.

We remarked in the introduction to the section that the construction of w
k,↵,I

appears in the previous
work of Andreatta-Iovita-Pilloni [AIP16b]. Here we compare our construction to theirs and show why
we get isomorphic sheaves.

In [AIP16b] the authors consider a torsor Fn,r,I over IGn,r,I for the group T. This torsor is defined on
points SpfR ��! IGn,r,I for any normal admissible ⇤0

↵,I
-algebraR as follows.

Fn,r,I(R) := {! 2 !A |! = �
⇤
(s) 2 �

⇤
⌦A/�n}.

The action of T on Fn,r,I is the obvious one, i.e. � 2 T(R) acts via � ⇤ ! = �!. Moreover there is an
action of Text on Fn,r,I over Xr,↵,I . This is given by first noting that any point of Fn,r,I(R) can be seen
as a pair (P,!) where P 2 H

_
n (R) and ! 2 !A(R),! = dlog(P )mod �n. Then � 2 (OL ⌦ Zp)

⇥

acts via � ⇤ (P,!) = (�̄P,�!), where �̄ is the class of � in (OL/p
nOL)

⇥. Then they define the sheaf
of Hilbert modular forms for universal weight k = k

0

↵,I
as follows. Let ⌫ 0 : Fn,r,I ! Xr,↵,I be the

projection.

Definition 2.3.12. The sheaf of Hilbert modular forms for weight k = k
0

↵,I
is defined as w0,old

k,↵,I
:=

⌫
0
⇤OFn,r,I [k

�1
] for the action of Text.

We now show why the sheafw0

k,↵,I
is naturally isomorphic tow0,old

k,↵,I
.

Proposition 2.3.9. There is an isomorphism of formal schemes overXr,↵,I , a : Fn,r,I

⇠�! V
OL
0

(⌦A, s). This
isomorphism interacts with the Text action in the following manner: for any point x 2 Fn,r,I(R), � ⇤ a(x) =
a(�

�1 ⇤ x).

Proof. Define a by sending a point (P,!) 7! (P,!
_
). Then it is easy to check the rest of the claims.
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Proposition 2.3.10. There is a natural isomorphismw0

k,↵,I
' w0,old

k,↵,I
.

Proof. Let ⌫ : VOL
0

(⌦A, s) ! Xr,↵,I be the projection. Then the isomorphism induced by a,

⌫⇤O
V
OL
0 (⌦A,s)

' ⌫
0

⇤OFn,r,I

induces an isomorphismw0

k,↵,I
' w0,old

k,↵,I
due to Proposition 2.3.9.

Here we recall an important result about the surjectivity of the specialization map for cusp forms.

Let X⇤

r,↵,I
! W0

↵,I
be the blow-up spaces constructed exactly as Xr,↵,I but now starting from the

minimal compactification M
⇤
(µN , c). These are formal models for overconvergent neighbourhoods

ofM⇤
(µN , c). LetM⇤

r,↵,I
:= X⇤

r,↵,I
⇥W0

↵,I
W↵,I . There is a natural map f : M̄r,↵,I ! M⇤

r,↵,I
induced

by the projection M̄(µN , c) ! M
⇤
(µN , c). Let M̄r,↵,I ,M⇤

r,↵,I
be their adic generic fibre. Recall that

D was the boundary divisor of M̄(µN , c). By an abuse of notation we denote byD its inverse image in
M̄r,↵,I .

Theorem 2.3.2. We haveRi
f⇤wk,↵,I

(�D) = 0 for all i > 0. Let g : M̄r,↵,I ! W↵,I be the projection to
the weight space. Then for any weight  2 W↵,I ,


⇤
g⇤wk,↵,I

(�D)[1/↵] = H
0
(M̄r,↵,I ,

⇤w
k,↵,I

(�D)[1/↵])

is the space of r-overconvergent Hilbert cuspforms of tame level µN , c-polarization and weight .

Proof. The first part follows from [AIP16a, Corollary 3.20]. For the second part we remark that the pro-
jection g factors through M̄r,↵,I

f�! M⇤

r,↵,I
! W↵,I , andM⇤

r,↵,I
is affinoid. Then the claim follows

from the first part.

2.3.4 Overconvergent arithmetic Hilbert modular forms

Recall that we defined the notion of arithmetic Hilbert modular forms in §2.1.2.1. These were Hilbert
modular forms associated to the group G = ResL/QGL2,L. With � = O⇥,+

L
/U

2

N
, we saw that the

quotient M̄(µN , c) ! M̄(µN , c)/� is finite étale. Given a classical weight (v, w) 2 WG the sheaf of
arithmetic Hilbert modular forms of tame levelµN , c-polarization andweight (v, w)with coefficients in
Rwas defined to be!(v,w)

R
:= (p⇤!

k

A,R
)
�. The definition of overconvergent arithmetic Hilbertmodular

forms is given in a similar manner. We follow [AIP16b].

Let M̄G

r,↵,I
:= (M̄

r,↵,I
⇥W WG

)/�. By Proposition 2.1.1 the quotient map p : M̄
r,↵,I

⇥W WG !
M̄G

r,↵,I
is finite étale. Consider the pullback ofw

k,↵,I
along f : M̄

r,↵,I
⇥W WG ! M̄

r,↵,I
. The action

of � on M̄
r,↵,I

⇥W WG can be lifted to an action on f
⇤w

k,↵,I
as follows. Let (v↵,I , w↵,I) : (OL ⌦

Zp)
⇥ ⇥ Z

⇥
p ! (⇤↵,I⌦̂⇤⇤

G
)
⇥
=: (⇤

G

↵,I
)
⇥ be the universal character. Any ✏ 2 O⇥,+

L
induces an iso-

morphism [✏]
⇤
f
⇤w

k,↵,I
! f

⇤w
k,↵,I

. Wedefine the action onf⇤w
k,↵,I

bymultiplying this isomorphism
by v↵,I(✏�1

). That is, viewing a section g of f⇤w
k,↵,I

by Koecher’s principle as a rule that associates to
any tuple (A, ◆,�, ,!) a value g(A, ◆,�, ,!) 2 ⇤

G

↵,I
, the action of ✏ is given by

(✏ · g)(A, ◆,�, ,!) = v↵,I(✏
�1

)g(A, ◆, ✏�, ,!).
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Definition 2.3.13. The sheaf of r-overconvergent arithmetic Hilbert modular forms of tame level µN ,
c-polarization and weight kG

↵,I
:= (v↵,I , w↵,I) is defined to be

wG,c
k,↵,I

:= (p⇤f
⇤w

k,↵,I
)
�
.

Similarly one defines the sheaf of r-overconvergent arithmetic Hilbert cuspforms of tame level µN , c-
polarization and weight kG

↵,I
to be

wG,c
k,↵,I

(�D) := (p⇤f
⇤w

k,↵,I
(�D))

�
.

We have a surjectivity result about the specialization map of arithmetic Hilbert cuspforms analogous to
Theorem 2.3.2.

Let M̄G

r,↵,I
be the adic generic fibre of M̄G

r,↵,I
. Let g : M̄G

r,↵,I
! WG

↵,I
be the projection to the weight

space, whereWG

↵,I
= Spa(⇤

G

↵,I
[1/↵],⇤

G

↵,I
).

Theorem 2.3.3. For any weight kG 2 WG

↵,I
, (kG)⇤wG,c

k,↵,I
(�D)[1/↵] is the space of r-overconvergent

arithmetic Hilbert cuspforms of tame level µN , c-polarization and weight kG.

Proof. We need to show that Ri
g⇤w

G,c
k,↵,I

(�D)[1/↵] = 0 for all i > 0. This follows from Theorem
2.3.2 by noting that over the generic fibre applying the invariant functor (·)� to a Čech resolution of
p⇤f

⇤w
k,↵,I

(�D) is exact since (·)� is obtained by the application of the projector e = 1

#�

P
✏2�

✏.

Letgc denote the projection to theweight spaceWG

↵,I
from the formalmodelM̄G

r,↵,I
corresponding to the

moduli of abelian schemes with c-polarization. For x 2 L
⇥,+ coprime to p, consider the isomorphism

L(xc,c) : gc⇤w
G,c
k,↵,I

�! gxc⇤w
G,xc
k,↵,I

given by

L(xc,c)(f)(A, ◆,�, ,!) = v(x)f(A, ◆, x
�1
�, ,!).

The isomorphism depends only on the principal ideal (x) and preserves cuspidality.

Definition 2.3.14. Define the sheaf of r-overconvergent arithmetic Hilbert modular forms of tame level
µN and weight kG

↵,I
to be

wG

k,↵,I
:=

0

B@
M

c2Frac(L)(p)
gc⇤w

G,c
k,↵,I

1

CA /

⇣
L(xc,c)(f)� f

⌘

x2Princ(L)+,(p)
.

One defines similarly the subsheaf of r-overconvergent arithmetic Hilbert cuspforms, which we denote
bywG

k,↵,I
(�D). (Note theD is the notation does not have anything to do any boundary divisor, but we

choose this notation to stay consistent with our previous notation when the polarization module was
fixed and we were working over a fixed toroidal compactification.)
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2.4 p-adic iteration of the Gauss-Manin connection

In this sectionwewill define iteration of theGauss-Manin connection for analyticweights. For simplicity
of notation we will ignore the log poles at the cusps. The first main result of this section is the following.

Theorem. There is a filtration {Fili}i�0 on W
0

k,↵,I
such that the graded pieces over the generic fibre are

GrnW
0

k,↵,I
[1/↵] ' w0

k,↵,I
⌦ Sym

n
!
�⌦2

A
[1/↵]. There is a connection

rk : W
0

k,↵,I
[1/↵] ! W

0

k,↵,I
⌦̂⌦

1

Xr,↵,I/⇤
0
↵,I

[1/↵]

induced by the Gauss-Manin connection on HA, which satisfies Griffiths’ transversality with respect to the fil-
tration Fili above. Moreover, it also induces a connection

W
k,↵,I

[1/↵] ! W
k,↵,I

⌦̂⌦
1

M̄r,↵,I/⇤↵,I
[1/↵]

that satisfies Griffiths’ transversality with respect to the filtration defined by tensoring Fili withw
�

k,↵,I
.

2.4.1 The Gauss-Manin connection onH
]

A

Let IG0

n,r,I
! IGn,r,I be the analytic adic space classifying trivializations (OL/p

nOL)
2 ⇠�! A[p

n
]
_

compatible with the trivializationsOL/p
nOL

⇠�! H
_
n . Let IG

0

n,r,I
! IGn,r,I be the normalization.

Proposition 2.4.1. The Gauss-Manin connection onHA over IG0

n,r,I
restricts to a connection

r : H
]

A
! H

]

A
⌦̂⌦

1

IG0

n,r,I/⇤
0
↵,I

such that (r mod �n)(s) = 0 and (r mod ⌘)(Q) ⇢ Q⌦ ⌦
1

IG0

n,r,I/⇤
0
↵,I

/(⌘).

Proof. We have a commutative diagram as follows coming from the functoriality of the dlogmap.

(OL/p
nOL)

2
!
µ
2
pn

⌦ d�1

A[p
n
]
_
(IG0

n,r,I
) !A/p

n

'

dlog

dlog

The bottom arrow dlogA[pn]_ composed with the projection on to !A/�n ' !Hn/�n factors through

A[p
n
]
_ ! H

_
n

dlog��! !Hn . The connection on HA modulo p
n is the connection r̄ on the invariant

differentials of the universal vector extension ofA[p
n
]
_. Since µpn is isotrivial, the functoriality of the

Gauss-Manin connection and the commutativity of the diagram shows that r̄(dlog(P
univ
n )) = 0. This

shows thatr(⌦A) = 0mod �nHA⌦̂⌦
1

IG0

n,r,I/⇤
0
↵,I

. In particularr(⌦A) ⇢ H
]

A
⌦̂⌦

1

IG0

n,r,I/⇤
0
↵,I

.

On the other hand sinceH]
A
= ⌦A + ⇠gHW · HA we are left to show thatrmaps ⇠gHW · HA toH]

A
.

Since theGauss-Manin connection is functorial, it commuteswith the splitting ofHA into the g different
components. Recalling the notation from Corollary 2.3.3 we need to show that

r
⇣
⇠(ij)

gHW (ij) ·HA(ij)

⌘
⇢ H

]

A
(ij)⌦̂⌦

1

IG0

n,r,I/⇤
0
↵,I

.
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To show this note that by Lemma 2.3.3, ⇠(ij)gHW (ij) = F̃
⇤
(⇠(ij�1)) is a p-th power at all height 1

localizations. Thusrmaps it toH]
A
+pHA. Since p 2 ⇠(ij)

gHW (ij) for all ij we conclude. This proves
the first two claims of the proposition. Now we show that (rmod ⌘)(Q) ⇢ Q⌦ ⌦

1

IG0

n,r,I/⇤
0
↵,I

/(⌘).

Let SpfR0 ⇢ Xr,↵,I be an open such thatHA is trivialized over SpfR asOL⌦R0-modules. Let SpfR ⇢
IGn,r,I and SpfR0 ⇢ IG0

n,r,I
be its inverse image in IGn,r,I and IG0

n,r,I
respectively. Assume also that

H
]

A
is trivialized over SpfR. PickOL⌦R0-basis!, ⇣ ofHA such that e := ⇠! is a lift of s for some local

generator ⇠ of ⇠ and such that f := Ce+ (⇠HW )⇣ is a lift of a generator ofQ for some local generator
HW of gHW and someC 2 OL ⌦R as in the proof of Proposition 2.3.2. Assume also that the image of
⇣ in !_

A
is the dual of !.

Let !�, ⇣� be the �-components of ! and ⇣ . Let ⇥� = KS(!�, ⇣�) be the Kodaira-Spencer class in
⌦
1

Xr,↵,I/⇤
0
↵,I

corresponding to the image of !⌦2
� under the Kodaira-Spencer isomorphism

KS : !
⌦2

A

⇠�! ⌦
1

Xr,↵,I/⇤
0
↵,I

.

The⇥� thus form a basis for⌦1

Xr,↵,I/⇤
0
↵,I

. Suppose that

r(!�) =

X

⌧

!� ⌦ ↵
�

⌧⇥⌧ + ⇣� ⌦⇥� (2.7)

r(⇣�) =

X

⌧

!� ⌦ �
�

⌧⇥⌧ +

X

⌧

⇣� ⌦ �
�

⌧⇥⌧ (2.8)

for ↵�⌧ ,��⌧ , ��⌧ 2 OXr,↵,I . Therefore we have

r(e�) = r(⇠(�) · !�)

= ⇠(�)

X

⌧

!� ⌦ ↵
�

⌧⇥⌧ + ⇠(�) · ⇣� ⌦⇥� + ⇠(�) · !� ⌦ dlog ⇠(�)

= !� ⌦
 
⇠(�)

X

⌧

↵
�

⌧⇥⌧ + d⇠(�)

!
+ ⇣� ⌦ ⇠(�)⇥�

= e� ⌦
 
X

⌧

↵
�

⌧⇥⌧ + dlog ⇠(�)� C�⇥�

HW (�)

!
+ f� ⌦

⇥�

HW (�)

(2.9)

r(f�) = r(C�e� + ⇠(�)HW (�) · ⇣�)

= r(C�e�) + ⇠(�)HW (�)

X

⌧

!� ⌦ �
�

⌧⇥
⌧
+ ⇠(�)HW (�)

X

⌧

⇣� ⌦ �
�

⌧⇥⌧

+ ⇠(�)HW (�) · ⇣� ⌦ dlog(⇠(�)HW (�))

= r(C�e�) + e� ⌦
 
X

⌧

HW (�)�
�

⌧⇥⌧ � C�

X

⌧

�
�

⌧⇥⌧ � dlog(⇠(�)HW (�))

!

+ f� ⌦
 
X

⌧

�
�

⌧⇥⌧ + dlog(⇠(�)HW (�))

!

(2.10)
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Now the proof of the previous part of the proposition shows that over IG0

n,r,I
, r(⌦A) ⇢ �nHA ⌦

⌦
1

IG0

n,r,I/⇤
0
↵,I

. Then the third equality of (2.9) implies that ⇥� 2 �n⌦
1

IG0

n,r,I/⇤
0
↵,I

for all �. In other

words the image of⌦1

Xr,↵,I/⇤
0
↵,I

! ⌦
1

IG0

n,r,I/⇤
0
↵,I

is contained in �n⌦1

IG0

n,r,I/⇤
0
↵,I

. Moreover the same is
true of d⇠(�). This implies together with the explicit formula of (2.10) thatr(f�) ⌘ 0mod (⌘), proving
the final part of the proposition.

2.4.2 The Gauss-Manin connection onW
0

k,↵,I

Recall that the universal character k = k
0

↵,I
is analytic on 1 + p

n�1
(OL ⌦ Zp). In particular there are

u� 2 p
1�n

⇤
0

↵,I
such that k�(t) = exp(u� log(t)) for all t 2 1 + �nGa. In this section we will define

the connection onW0

k,↵,I
. We would like to have Griffith’s transversality for some filtration onW0

k,↵,I
.

But the filtration given in Theorem 2.3.1, i.e. the filtration given by lexicographic ordering for a choice of
numbering of the set⌃, doesn’t satisfy this. Thus as promised before, here we define the Hodge filtration
onW0

k,↵,I
.

Lemma 2.4.1. Let ⇢0 : VOL
0

(H
]

A
, s,Q) ! IGn,r,I and hn : IGn,r,I ! Xr,↵,I be the projections. Then the

filtration on ⇢0⇤OV
OL
0 (H

]
A
,s,Q)

defined on local coordinates SpfR ⇢ IGn,r,I by

Fili

✓
⇢
0

⇤OV
OL
0 (H

]
A
,s,Q)

(SpfR)

◆
= FiliRh{Z�,W�}�2⌃i :=

iM

j=0

Rh{Z�}�2⌃i ⌦R Sym
j
R[W�]�2⌃

is well-defined. Moreover, (hn)⇤Fili is stable under the action of Text for all i. In particular it induces a fil-

tration on W
0

k,↵,I
, by defining FiliW0

k,↵,I
:= Fili

✓
⇢⇤O

V
OL
0 (H

]
A
,s,Q)

◆
[k], where ⇢ = hn � ⇢0. This is

defined to be the Hodge filtration. The graded pieces over the generic fibre are GriW
0

k,↵,I
[1/↵] ' w0

k,↵,I
⌦

Sym
i
!
�⌦2

A
[1/↵] ' w0

k,↵,I
⌦ Sym

i
(��!A(�2�))[1/↵].

Proof. We note that �i

j=0
Sym

j
R[W�]�2⌃ contains all polynomials in {W�}�2⌃ of degree  i. In

particular, choosing an ordering ⌅ : ⌃ ' {1, . . . , g}, there is a greatest element in Sym
i
R[W�]�2⌃

corresponding to the multi-index (i, 0, . . . , 0). Let i0 := ⌅
�1

(i, 0, . . . , 0). Denoting by Fil0i the lexico-
graphic ordering of Theorem 2.3.1, we then have Fili = Fil

0

i0
. The lemma follows.

Convention: Henceforth, unless otherwise stated{Fili}i�0will denote theHodge filtration of Lemma
2.4.1, and not the filtration induced by a lexicographic ordering on ⌃. Also we will denote by Fili the
filtration induced onW

k,↵,I
by tensoring the above filtration withw�

k,↵,I
.

Let P(1)

IG0

n,r,I/⇤
0
↵,I

be the first infinitesimal neighborhood of the closed subscheme of IG0

n,r,I
⇥W0

↵,I

IG0

n,r,I
defined by the diagonal embedding � : IG0

n,r,I
,�! IG0

n,r,I
⇥Spf ⇤0

↵,I
IG0

n,r,I
. Let p1, p2 be

the first and second projections P(1)

IG0

n,r,I/⇤
0
↵,I

! IG0

n,r,I
. Then using Grothendieck’s formalism of

connections [BO15, §2], we get anOL ⌦O
P

(1)

IG0
n,r,I

/⇤0
↵,I

-linear isomorphism ✏
] : p

⇤
2
H
]

A

⇠�! p
⇤
1
H
]

A
asso-

ciated to the connectionr : H
]

A
! H

]

A
⌦ ⌦

1

IG0

n,r,I/⇤
0
↵,I

. This ✏] is characterized by the properties that
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�
⇤
✏
]
= id,r(x) = ✏

]
(1 ⌦ x) � x ⌦ 1 and it satisfies a suitable cocycle condition with respect to the

three possible pullbacks of ✏] to IG0

n,r,I
⇥W0

↵,I
IG0

n,r,I
⇥W0

↵,I
IG0

n,r,I
.

Let ⇢̃ : #⇤VOL
0

(H
]

A
, s,Q) ! IG0

n,r,I
be the pullbackof⇢0 : VOL

0
(H

]

A
, s,Q) ! IGn,r,I to# : IG0

n,r,I
!

IGn,r,I . Sometimes we will drop the notation # for simplicity.

Lemma 2.4.2. The connectionr : H
]

A
! H

]

A
⌦̂⌦

1

IG0

n,r,I/⇤
0
↵,I

induces an isomorphism associated to a con-

nection (in the sense of Grothendieck) on ⇢̃⇤O
V
OL
0 (H

]
A
,s,Q)

.

p
⇤
2
⇢̃⇤O

V
OL
0 (H

]
A
,s,Q)

p
⇤
1
⇢̃⇤O

V
OL
0 (H

]
A
,s,Q)

'

✏
]
0

Proof. The isomorphism ✏
] : p

⇤
2
H
]

A

⇠�! p
⇤
1
H
]

A
splits by OL-linearity into ✏]� : p⇤2H

]

A
(�)

⇠�! p
⇤
1
H
]

A
(�)

for all � 2 ⌃. Let ⇢̃� : V0
(H

]

A
(�), s�,Q(�)) ! IG0

n,r,I
be the �-component of ⇢̃. Each ✏]� induces

a connection ✏]
�,0

: p
⇤
2
(⇢̃�)⇤OV0(H

]
A
(�),s� ,Q(�))

⇠�! p
⇤
1
(⇢̃�)⇤OV0(H

]
A
(�),s� ,Q(�))

by §1.4.2. Then ✏]
0
is

defined by the tensor product⌦✏]
�,0

.

Lemma 2.4.3. The action of (OL ⌦Zp)
⇥ onVOL

0
(H

]

A
, s,Q) overXr,↵,I as defined in §2.3.2.1 can be lifted

to an action on #⇤VOL
0

(H
]

A
, s,Q) over Xr,↵,I such that the induced action commutes with ✏

]

0
.

Proof. The map IG0

n,r,I
! Xr,↵,I is a torsor for the group

 
(OL/p

nOL)
⇥

µpn ⌦ d�1

0 (OL/p
nOL)

⇥

!
.

Then (OL ⌦ Zp)
⇥ acts on IG0

n,r,I
through the quotient

(OL ⌦ Zp)
⇥ !

 
1 0

0 (OL/p
nOL)

⇥

!

and this action lifts the action on IGn,r,I . For � 2 (OL⌦Zp)
⇥ we get an isomorphism [�] : IG0

n,r,I
!

IG0

n,r,I
over Xr,↵,I , that induces an isomorphism �� : H

]

A
! H

]

A
sending the marked section s 7!

�̄
�1

s and the marked subspaceQ to itself. Since the connection onH]
A
is induced by the Gauss-Manin

connection on HA, by functoriality of the Gauss-Manin connection, r commutes with ��. The last
claim follows by noticing that the action on #⇤VOL

0
(H

]

A
, s,Q) is induced by the isomorphism H

]

A

���!
H
]

A

⇥���! H
]

A
which obviously commutes withr.

Theorem 2.4.1. There is an integrable connection onW0

k,↵,I
,

rk : W
0

k,↵,I
! W

0

k,↵,I
⌦̂⌦

1

Xr,↵,I/⇤
0
↵,I

[1/↵]

for which the filtration onW0

k,↵,I
defined in Lemma 2.4.1 satisfies Griffith’s transversality.
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Proof. We use the notation of the proof of Proposition 2.4.1. Recall SpfR0 ⇢ IG0

n,r,I
was an open that

was the inverse image of an open SpfR0 ⇢ Xr,↵,I that trivializes HA, and such that over SpfR0, H]
A
is

trivial withOL ⌦ R
0-basis {e, f} adapted to the marked section s and modified unit root subspaceQ.

Let I(�) = ker (R
0⌦̂

⇤
0
↵,I

R
0 mult��! R

0
), and letR(1)

= R
0⌦̂

⇤
0
↵,I

R
0
/I(�)

2.

Then in terms of the basis {e, f}, ✏] is given by a matrix

A =

 
a b

c d

!
2 GL2

⇣
OL ⌦R

(1)

⌘
.

Decomposing into components, we get matrices

A� =

 
a� b�

c� d�

!
2 GL2

⇣
R

(1)

⌘

with respect to the basis e�, f� ofH]A(�) for each �.

Since�⇤
(✏
]
) = id, we have that a� = 1 + a

0
� and d� = 1 + d

0
� with a0�, d0�, b�, c� 2 I(�) for all �.

Moreover, the squares of a0�, d0�, b�, c� are all 0 inR(1).

Comparing the expression ofr in terms of a, b, c, d on the one hand and that in (2.9) and (2.10) on the
other, we see that c�HW (�) is the Kodaira-Spencer class⇥� .

By Lemma 2.4.2 there is an isomorphism ✏
]

0
: p

⇤
2
⇢̃⇤O

V
OL
0 (H

]
A
,s,Q)

⇠�! p
⇤
1
⇢̃⇤O

V
OL
0 (H

]
A
,s,Q)

induced by

✏
] : p

⇤
2
H
]

A
' p

⇤
1
H
]

A
. We show that ✏]

0
restricts to a connection on W

0

k,↵,I
. We show this on local co-

ordinates. So recalling the local description of W0

k,↵,I
from Corollary 2.3.4, we have W0

k,↵,I |Spf R0
=

R
0h{V�}ik(1+�nZ), where we recall V� =

W�
1+�nZ�

and k(1+�nZ)was the notation for
Q
�
k�(1+

�nZ�). Thus ✏]0 is described by its action on V� and 1 + �nZ� . We have

✏
]

0
(V�) = ⌘

�1
(b� + ⌘d�V�)(a� + ⌘c�V�)

�1
✏
]

0
(1 + �nZ�) = (a� + ⌘c�V�)(1 + �nZ�).

From this one can deduce the following formula forrk(x) = ✏
]

0
(1⌦ x)� x⌦ 1.

rk

 
Y

�

V
i�
� · k(1 + �nZ)

!
=

Y

�

V
i�
�

 
X

�

i�V
�1

� ⌦ b�⌘
�1

+

X

�

(u� � i�)⌦ a
0

�

+

X

�

i� ⌦ d
0

� +

X

�

(u� � i�)V� ⌦ ⌘c�

!
�
k(1 + �nZ)⌦ 1

�

(2.11)

This connection descends to IGn,r,I after inverting ↵, by the formula above. Then we descend rk to
Xr,↵,I by takingk-invariants for the (OL⌦Zp)

⇥ action using Lemma2.4.3 and notingIGn,r,I ! Xr,↵,I

is generically étale.
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Corollary 2.4.1. The connection rk : W
0

k,↵,I
! W

0

k,↵,I
⌦̂⌦

1

Xr,↵,I/⇤
0
↵,I

[1/↵] induces a connection which
we still denote byrk

rk : Wk,↵,I
! W

k,↵,I
⌦̂⌦

1

M̄r,↵,I/⇤↵,I
[1/↵]

that satisfies Griffiths transverality with respect to the filtration onW
k,↵,I

defined by tensoring Fili of Lemma
2.4.1 withw�

k,↵,I
.

Proof. Recallw�

k,↵,I
was defined as

⇣
(fi)⇤OIGi,r,I ⌦⇤

0
↵,I

⇤↵,I

⌘
[�

�1
] for fi : IGi,r,I ! Xr,↵,I the pro-

jection with i = 1 if p 6= 2 and i = 2 if p = 2. The universal derivation (fi)⇤OIGi,r,I ⌦⇤
0
↵,I

⇤↵,I !
(fi)⇤⌦

1

IGi,r,I/⇤
0
↵,I

⌦ ⇤↵,I commutes with the action of (OL/qOL)
⇥ and thus induces a connection

w�

k,↵,I
! w�

k,↵,I
⌦̂⌦

1

M̄r,↵,I
[1/↵] by taking ��1-invariants and upon inverting ↵. This along with rk

defined onW0

k,↵,I
above induces the required connection onW

k,↵,I
.

The Kodaira-Spencer isomorphism !
⌦2

A

⇠�! ⌦
1

Xr,↵,I/⇤
0
↵,I

induces a decomposition of ⌦1

Xr,↵,I/⇤
0
↵,I

cor-

responding to the decomposition !⌦2

A
=
Q
�
!
2�

A
. Here the tensor product is taken as OL ⌦ OX↵,I -

modules. This induces an isomorphism⌦
1

Xr,↵,I
[1/↵] '

Q
�
!
2�

A
[1/↵].

Definition 2.4.1. Define rk(�) : W
0

k,↵,I
! W

0

k+2�,↵,I
[1/↵] as the map obtained by composing rk

with the projection onto the � component of⌦1

Xr,↵,I/⇤
0
↵,I

[1/↵] '
Q
�
!
2�

A
, followed by the natural map

toW0

k+2�,↵,I
.

rk(�) : W
0

k,↵,I

rk��! W
0

k,↵,I
⌦̂⌦

1

Xr,↵,I/⇤
0
↵,I

[1/↵] �! W
0

k,↵,I
⌦̂!2�

A [1/↵] �! W
0

k+2�,↵,I
[1/↵]

Similarly denote still by rk(�) : Wk,↵,I
! Wk+2�,↵,I [1/↵] the map obtained by twisting rk(�)

as above with the connection on w�

k,↵,I
followed by the projection onto the �-component under the

Kodaira-Spencer isomorphism.

Corollary 2.4.2. TheOXr,↵,I -linear map induced by the connectionrk(�) on the graded piece

rk(�) : GrnW
0

k,↵,I
[1/↵] ! Grn+1W

0

k+2�,↵,I
[1/↵]

sends an element !k�2i 2 w0

k,↵,I
⌦ Sym

n
!
�⌦2

A
[1/↵] to (u� � i�)!

k�2i for i = (i⌧ )⌧2⌃ 2 N
g .

Proof. Follows from (2.11) above.

2.4.3 rk on q-expansions

For simplicity of notation, in this section we drop ↵, I from the notationW0

k,↵,I
and simply writeW0

k
.

Also since wewant to iterate the connection, and the connectionrk(�)mapsW0

k
[1/↵] toW0

k+2�
[1/↵],

in our notation we forget the dependency of the connection on the weight k, and simply write r(�).
Later we will need to composer(�) andr(⌧) for � 6= ⌧ 2 ⌃. Lemma 2.4.4 below will show us that
the order of composition does not matter.
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In this section we will study the effect ofrk on q-expansions. We begin by reviewing the definition of
Tate objects for Hilbert-Blumenthal abelian varieties following [Kat78].

Fix fractional ideals a, b such that c = ab�1. Let S be a set of g linearly independent Q-linear forms
`i : L ! Q, such that `i(x) > 0 for all x � 0, where by x � 0 we mean x is a totally positive element.
We say an element is S-positive if `i(x) � 0 for all i. Let abS = {x 2 ab |x is S-positive} be the set of
S-positive elements in ab. abS is a finitely generated monoid.

Definition 2.4.2. DefineZJab, SK to be the ring of all formal series
P

�2abS
a�q

� . DefineZ((ab, S)) =
ZJab, SK[1/q� ] for some � � 0.

We remark that inverting q� for some � � 0 inverts q� for all � � 0. So Z((ab, S)) is well-defined. In
particular,Z((ab, S)) is the collection of all formal series

P
�2ab a�q

� such that for some integern � 0,
we have `i(�) � �n whenever a� 6= 0.

Over the ringZ((ab, S)), we have the g-dimensional algebraic torusGm⌦d�1a�1 together with anOL-
linear group homomorphism q : b ! Gm⌦d�1a�1 defined as follows. To give such a group homomor-
phism is the same as giving anOL-linear group homomorphism ab ! Gm ⌦ d�1. This is equivalent to
giving a group homomorphism ab ! Gm which we define to be � 7! q

� 2 Gm(Z((ab, S))). The rigid
analytic quotientGm ⌦ d�1a�1

/q(b) is algebraizable to a Hilbert-Blumenthal abelian variety denoted
Tatea,b(q) over Z((ab, S)) which carries a canonical c = ab�1 polarization

�can : Tatea,b(q)_
⇠�! Tatea,b(q)⌦ ab�1 ' Tateb,a(q).

We quickly recall that there exists canonical isomorphisms as follows [Kat78, (1.1.17), (1.1.18)].

1. !Tatea,b(q) ' a⌦ Z((ab, S)); !_

Tatea,b(q) ' d�1a�1 ⌦ Z((ab, S)).

2. ⌦1

Z((ab,S)) ' ab⌦ Z((ab, S)); Der

⇣
Z((ab, S)),Z((ab, S))

⌘
' d�1a�1b�1 ⌦ Z((ab, S)).

We now base change to ⇤0

↵,I
, so that Tatea,b(q) is defined overR := ⇤

0

↵,I
((ab, S)).

For simplicity assume a, b are coprime to p. Everything that follows holds true with appropriate mod-
ifications in the general case by choosing an isomorphism OL ⌦ Zp ' a�1 ⌦ Zp which amounts to
choosing a �00(p

1
)-structure on Tatea,b(q) [Kat78, (1.1.15)]. When a is coprime to p, we have the nat-

ural equality OL ⌦ Zp = a�1 ⌦ Zp inside L ⌦ Qp which induces a canonical �00(p
1
)-structure on

Tatea,b(q).

For any � 2 ⌃, let e� 2 OL ⌦ R be the corresponding idempotent. Let !can(�) be the image of
e� 2 a⌦R = OL⌦R under the canonical identification!Tatea,b(q) ' a⌦R. Let⇥� = KS(!

⌦2
can(�)) be

the correspondingKodaira-Spencer class. Then⇥� is the image of e� 2 OL⌦R under the identification
⌦
1

R/⇤
0
↵,I

' ab⌦R = OL ⌦R. The homomorphism e
_
�
: ⌦

1

R/⇤
0
↵,I

! R that is dual to e� , induces the
derivation ✓� 2 Der(R,R) defined as

✓�

⇣X
a�q

�

⌘
=

X
�(�)a�q

�
.
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Having recalled generalities about the Tate objects, we go back to computing the effect of rk on q-
expansions.

Let r(!can(�)) = ⇣can(�) ⌦ ⇥� . Then r(⇣can(�)) = 0. Let !can and ⇣can be the OL ⌦ R-basis
of H]Tatea,b(q) = H

1

dR(Tatea,b(q)/R), whose �-components are !can(�) and ⇣can(�) respectively. With
respect to this basis the matrix ofr = (r�)� is thus given as follows.

r� =

 
0 0

⇥� 0

!

(Note r� : H
]

Tatea,b(q)
(�) ! H

]

Tatea,b(q)
(�)⌦̂⌦

1

R/⇤
0
↵,I

is just the � component of r. In particular, it
should not be confused withrk(�) of Definition 2.4.1).

Let W0

k
(q) be the pullback of W0

k
to SpfR along the structure morphism defining Tatea,b(q) together

with the canonical �00(p
n
)-structure defined as above. Then we can writeW0

k
(q) ' Rh{V�}�i · k(1+

p
n
Z) as in Corollary 2.3.4. Then formula (2.11) gives us

rk(�)

 
a

Y

⌧

V
i⌧
⌧ · k(1 + p

n
Z)

!
= ✓�(a)

Y

⌧

V
i⌧
⌧ · (k + 2�)(1 + p

n
Z)

+ p(u� � i�)V�

Y

⌧

V
i⌧
⌧ · (k + 2�)(1 + p

n
Z)

(2.12)

for any a 2 R.

Lemma 2.4.4. For any �, ⌧ 2 ⌃, the mapsrk(�) andrk(⌧) commute, i.e.

rk+2�(⌧) � rk(�) = rk+2⌧ (�) � rk(⌧)

as mapsW0

k
! W

0

k+2�+2⌧
[1/↵].

Proof. It is enough to check this on the ordinary locus Xord
↵,I

, as the ordinary locus is dense in Xr,↵,I .
On the ordinary locus the result follows by verifying on q-expansions using (2.12) and the q-expansion
principle. (See also [Kat78, (2.1.14)])

Lemma 2.4.5. Let g(q) 2 R andN � 1. Then we can write

r(�)
N

⇣
g(q)

Y

⌧

V
i⌧
⌧ ·k(1+p

n
Z)

⌘
=

NX

j=0

p
j
aN,k,i� ,j✓

N�j

� (g(q))V
j

�

Y

⌧

V
i⌧
⌧ · (k+2N�)(1+p

n
Z).

Here aN,k,i� ,0 = 1 and for j � 1, we have

aN,k,i� ,j =

✓
N

j

◆ j�1Y

i=1

(u� � i� +N � 1� i).

Proof. This is the exact same computation as Lemma 1.4.2.
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LetW0

k
(�) :=

P
n
W

0

k+2n�
and letW0

= ⇢⇤O
V
OL
0 (H

]
A
,s,Q)

where ⇢ : VOL
0

(H
]

A
, s,Q) ! Xr,↵,I is the

projection. LetWk(�) = W
0

k
(�)⌦w�

k,↵,I
and letW = W

0 ⌦ F. Here F := (fi)⇤OIGi,r,I ⌦⇤
0
↵,I

⇤↵,I ,
where fi : IGi,r,I ! Xr,↵,I is the projectionwith i = 1 for p 6= 2 and i = 2 otherwise. We have defined
the U operator in the next chapter (Definition 3.1.1) which we will use now.

Corollary 2.4.3. Let f� be the inertia degree for the embedding �. Let k = � · k0 with � = k|� the torsion
part of the character and k0 = k�

�1. Assume k0�(t) = exp(u� log t) for t 2 1 + �nGa and u� 2 ⇤
0

↵,I
.

Let M̄ord
↵,I

= Xord
↵,I

⇥W0
↵,I

W↵,I . For any g 2 H
0
(M̄ord

↵,I
,Wk)

U=0,

(r(�)
p
f��1 � id)(g) 2 pH

0
�
M̄ord

↵,I
,W
�
\H

0
�
M̄ord

↵,I
,Wk(�)

�
.

Proof. We recall thatWk = W
0

k0
⌦w�

k,↵,I
and the connectionr onWk is defined by the composite of

the connection onW0

k0
as defined in Theorem 2.4.1 and the connection onw�

k,↵,I
which is defined by the

universal derivation onOIGi,r,I for i as above. Let ⇤↵,I((ab, S)) = ⇤↵,I ⌦⇤
0
↵,I

R. The base change of
Spf⇤↵,I((ab, S)) to IGi,r,I ! Xr,↵,I is just copies of Spf⇤↵,I((ab, S)) indexed by (OL/qOL)

⇥. Hence
the universal derivation on⇤↵,I((ab, S))⌦OXr,↵,I

OIGi,r,I is determined by the universal derivation on
⇤↵,I((ab, S)). The q-expansion of any section g 2 H

0
(M̄r,↵,I ,W)

U=0 at Tatea,b(q) corresponds to a
tuple (gi)i2(OL/qOL)

⇥ with gi 2 ⇤↵,I((ab, S))h{V�}�i ·k0(1+p
n
Z). Moreover, for each i,U(gi) = 0.

By the q-expansion principle it will be enough to prove the corollary for g = g(q)
Q
⌧
V

i⌧
⌧ · k0(1 +

p
n
Z) for g(q) 2 ⇤↵,I((ab, S)), such that g(q) is p-depleted. By Lemma 2.4.5, it is enough to show

✓
p
f��1
� (g(q)) · (k + 2(p

f� � 1))(1 + p
n
Z) ⌘ g(q)k(1 + p

n
Z)mod p, which is clear.

2.4.4 Iteration ofr
In this section we will finally define the p-adic iteration of the Gauss-Manin connection. We begin with
a preparatory lemma.

Lemma 2.4.6. For I = [p
a
, p

b
],

1. ⇤0

↵,I
= OK [[T1, . . . , Tg]]h p↵ ,

T1
↵
, . . . ,

Tg

↵
, u, vi/(↵p

a
v � p, uv � ↵

p
b�a

) if b 6= 1.

2. ⇤0

↵,I
= OK [[T1, . . . , Tg]]h p↵ ,

T1
↵
, . . . ,

Tg

↵
, ui/(↵p

a
u� p) if b = 1.

Let U := SpfA be a Zariski open in X where !A is trivial. Then

U ⇥X Xr,I = SpfA⌦̂⇤
0

↵,Ihwi/(wHdgp
r+1 � ↵).

Proof. See [AIP16b, §3.4.1].

Lemma 2.4.7. Let C1 = #(OL/pOL)
⇥. Then the kernel of the restriction map OIG1,r,I/(↵

j
)

�1�!
OIGord

1,I
/(↵

j
) is killed byHdgj(p

r+1
)+C . The kernel of the restriction mapOIGn,r,I/(↵

j
)
�n�! OIGord

n,I
/(↵

j
)

is killed byHdgj(p
r+1

)+Cn where Cn = C1 +
p
n
�p

p�1
.
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Proof. The formulas of Lemma 2.4.6 show that the kernel of OXr,I/(↵
j
)

�0�! OXord
↵,I

/(↵
j
) is killed by

Hdg
j(p

r+1
). The trace mapTr: OIG1,r,I ! OXr,I then gives a commutative diagram as follows.

0 ker�1 OIG1,r,I/(↵
j
) OIGord

1,I
/(↵

j
)

0 ker�0 OXr,I/(↵
j
) OXord

↵,I
/(↵

j
)

Tr Tr

Suppose x 2 ker�1. Then Tr(x) 2 ker�0 and hence Tr(Hdgj(p
r+1

)
x) = 0. In other words, for any

lift x̃ 2 OIG1,r,I of x, Tr(Hdgj(p
r+1

)
x̃) 2 ↵

jOXr,I . Let D�1 := {y 2 Frac(OIG1,r,I ) |Tr(yz) 2
OXr,I for all z 2 OIG1,r,I}. Then Hdg

j(p
r+1

)
x̃ 2 ↵

jD�1 as ker�1 is an ideal. By using normality of
the rings involved, the first claim then follows by localizing at height 1 primes and noting thatD�1 is the
usual inverse different in such tamely ramified extensions of DVR’s. For the second part, we note that
IGn,r,I is the normalization ofY := IG1,r,I ⇥H

_

1
H

_
n where IG1,r,I ! H

_
1
is the universal generator

of H_
1
. The faithfully flat extension H

_
n ! H

_
1
has different D(H

_
n /H

_
1
) that contains Hdg

pn�p
p�1

[AIP18, Proposition 3.5]. By flatness the kernel ofOY/(↵
j
) ! OYord/(↵

j
) is killed byHdgj(p

r+1
)+C1 .

Since IGn,r,I is the normalization ofY, it is finite and in particular IGn,r,I ⇢ D�1
(Y/IG1,r,I). Thus

Hdg
pn�p
p�1 OIGn,r,I ⇢ OY, which proves the second claim.

Lemma 2.4.8. Let gn : IGn,r,I ! Xr,↵,I be the projection. The kernel and cokernel of g⇤n⌦1

Xr,↵,I/⇤
0
↵,I

!
⌦
1

IGn,r,I/⇤
0
↵,I

is killed by a power of Hdg. Let # : IG0

n,r,I
! IGn,r,I be the projection. The kernel of

#
⇤
⌦
1

IGn,r,I/⇤
0
↵,I

! ⌦
1

IG0

n,r,I/⇤
0
↵,I

is killed by a power ofHdg.

Proof. This is similar to Lemma 1.4.3. For the second part one views IG0,ord
n,I

as a torsor overXord
↵,I

for the

group
⇣

(OL/p
n
OL)

⇥
µpn⌦d�1

0 (OL/p
n
OL)

⇥

⌘
, and argues as before using smoothness of IGord

n,I
.

Assumption 2.1. Let k : T(Zp) ! (⇤↵,I)
⇥ be a weight such that k = �k

0 where � = k|� is the finite
part of the character and k0 = k�

�1. Assume that for all � 2 ⌃, there exists u� 2 ⇤
0

↵,I
, such that k0

factors as

k
0
: (OL ⌦ Zp)

⇥ ! (OL ⌦OK)
⇥ '

Y

�

O⇥

K

(k
0
�)����! (⇤

0

↵,I)
⇥

with k0�(t) = exp(u� log t) for all t 2 O⇥

K
.

Let s : T(Zp) ! (⇤
0

↵,I
)
⇥ be a weight such that for all � 2 ⌃, there exists v� 2 ⇤

0

↵,I
such that s factors

as
s : (OL ⌦ Zp)

⇥ ! (OL ⌦OK)
⇥ '

Y

�

O⇥

K

(s�)����! (⇤
0

↵,I)
⇥
.

with s�(t) = exp(v� log t) for all t 2 O⇥

K
.
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In particular, we can take I = [0, 1] and ↵ = p.

Note that the explicit description of the Gauss-Manin connection in (2.11) together with Lemma 2.4.8
implies that there exists an integerD such thatrk(�)(Wk) ⇢ 1

pHdg
DWk+2� for all�. Letr(�) : W !

1

pHdg
DW be the map defined byr(�)|Wk = rk(�). In particular, for allN � 1,

(r(�)
p
f��1 � id)N (Wk) ⇢

1

(pHdg
D
)(p

f��1)N
Wk(�).

Lemma 2.4.9. There exists an integer ` depending on r, n and p, and an integer C > 0, such that for any
g 2 H

0
(M̄r,p,[0,1],Wk)

U=0, and every positive integerN , we have

⇣
r(�)

p
f��1 � id

⌘
N

(g) 2
 

p

Hdg
C

!
N

H
0
(M̄`,p,[0,1],W) \H

0
(M̄`,p,[0,1],Wk(�)).

Proof. By Corollary 2.4.3 we see that
⇣
r(�)

p
f��1 � id

⌘
N

(g)|M̄ord
p,[0,1]

2 p
N
H

0
(M̄ord

p,[0,1]
,W) \H

0
(M̄ord

p,[0,1]
,Wk(�)).

Locally on M̄r,p,[0,1], we then have that

(pHdg
D
)
(p

f��1)N

⇣
r(�)

p
f��1 � id

⌘
N

(g) 2 ker

⇣
W/(p

p
f�N

) ! W
ord

/(p
p
f�N

)

⌘
.

HereWord
= W|M̄ord

p,[0,1]
. By Corollary 2.3.4W0

/(p
j
) is a polynomial algebra overOIGn,r,I/(p

j
) for any

j. SinceW = W
0⌦F, we first deal withW0. Here we see by Lemma 2.4.7 the kernel ofW0

/(p
p
f�N

) !
W

0,ord
/(p

p
f�N

) is killed byHdgp
f�N(p

r+1
)+Cn . By the same lemmaker

⇣
F/(pp

f�N
) ! Ford

/(p
p
f�N

)

⌘

is killed byHdg
p
f�N(p

r+1
)+C2 . Therefore

p
(p

f��1)N
Hdg

N(2p
f� (pr+1

)+D(p
f��1)+Cn+C2

⇣
r(�)

p
f��1 � id

⌘
N

(g) 2 p
p
f�N

H
0
(M̄r,↵,I ,W).

In particular, choosingC � 0, such thatCN � N(2p
f�(p

r+1
)+D(p

f� �1)+Cn+C2 for allN > 0,
we see that

Hdg
CN

⇣
r(�)

p
f��1 � id

⌘
N

(g) 2 p
N
H

0
(M̄r,↵,I ,W).

Choosing ` � r such that p/HdgC 2 OX`,I , we get that

⇣
r(�)

p
f��1 � id

⌘
N

(g) 2
 

p

Hdg
C

!
N

H
0
(M̄`,↵,I ,W).
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Proposition 2.4.2. Let k, s be as in Assumption 2.1. Then for any prime p � 3, there exists an integer `
depending on r, n and p such that for every g 2 H

0
(M̄r,↵,I ,Wk)

U=0 the sequences inm

A(g, s�)m :=

mX

j=1

(�1)
j�1

(r(�)
p
f��1 � id)j(g)

j

and if we writeHi,m for the set of tuples (j1, . . . , ji) of i positive integers with j1 + · · ·+ ji  m,

B(g, s�)m :=

mX

i=0

v
i
�

i!(pf� � 1)i

0

B@
X

(j1,...,ji)2Hi,m

⇣ iY

a=1

(�1)
ja�1

ja

⌘
(r(�)

p
f��1 � id)j1+···+ji

1

CA (g)

converge inH0
(M̄`,↵,I ,W). Moreover, if we denote the limits

log

⇣
r(�)

p�1

⌘
(g) := lim

m!1
A(g, s�)m

and
r(�)

s�(g) = exp

✓
v�

pf� � 1
log (r(�)

p
f��1

)

◆
(g) := lim

m!1
B(g, s�)m

thenr(�)
s�(g) 2 H

0
(M̄`,↵,I ,Wk+2s�). The same results hold for p = 2 if v� 2 4⇤

0

↵,I
.

Proof. The convergence ofA(g, s�)m is clear from Lemma 2.4.9. We prove convergence forB(g, s�)m.

Let’s first deal with the case p � 3. Let

X :=
(r(�)

p
f��1 � id)j1+···+ji(g)

i!
Q

ja
.

Then by Lemma2.4.9,X 2 (p/Hdg
C
)

P
ja�vp(i!)�

P
vp(ja)H

0
(M̄`,↵,I ,W). Now vp(i!)  i�1

p�1
 i

p�1
.

Hence vp(ja)  ja�1

p�1
too. Using these inequalities,

iX

a=1

ja � vp(i!)�
iX

a=1

vp(ja) �
iX

a=1

✓
ja �

1

p� 1
� vp(ja)

◆
�

iX

a=1

ja

✓
1� 1

p� 1

◆
.

This proves convergence in this case. For the case p = 2we note that the terms (r(�)
2f��1

�id)j1+···+ji (g)Q
ja

do not have poles and the term v
i
�/i! is divisible by 2i, which gives convergence in this case. Finally,

r(�)
s�(g) 2 H

0
(M̄`,↵,I ,Wk+2s�) as can be seen from its expansion as a power series and the fact that

t ⇤ r(�)(g) = (k + 2�)(t)r(�)(g).

Thus given any g 2 H
0
(M̄r,↵,I ,Wk)

U=0, there exists a large enough ` depending on r, n and p such
that one can consider

Q
�
r(�)

s�(g) as an element of H0
(M̄`,↵,I ,Wk+2s). Here

Q
�
r(�)

s� means
the composition of the differentr(�)

s� ’s in any order. Note the order of composition does not matter
since they mutually commute by Lemma 2.4.4. Thus we fix such an ` and define the following.

Definition 2.4.3. For s : T(Zp) ! (⇤
0

↵,I
)
⇥ as in Proposition 2.4.2 and k as in Assumption 2.1, define

rs
(g) for g 2 H

0
(M̄r,p,[0,1],Wk)

U=0 to be
Q
�
r(�)

s�(g) 2 H
0
(M̄`,p,[0,1],Wk+2s) for some ` for

which the expression makes sense by Proposition 2.4.2.
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Chapter 3

Hecke operators and overconvergent
projection

In this chapter we always assume that ↵ = p and I = [0, 1].

3.1 The U and V operators

Let p1 : Xr+1,↵,I ! Xr,↵,I and p2 : Xr+1,↵,I ! Xr,↵,I be the two maps defined on the generic fibre
by sending A 7! A and A 7! A/H1 respectively. The map p2 is the one denoted F̃ in §2.3.1.1. The
quotient � : A ! A/H1 =: A0 induces via the unique isogeny �0 : A0 ! A such that �0 � � = [p]

an isomorphism Hn(A0
) ' Hn(A) on the generic fibre. Hence they induce an isomorphism on the

duals of the canonical subgroups, and the functoriality of the dlog map gives an isomorphism p
⇤
1
⌦A '

p
⇤
2
⌦A ofOL⌦OIGn,r+1,I invertible modules. This isomorphism extends to a map p⇤

1
H
]

A
! p

⇤
2
H
]

A
that

respects the marked section and marked splitting by Proposition 2.3.2. The map p2 is finite flat of rank
p
g on generic fibres and so induces a trace map Tr: p2⇤OXr+1,↵,I ! OXr,↵,I on the formal models by

normality. The maps p1, p2 have obvious lifts to maps p1 : IGn,r+1,I ! IGn,r,I and p2 : IGn,r+1,I !
IGn,r,I .

Lemma 3.1.1. There is a morphism U : p2⇤p
⇤
1
W

0

k,↵,I
! p2⇤p

⇤
2
W

0

k,↵,I
of OXr,↵,I -modules induced by the

isogeny�0 which is an isomorphism on the modular sheafw0

k,↵,I
and which preserves the filtration and commutes

with the Gauss-Manin connection. We also have a morphism U : p2⇤p
⇤
1
W

k,↵,I
! p2⇤p

⇤
2
W

k,↵,I
ofOM̄r,↵,I

-
modules satisfying the same properties as above. Moreover, the induced map on them-graded pieces is 0 modulo
(p/Hdg

p+1
)
m.

Proof. The first claim follows simply from the definition ofW0

k,↵,I
and the morphism p

⇤
1
H
]

A
! p

⇤
2
H
]

A

defined above. Considering theU-correspondence onw�

k,↵,I
weget the requiredmap forW

k,↵,I
. For the

last claim we observe that by Proposition 2.3.2, the induced mapH]
A
/⌦A ! H

]

A0/⌦A0 is multiplication
by p/HW (�)

p+1 on the�-component. The claim then follows from the local description ofW0

k,↵,I
.
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Definition 3.1.1. Define the U operator as the composition

U : H
0
(M̄r,↵,I ,Wk,↵,I

)
p2⇤�U�p

⇤

1������! H
0
(M̄r,↵,I , p2⇤p

⇤

2Wk,↵,I
)

1
pg Tr���! H

0
(M̄r,↵,I ,Wk,↵,I

)[1/p].

Corollary3.1.1. For any g 2 H
0
(M̄

r,↵,I
,w

k,↵,I
)with q-expansion g =

P
ab a�q

� at a cusp⇤0

↵,I
((ab, S)),

U(g) =
P

ab ap�q
� on q-expansions.

As noted above the isomorphism (�
0
)
⇤ : p

⇤
1
⌦A

⇠�! p
⇤
2
⌦A induces an isomorphism U : p

⇤
1
w

k,↵,I

⇠�!
p
⇤
2
w

k,↵,I
.

Definition 3.1.2. Define the V operator as the map

V : H
0
(M̄r,↵,I ,wk,↵,I

)
U

�1
�p

⇤

2�����! H
0
(M̄r+1,↵,I ,wk,↵,I

).

Corollary3.1.2. For any g 2 H
0
(M̄

r,↵,I
,w

k,↵,I
)with q-expansion g =

P
ab a�q

� at a cusp⇤0

↵,I
((ab, S)),

V (g) =
P

ab a�q
p� on q-expansions.

Corollary 3.1.3. 1. U � V = id onH0
(M̄

r,↵,I
,w

k,↵,I
).

2. For g 2 H
0
(M̄

r,↵,I
,w

k,↵,I
), if we denote by g[p] := (id � V � U)(g) the p-depletion of g, then

U(g
[p]
) = 0. Moreover if g =

P
ab a�q

� , then g[p] =
P

p-�
a�q

� .

Proposition 3.1.1. For every non-negative rational h, the ⇤↵,I [1/↵]-Banach moduleH0
(M̄r,↵,I ,Wk,↵,I

)

admits a slope h decomposition which restricts to a slope h decomposition onH0
(M̄r,↵,I ,FilnWk,↵,I

) for all
n 2 N. Moreover, the inclusionH0

(M̄r,↵,I ,FilnWk,↵,I
)
h ⇢ H

0
(M̄r,↵,I ,Wk,↵,I

)
h is an isomorphism

for n large enough (depending on h).

Proof. The operator U is compact on the coherent sheaf FilnWk,↵,I
, and so by the usual formalism of

slope decomposition we have locally on the weight space a slope h decomposition

H
0
(M̄r,↵,I ,FilnWk,↵,I

) = H
0
(M̄r,↵,I ,FilnWk,↵,I

)
h �H

0
(M̄r,↵,I ,FilnWk,↵,I

)
>h

.

By Lemma 3.1.1, the U operator on H
0
(M̄r,↵,I ,Wk,↵,I

/FilnWk,↵,I
) is divisible by ph+1 for n large

enough. It follows thatH0
(M̄r,↵,I ,Wk,↵,I

/FilnWk,↵,I
) also admits a slope h decomposition and that

H
0
(M̄r,↵,I ,Wk,↵,I

/FilnWk,↵,I
)
h

= 0.

3.2 Hecke operators

In order to defineHecke operatorswework over the non-compactifiedmoduli schemeM(µN , c) instead
of the toroidal compactification to avoid problems of finding toroidal compactifications stable under the
correspondences. Instead we will use Koecher principle to extend these operators to the cusps.

LetMc
r,↵,I

⇢ M̄
r,↵,I

be the inverse image ofM(µN , c) ⇢ M̄(µN , c) under the projection M̄
r,↵,I

!
M̄(µN , c), and let Mc

r,↵,I
be its generic fibre. Let ` ⇢ OL be an ideal. If ` divides pN , assume it is
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a prime. Let Y ⇢ Mc
r,↵,I

⇥ M`c
r,↵,I

be the subspace classifying pairs (A, ◆,�, ) and (A
0
, ◆

0
,�

0
, 

0
),

together with an isogeny ⇡` : A ! A
0 compatible with ◆, ◆0,�,�0, , 0, such that ker⇡` is étale locally

isomorphic toOL/`OL, ker⇡`\Im = {0} andker⇡`\H1 = {0}whereH1 is the canonical subgroup
of level 1 of A. Let p1 : Y ! Mc

r,↵,I
and p2 : Y ! M`c

r,↵,I
be the two projections defining the Hecke

correspondence. LetY ⇢ Mc
r,↵,I

⇥M`c
r,↵,I

be the normalization of the Hecke correspondence. We note
that if ` is prime to pN , then p1 is finite étale of degree q`+1 := NL/Q(`)+ 1, and otherwise it is finite
flat of degree q` := NL/Q(`).

Lemma 3.2.1. The universal isogeny ⇡` defines an isomorphism ⇡
⇤

`
: p

⇤
2
w

k,↵,I
[1/p]

⇠�! p
⇤
1
w

k,↵,I
[1/p] of

invertible sheaves over the generic fibre.

Proof. [AIP16b, Corollary 8.6].

We now define the Hecke operator T`. By abuse of notation let g be the structural maps for both M̄c
r,↵,I

and M̄`c
r,↵,I

to the weight spaceWp and let g0 be their restriction to the opensMc
r,↵,I

andM`c
r,↵,I

re-
spectively. Then Koecher’s principle tells us that g0⇤wk,↵,I

' g⇤wk,↵,I
[AIP16b, Proposition 8.4].

Definition 3.2.1. Define the Hecke operator T` for ` as above as the map from an invertible sheaf over
M̄`c

r,↵,I
to an invertible sheaf over M̄c

r,↵,I

g⇤wk,↵,I
[1/p] ! g⇤(p1⇤p

⇤

2wk,↵,I
[1/p])

⇡
⇤

`�! g⇤(p1⇤p
⇤

1wk,↵,I
[1/p])

1
q`

Tr

���! g⇤wk,↵,I
[1/p].

For ` an ideal prime to pN , define a mapS` : Mc
r,↵,I

! Mc`2
r,↵,I

as the normalization of themap induced
on generic fibres by sendingA 7! A⌦`�1 togetherwith the induced realmultiplication, polarization and
level structure. As before it is easy to see that there is a morphism ⇡

⇤

`
: S

⇤

`
wc`2

k,↵,I
[1/p] ! wc

k,↵,I
[1/p].

The Hecke operator S` is defined as

S` : g⇤w
c`2
k,↵,I

[1/p]
S
⇤

`�! g⇤S
⇤

`
wc`2

k,↵,I
[1/p]

1
q2
`
⇡
⇤

`

���! g⇤w
c
k,↵,I

[1/p].

TheHecke operators inducemaps on the sheaf of arithmeticHilbertmodular forms, whichwe still denote
by T` : wG

k,↵,I
[1/p] ! wG

k,↵,I
[1/p] for ` - pN and similarly for S`. For ` = Pi, where we recall

Pi is a prime above p, choose an xi 2 L
⇥,+ such that vPi(xi) = 1 and vPj (xi) = 0 for j 6= i.

Then multiplication by xi induces a positive isomorphism M(µN ,Pix
�1

i
c)

⇠�! M(µN ,Pic). We let

UPi
: wG,c

k,↵,I
[1/p] ! w

G,Pix
�1
i c

k,↵,I
[1/p] be the induced map. Then the T` and UPi define operators on

wG

k,↵,I
[1/p]. We warn that although

Q
i
Pi = (p),

Q
i
UPi = vun(p

Q
x
�1

i
)U where we recall kGun =

(vun, wun) is the universal weight onWG
p .

For a 2 (OL/N)
⇥, define the operator T (a, 1) as the map induced by the action of (OL/N)

⇥ on the
level structure.

Definition 3.2.2. Define the Hecke algebraH as the⇤G
p -subalgebra ofEnd(wG

k,↵,I
(�D)[1/p]) gener-

ated by the T`, S` for ` - pN , U` for `|pN and T (a, 1) for a 2 (OL/N)
⇥.
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3.2.1 Adelic q-expansion

Next we turn our attention to classical complex Hilbert modular forms. LetN be an ideal deep enough
such that the moduli of c-polarized abelian varieties with µN-level structure is representable [Hid04,
§4.1.2]. Consider the following compact open subgroups.

K1(N) =

8
<

:

 
a b

c d

!
2 GL2(ÔF ) | a ⌘ 1modNÔF

9
=

;

K11(N) =

8
<

:

 
a b

c d

!
2 GL2(ÔF ) | a ⌘ d ⌘ 1modNÔF

9
=

; .

Let us briefly discuss the Shimura varieties associated to the groupG at these levels.

In §2.1.2.1 we already showed that ShK1(N
(G)(C) is a disjoint union

ShK1(N)(G) =

G

[c]2Cl
+
L

Sh
c
K1(N)

(G)(C)

where each connected componentShc
K1(N)

(G)(C) is the étale quotient of themoduli schemeM(µN , c)

by the action of � = O⇥,+

L
/U

2

N
. The same result is true forN replaced by anyN deep enough.

LetCl+
L
(N) be the strict ray class groupmoduloN . Then [Hid04, §4.1.3] shows that ShK11(N)(G)(C) is

a disjoint union ShK11(N)(G)(C) =
F

[c]2Cl
+
L (N)

Sh
c
K11(N)

(G)(C) of connected components indexed
by Cl

+

L
(N). Here each connected component Shc

K11(N)
(G)(C) is an étale quotient of M(µN, c) by

(detK11(N)\O⇥,+

L
)/(K11(N)\O⇥

L
)
2. Therefore the projectionShc

K11(N)
(G)(C) ! Sh

c
K1(N)

(G)(C)

is an étale Galois quotient under the action of the groupO⇥,+

L
/(detK11(N) \O⇥,+

L
).

The c-polarized Hilbert modular forms of weight (v, n) and level K11(N) can then be realized as the
sectionsH0

(M(µN, c),!k

A
)
�
0 for k = 2v+ ntL, and �0

= (detK11(N) \O⇥,+

L
)/(K11(N)\O⇥

L
)
2.

Viewed as an automorphic form, a Hilbert modular cuspform of weight (v, n) and level K11(N) is a
function f : G(A) ! C satisfying a bunch of properties that we list below. First note that choosing a
square root i 2 C of�1, we have an identificationHg ' G(R)

+
/C

+
1, where byG(R)

+ we mean the
connected component of 1 2 G(R), and C

+
1 is the stabilizer of i = (i, . . . , i) 2 H for the action of

G(R)
+ via Möbius transformations. Then the cuspform f satisfies:

1. f(axu) = f(x)j(u1, i)�1 for a 2 G(Q), u 2 K11(N)C
+
1, and the automorphy factor is

j(
�
a b

c d

�
, z) = (ad� bc)

�v
(cz + d)

k for k = 2v + ntL, z 2 H
g and

�
a b

c d

�
2 G(R).

2. For every finite adelic point x 2 G(A
1
), the well-defined function fx : H

g ! C defined as
fx(z) = f(xu1)j(u1, i) is holomorphic, where we choose u1 2 G(R)

+ such that u1i = z.

3. For all adelic points x 2 G(A) and for all additive measures on F\A
F
, we have

Z

F\AF

f

0

@
 
1 a

0 1

!
x

1

A da = 0.
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Let a1, . . . , ah+(N) 2 A
1,⇥

L
be representatives of Cl+

L
(N) and assume that ai is coprime to pN for all

i. Let ai be the ideal generated by ai. Then we have the following decomposition.

G(A) =

h
+
(N)G

i=1

G(Q)tiK11(N)G(R)
+
, ti =

 
a
�1

i
0

0 1

!
.

Fix a finite extension L0 of LGal such that for any ideal a ⇢ OL, and any embedding ⌧ 2 ⌃, a⌧OL0 is
principal. Choose a generator {q⌧} 2 OL0 of q⌧OL0 for each prime ideal q, and extend it to all fractional
ideals multiplicatively. Fix an idele d 2 A

1,⇥

F
whose ideal is the different d of L/Q.

Given aHilbert cuspform f ofweight (v, n) and levelK11(N), the discussion above implies that f corre-
sponds to a tuple (f1, . . . , fh+(N))where fi is an a�1

i
d-polarized Hilbert modular form of weight (v, n)

and µN-level structure. Then the holomorphic function fi : Hg ! C has a Fourier expansion

fi(z) = y
�v

1 f

0

@
 
y1 x1

0 1

!
ti

1

A =

X

⇠2(aid�1)+

a(⇠, fi)eL(⇠z).

Here z = x1 + iy1 and eL(⇠z) = exp(2⇡i
P

⌧2⌃
⌧(⇠)z⌧ ). Every idele y 2 A

⇥

L,+
= A

1,⇥

L
L
⇥

1,+
can

bewritten asy = ⇠a
�1

i
du for ⇠ 2 L

⇥

+
andu 2 detK11(N)L

⇥

1,+
. Define two functions c(·, f) : A⇥

L,+
!

C and cp(·, f) : A⇥

L,+
! Q̄p as follows.

c(y, f) := a(⇠, fi){yv�tL}⇠tL�v|ai|AL
cp(⇠, f) := a(⇠, fi)y

v�tL
p ⇠

tL�vNL(ai)
�1

if y 2 ÔLL
⇥

1,+
and 0 otherwise. HereNL is defined by y 7! y

�tL
p |y1|�1

AL
. The function cp(·, f)makes

sense only if the coefficients a(⇠, fi) are algebraic for all i. Moreover, for our choice of the ai as being
coprime to p, we have

cp(y, f) = c(y, f){ytL�v}yv�tL
p .

Theorem 3.2.1. Consider the map eL : C⌃ ! C
⇥ defined by eL(z) = exp(2⇡i

P
⌧2⌃

z⌧ ) and the unique
additive character of the ideles�L : AL

/L ! C
⇥ which satisfies�L(x1) = eL(x1). Each Hilbert cuspform

of weight (v, n) has an adelic q-expansion of the form

f

0

@
 
y x

0 1

!1

A = |y|AL

X

⇠2L+

c(⇠yd, f){(⇠yd)tL�v}(⇠y1)
v�tLeL(i⇠y1)�L(⇠x)

for y 2 A
⇥

L,+
, x 2 A

⇥

L
, where c(·, f) : A⇥

L,+
! C vanishes outside ÔLL1,+⇥ and depends only on the coset

y
1
detK11(N). The adelic q-expansion agrees with the Fourier expansions of the fi in the following sense.

f

0

@
 
y1 x1

0 1

!
ti

1

A = y
v

1

X

⇠2(aid�1)+

a(⇠, fi)eL(⇠z).

Proof. [Hid91, Theorem 1.1].
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In [Hid91], Hida uses adelic q-expansions to define Hecke operators on the space of cuspforms. These
are defined in the following way. Let$ be an uniformizer of the localization ofOL at a prime q. Then
define the double coset operators

T0($) = {$v�tL}

2

4K11(N)

 
$ 0

0 1

!
K11(N)

3

5 if q - N

U0($) = {$v�tL}

2

4K11(N)

 
$ 0

0 1

!
K11(N)

3

5 if q|N

and for a 2 O⇥

L,N =
Q

q|NO⇥

L,q, the double coset operator

T (a, 1) =

2

4K11(N)

 
a 0

0 1

!
K11(N)

3

5 .

If the prime q is coprime to the level, thenT0($) is independent of the choice of$ andwe simply denote
it as T0(q). For any finite adelic point z 2 A

1,⇥

L
, we define the diamond operator associated to it by

f|hzi(x) = f(xz) where z acts through the embedding ofA1,⇥

L
into the center ofG(A

1
).

Remark 3.2.1. The Hecke operators defined by Hida as above should match with the ones defined earlier
in the section using Hecke correspondences. But unfortunately we cannot confirm this yet.

The Hecke algebraH0(A) is defined to be theA-subalgebra of EndC(S(K11(N), (v, n),C) generated
by the T0(q) for q - N,U0($) for primes dividingN, T (a, 1) for a 2 O⇥

L,N and the diamond operators.
HereS(K11(N, (v, n),C) is the space of cuspforms of weight (v, n) and levelK11(N)with coefficients
inC.

Theorem 3.2.2. For any finite extension F/LGal and anyOL0 subalgebraA of F , there is a natural isomor-
phism S(K11(N, (v, n), F ) ' S(K11(N, (v, n), A) ⌦A F . Moreover, if A is an integrally closed domain
containing OL0 , finite flat over OL, then S(K11(N), (v, n), A) is stable for the action of H0(A), and the
pairing ofA-modules

H0(A)⇥ S(K11, (v, n), A) ! A

(h, f) 7! c(1, f|h)

is a perfect pairing.

Proof. [Hid91, Theorem 2.2].

3.3 Overconvergent projection

In this sectionwewill define the overconvergent projection in families upon studying the cohomology of
the complex ofO

M̄r,↵,I
sheaves obtained by the connectionrwhich is described as follows. In particular
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in this section all sheaves are considered over the analytic adic spaces. Hence to simplify notation we will
still writeW

k,↵,I
but it is to be understood that this is a sheaf over M̄r,↵,I . Consider the complex

W
k,↵,I

r�! W
k,↵,I

⌦̂⌦
1

M̄r,↵,I/⇤↵,I
· · · r�! W

k,↵,I
⌦̂⌦

g

M̄r,↵,I/⇤↵,I
. (3.1)

Denote by W•

k,↵,I
the complex obtained by tensoring the above complex by O

M̄r,↵,I
(�D) where we

recallD is the boundary divisor. By Griffiths’ transversality we obtain a complex corresponding to the
filtration onW

k,↵,I
as follows.

FilnWk,↵,I

r�! Filn+1Wk,↵,I
⌦̂⌦

1

M̄r,↵,I/⇤↵,I
· · · r�! Filn+gWk,↵,I

⌦̂⌦
g

M̄r,↵,I/⇤↵,I
. (3.2)

Denote by Fil•nWk,↵,I
the complex obtained by tensoring the above complex with O

M̄r,↵,I
(�D). By

taking quotient of the first complex by the second we obtain a third complex (W
k,↵,I

/FilnWk,↵,I
)
•

which sits in a short exact sequence of complexes on M̄r,↵,I that gives a long exact sequence of hyper-
cohomology groups.

0 ! H
0

dR(M̄r,↵,I ,Fil
•

nWk,↵,I
) ! H

0

dR(M̄r,↵,I ,W
•

k,↵,I
) ! H

0

dR(M̄r,↵,I , (Wk,↵,I
/FilnWk,↵,I

)
•
)

! H
1

dR(M̄r,↵,I ,Fil
•

nWk,↵,I
) ! H

1

dR(M̄r,↵,I ,W
•

k,↵,I
) ! · · ·

(3.3)

Lemma 3.3.1. The cohomology of the de Rham complex of coherent sheavesFil•nWk,↵,I
can be computed using

global sections.

Proof. We recall that if f : M̄r,↵,I ! M⇤

r,↵,I
is the projection to the minimal compactification, which

is an affinoid adic space, Ri
f⇤wk,↵,I

(�D) = 0. We note that in order to prove the lemma, it will be
enough to prove that each sheaf in the complex Fil•nWk,↵,I

is acyclic for the direct image functor f⇤.
Because then an injective resolution of Fil•nWk,↵,I

will give an acyclic resolution of f⇤Fil•nWk,↵,I
, and

since �(M⇤

r,↵,I
, ·) is exact, the lemma will follow.

We first show that FilnWk,↵,I
(�D) is acyclic for f⇤. By Lemma 2.4.1, the sheaf FilnWk,↵,I

(�D) is
equippedwith a finite filtration such that the graded pieces are finite direct sums of sheaves of cuspforms.
Thus the graded pieces of the filtration are acyclic for f⇤ by what we just recalled above. Then a simple
spectral sequence argument proves that FilnWk,↵,I

(�D) is f⇤-acyclic. Moreover, using the Kodaira-
Spencer isomorphism, this same proof shows that Filn+iWk,↵,I

(�D)⌦̂⌦
i

M̄r,↵,I/⇤↵,I
is also f⇤-acyclic

for all 0  i  g.

Lemma 3.3.2. Let tL =
P
� be the generator of the parallel weights. There exists an exact sequence

0 ! H
0
(M̄r,↵,I ,wk+2tL(�D))

i�! H
g

dR(M̄r,↵,I ,Fil
•

nWk,↵,I
) ! coker i ! 0

where i is U -equivariant and coker i is killed by
Q
�

Q
n+g�1

i=0
(u� � i).
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Proof. We first note that

H
g

dR(M̄r,↵,I ,Fil
•

nWk) =
H

0
(M̄r,↵,I ,Filn+gWk+2tL(�D))

rH0(M̄r,↵,I ,Filn+g�1Wk(�D)⌦̂⌦
g�1

M̄r,↵,I/⇤↵,I
)

The U-equivariant inclusion ofH0
(M̄r,↵,I ,wk+2tL(�D)) insideH0

(M̄r,↵,I ,Filn+gWk+2tL(�D))

induces a map H
0
(M̄r,↵,I ,wk+2tL(�D)) ! H

g

dR(M̄r,↵,I ,Fil
•

nWk) which is an inclusion as can be
seen from the local description below. We are left to understand the cokernel of the inclusion, and in
particular to show that the cokernel is killed by

Q
�

Q
n+g�1

i=0
(u� � i).

The proof relies on the local descriptionof the connection (2.11). Choosing anumbering� : {1, . . . , g} '
⌃, we first write the sheaf Filn+g�1Wk⌦̂⌦

g�1

M̄r,↵,I/⇤↵,I
on local coordinates as

Filn+g�1Wk⌦̂⌦
g�1

M̄r,↵,I/⇤↵,I
=

M

i

wn+g�1

k
[V1, . . . , Vg]dX̂i.

Here dX̂i corresponds via Kodaira-Spencer to a generator of !
2(tL��i)

A
and the superscript n+ g�1

denotes we take the polynomials in Vj ’s of degree at most n+ g � 1.

The mapr : Filn+g�1Wk(�D)⌦̂⌦
g�1

M̄r,↵,I/⇤↵,I
! Filn+gWk+2tL(�D) can be described as the twist

byO
M̄r,↵,I

(�D) of a map
M

i

wn+g�1

k
[V1, . . . , Vg]dX̂i

r�! wn+g

k+2tL
[V1, . . . , Vg].

that can be described using formula (2.11). In particular, the image ofr consists of polynomials in Vi of
positive total degree and hence the map

wk+2tl
(�D) ! Filn+gWk+2tL(�D)

rFiln+g�1Wk(�D)⌦̂⌦
g�1

M̄r,↵,I/⇤↵,I

is injective. Thus taking global sections we getH0
(M̄r,↵,I ,wk+2tL(�D)) ,�! H

g

dR(M̄r,↵,I ,Fil
•

nWk).

We prove the claim about the annihilator of coker i by induction on n, the base case being n = 1 � g.
For n = 1� g we have Fil1Wk+2tL/(rwk + wk+2tL) ' �iwk+2tLVi/uiwk+2tLVi. This proves the
base case. We have a diagram as follows with exact rows.

0 Filn+g�2Wk⌦̂⌦
g�1

Filn+g�1Wk⌦̂⌦
g�1

Grn+g�1Wk⌦̂⌦
g�1

0

0 Filn+g�1Wk+2tL Filn+gWk+2tL Grn+gWk+2tL 0

r r r

To complete the induction, we need to understand the connection on the graded pieces. Letting k(1 +

�nZ) be a local generator ofwk , the mapr on the graded pieces can be described as follows.

�wn+g�1

k
[v1, . . . , Vg]dX̂i

r�! wn+g

k+2tL
[V1, . . . , Vg]

k(1 + �nZ)

Y

i

V
ni
i

dX̂j 7! (uj � nj)(k + 2tL)(1 + �nZ)Vj

Y

i

V
ni
i
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This shows that the cokernel of r : Grn+g�1Wk⌦̂⌦
g�1

M̄r,↵,I/⇤↵,I
�! Grn+gWk+2tL is annihilated by

Q
�

Q
n+g�1

i=0
(u� � i). The lemma then follows by applying Snake lemma to the diagram above and by

the induction hypothesis.

Lemma 3.3.3. For h � 0, there exists n � 0 such that the map

H
i

dR(M̄r,↵,I ,Fil
•

nWk,↵,I
)
h ! H

i

dR(M̄r,↵,I ,W
•

k,↵,I
)
h

is an isomorphism.

Proof. Arguing as in Proposition 3.1.1, the sheafH i

dR(M̄r,↵,I , (Wk/FilnWk)
•
) admits slope decompo-

sition locally on theweight space. Moreover, by the samepropositionH i

dR(M̄r,↵,I , (Wk/FilnWk)
•
)
h

=

0 for large enough n. The lemma then follows from the long exact sequence (3.3).

Definition 3.3.1. For h � 0, let n be as in the above lemma. Let � =
Q
�

Q
n+g�1

i=0
(u� � i). For

the finite slope h � 0, define the overconvergent projection in families to be the map induced by the
isomorphisms as follows.

H
†
: H

g

dR(M̄r,↵,I ,W
•

k
)
h ⌦ ⇤↵,I [�

�1
]

⇠�! H
g

dR(M̄r,↵,I ,Fil
•

nWk)
h ⌦ ⇤↵,I [�

�1
]

⇠�! H
0
(M̄r,↵,I ,wk+2tL(�D))

h ⌦ ⇤↵,I [�
�1

]
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