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ABSTRACT. Thomason’s étale descent theorem for Bott periodic algebraic K-theory [78] is
generalized to any MGL module over a regular Noetherian scheme of finite dimension. Over
arbitrary Noetherian schemes of finite dimension, this generalizes the analog of Thomason’s
theorem for Weibel’s homotopy K-theory. This is achieved by amplifying the effects from
the case of motivic cohomology, using the slice spectral sequence in the case of the universal
example of algebraic cobordism. We also obtain integral versions of these statements: Bousfield
localization at étale motivic cohomology is the universal way to impose étale descent for these
theories. As applications, we describe the étale local objects in modules over these spectra
and show that they satisfy the full six functor formalism, construct an étale descent spectral
sequence converging to Bott-inverted motivic Landweber exact theories, and prove cellularity
and effectivity of the étale versions of these motivic spectra.
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1. INTRODUCTION

In constructing the motivic homotopy category H(S) over a base scheme S, Morel and
Voevodsky [56] use the Nisnevich topology. One inspiration for this choice is the fact that
many interesting invariants of schemes such as algebraic K-theory and Chow groups satisfy
Nisnevich (hyper)descent but not étale (hyper)descent (we refer the reader to §9 for a self-
contained discussion on hyperdescent). This failure for K-theory has both arithmetic and
geometric sources. For example, if K-theory did satisfy étale hyperdescent then K0 of many
fields will admit contributions from its (generally non-zero) Brauer group which is simply
not true since this group is always just Z; see [52, Section 4] for a discussion. Even assuming
that the field is algebraically closed, étale hyperdescent combined with the comparison
theorem in étale cohomology would prove that profinitely completed algebraic K-theory of
a complex variety would simply be the profinitely completed topological K-theory of its
complex points which is again not true; see [22] for the precise relationship.

As a result, the venture of motivic homotopy theory has focused on algebro-geometric
invariants which are Nisnevich local in nature. Besides the fact that the aforementioned
invariants are representable in the motivic homotopy category, the Nisnevich topology
enjoys some “finiteness” properties. If S is noetherian, then the Nisnevich cohomological
dimension of S is bounded above by its Krull dimension [38]; this is important for dual-
izability and compactness questions, and also for the convergence of spectral sequences
derived from motivic homotopy theory. Recent work of Clausen-Mathew has extended
greatly the scope of these “finiteness” properties of the Nisnevich site [16].

However, there are good reasons to study versions of H(S) and its stable counterpart
SH(S) using the étale topology. Indeed, SH(S) suffers from the fact that its “linearization”,
i.e., Voevodsky’s big category of motives DM [63] and subcategories thereof, do not admit
the elusive motivic t-structure [88, Proposition 4.8]. In recent years, a theory of étale motives
has been developed by Ayoub [5] and by Cisinski-Deglise [15], including a full-fledged six
functors formalism; for an overview, see [4]. The étale theory has many good properties —
from the construction of an integral étale cycle class map [15, Section 7.1] to providing an
environment for the conservativity conjecture [4, Section 5.1].

This article is a contribution to our understanding of the homotopical analogue of the
above homological picture. We are interested in a specific question which is, in some sense,
quite classical:

Question 1.1. What is the difference between SH(S) and SHét(S), the stable motivic homo-
topy categories constructed in the Nisnevich and étale topologies?

These categories agree upon rationalization, at least if −1 is a sum of squares (see
[13, §12.3, Corollary 16.2.14], and the discussion in Appendix §13), so our question is
basically one of torsion. The main difference concerns the descent condition; whereas the
Mayer-Vietoris property with respect to distinguished Nisnevich squares is sufficient for
descent in SH(S), the more involved étale hyperdescent condition is required in SHét(S).
An étale hypercover U• → X is essentially a generalized Cech nerve construction, where at
each stage one allows a further étale covering, and the descent condition amounts to a weak
equivalence between F (X) and the homotopy limit of the diagram F (U•) [19, Definition
4.3].
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1.0.1. Thomason’s work. A version of Question 1.1 was answered by Thomason in his seminal
paper [78]. Suppose X is a separated, regular, noetherian scheme of finite Krull dimension.
For ` a prime, we say that X is a T`-scheme if:

(1) ` invertible in X,
(2) the residue fields of X have a uniformly bounded mod-` étale cohomological dimen-

sion, and admit Tate-Tsen filtrations,
(3) if ` = 2,

√
−1 ∈ H0(X, OX).

With these technical hypotheses at hand, Thomason [78, Theorem 2.45] proved the
following beautiful result for Bott periodic mod-`ν algebraic K-theory. Let ÉtX denote the
small étale site on X and Sp is the category of spectra.

Theorem 1.2. Suppose X is a T`-scheme and let β ∈ ε∗(K(−)/`ν) be a Bott element [78, A.7].
Then the presheaf of spectra:

K(−)/`ν[β−1] : Ét
op
X → Sp; U 7→ K(U)/`ν[β−1],

satisfies étale hyperdescent.

One concrete manifestation of étale hyperdescent is the strongly convergent descent
spectral sequence for X a T`-scheme:

H∗ét(X, πét
∗ K/`ν[β−1])⇒ π∗K/`ν(X)[β−1],

which by Gabber rigidity allows for concrete computations of the target groups, see e.g.,
[78, Examples 4.4, 4.8, 4.18].

In the language of motivic homotopy theory, we may reformulate Theorem 1.2 for the
motivic spectrum KGL/`ν

X representing mod-`ν K-theory over X1: the unit of the adjunction
between stable motivic homotopy categories:

(1) ε∗ : SH(X) � SHét(X) : ε∗,

furnished by étale localization induces an isomorphism in SH(X):

KGL/`ν
X [β
−1]

'→ ε∗ε
∗KGL/`ν

X .

Phrased this way, motivic homotopy theory also provides a universal property of β-inverted
K-theory as an étale hyperdescent localization.

1.0.2. Bott-inverted motivic cohomology. The story in Section 1.0.1 has a parallel in motivic
cohomology, considered by the third author in [40]. We write Hp,q

m (X, Z/n) for mod n
motivic cohomology of a smooth k scheme X.

Suppose ` is prime to the exponential characteristic of the field k and that k contains
a primitive `th root of unity ζ`. Via the isomorphism H0,1

m (Spec k; Z/`) ∼= µ`(k) we have
the element τMZ

` ∈ H0,1
m (Spec k; Z/`) corresponding to ζ`. Even without supposing that ζ`

is in k, one can construct (see §6.1) a family of “Bockstein-compatible” generators τMZ
`ν ∈

H0,e(`ν)
m (Spec k; Z/`ν) ' Z/`ν, where e(`ν) is short for the exponent of the group (Z/`ν)×.

This is analogous to Thomason’s construction of the Bott elements βν ∈ πn(ν)(K(−)/`ν) for
suitable n(ν); corresponding to Thomason’s theorem on Bott inverted K-theory one has the
following result for motivic cohomology.

Theorem 1.3. Let k be a field with exponential characteristic prime to ` and let X be in Smk.
Suppose that cd`(k) < ∞. For all ν ≥ 1, the natural map:

Hp,q
m (X; Z/`ν)→ Hp

ét(X; µ
⊗q
`ν )

induces an isomorphism

Hp,∗
m (X; Z/`ν)[(τMZ

`ν )−1] ∼= Hp
ét(X; µ⊗∗`ν ).

1Since X is regular, we note that homotopy K-theory agrees with Thomason-Trobaugh K-theory.



4 ELDEN ELMANTO, MARC LEVINE, MARKUS SPITZWECK, PAUL ARNE ØSTVÆR

In case char k > 0, or char k = 0 and ` is odd, or char k = 0, ` = 2 and
√
−1 ∈ k, this is

[40, Theorem 6.2], proved using essentially the same argument as for Thomason’s theorem.
The case char k = 0, ` = 2 and

√
−1 6∈ k is discussed in §6.2.2.

Remark 1.4. The Milnor conjecture (the case ` = 2) and the Bloch-Kato conjecture (the case
` > 2), proven by Voevodsky, gives a finer statement about the relationship between motivic
mod `ν cohomology and étale cohomology with µ⊗∗`ν -coefficients:

Theorem 1.5. (Voevodsky [85, 86]) For p ≤ q and X ∈ Smk, the étale sheafification functor induces
an isomorphism between motivic and étale cohomology groups:

Hp,q
m (X; Z/`ν)

∼=→ Hp
ét(X; µ

⊗q
`ν ).

This directly implies Theorem 1.3, even without the additional assumption about the
finiteness of the étale-`-cohomological dimension. However, as we will need these extra
conditions for other portions of our argument, we will not need the full power of the Bloch-
Kato conjecture for our main results, and can rely on the more elementary arguments that
go into the proof of Theorem 1.3.

In motivic terms, we may reformulate the isomorphism of Theorem 1.3 in a more struc-
tured way by using the motivic spectrum MZ/`ν

X over X representing mod-` motivic
cohomology. That is, the unit of the adjunction (1) induces an equivalence in SH(X):

(2) MZ/`ν
X [(τ

MZ
`ν )−1]

'→ ε∗ε
∗MZ/`ν

X .

We interpret the above equivalence as an answer to the linearized version of Question 1.1:
the categories DM(X, Z/`ν) and DMét(X, Z/`ν) differ only by inversion of the element
τMZ
`ν . Indeed, this was formalized and verified by Haesemayer-Hornbostel in [26], at least

when X = Spec k and for the subcategories generated by motives of k-varieties; we refine
their result in Theorem 7.3 and generalize it to non-linear situations in Theorem 1.10.

1.0.3. Main result. We can state a version of our main result as follows:

Theorem 1.6. Let ` be a prime and S be a Noetherian Z[ 1
` ]-scheme of finite dimension and assume

that for all x ∈ S, cd`(k(x)) < ∞, and let ES be an MGLS-module. Then, there exists an element
τ`ν ∈ MGL/`ν

0,−eMGL(`ν)
(S) such that:

(1) The MGLS-module obtained by inverting the action of τ`ν on ES,

ES/`ν[(τ`ν)−1
S ]

satisfies étale hyperdescent.
(2) The spectrum ES/`ν[(τ`ν)−1

S ] identifies with the étale localization of ES.

Remark 1.7. Theorem 1.6 has a long and interesting history starting with Thomason’s work
[78]. Two complementary accounts are Mitchell’s survey [52] and Jardine’s book [36]. The
insight that one can deduce Thomason’s theorem from its analogue for motivic cohomology
comes from [39]; it is also executed in [68] and [69]. A similar argument for algebraic
cobordism over algebraically closed fields was the subject of Quick’s thesis in [61].

Remark 1.8. When ` = 2 and ν = 1, the mod-2 Moore spectrum does not have a unital
multiplication so the Bott-inverted spectrum in Theorem 1.6 has to be defined using (a
motivic version) of Oka’s module action of the mod-4 Moore spectrum on the mod-2 Moore
spectrum (63). This point is discussed in §6.3.5.

1.0.4. Integral statement. While the above statement is interesting, an integral statement is
of course preferable. The reason for doing this is more than just aesthetics. For example,
such a statement would give a lift of the above theorem to the level of categories of modules
over highly structured motivic ring spectra as localization usually preserves such structures,
while passing to some homotopy cofiber does not.

In algebraic K-theory, this was achieved by localizing algebraic K-theory spectra at the
topological K-theory spectrum; see [78, Theorem 2.50]. For algebraic cobordism over the
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complex numbers, shades of an integral statement appeared first in Heller’s work [27] on
semitopological cobordism. The right thing to consider turns out to be the completion (in
the sense of, say, [48, Section 2]) at the étale motivic cohomology spectrum MZét := ε∗ε∗MZ.
If J is a set of primes, we denote by E(J) the localization of E at J.

Theorem 1.9. Under the same assumptions as in Theorem 1.6, the completion of E at the étale
motivic cohomology spectrum MZét coincides with the étale localization of E up to localizing at the
primes which are invertible in S.

Denote by LMZét the left adjoint to the inclusion of MZét-local objects, i.e., a Bousfield
localization functor. Theorem 1.9 helps us deduce our main result for modules over highly
structured ring spectra using the language of stable ∞-categories:

Theorem 1.10. Under the hypotheses of Theorem 1.9, assume further that E is a motivic E∞ ring
spectrum (such as MGL itself). Then there are equivalences of stable ∞-categories:

ModL
MZétE(J)

' Modε∗ε∗E(J)
' Modét

E(J)
.

Here, by a motivic E∞-ring spectrum we mean a commutative algebra object of the
symmetric monoidal ∞-category of motivic spectra over a Noetherian scheme of finite
dimension S. Hence Theorem 1.9 gives a description of the étale-local subcategory of
E(J)-modules as modules over a certain motivic ring spectrum.

1.0.5. Functoriality of étale algebraic cobordism. Another application concerns the functoriality
of étale algebraic cobordism. If we let Sch(J) be the full subcategory of schemes for which the
hypotheses of Theorem 1.9 hold then, restricted to this subcategory of schemes, we show that
MGLét

(J) forms a Cartesian section of SH. The point is that f ∗ and ε∗ have no a priori reason to
commute, while f ∗ commutes with colimits and Bott elements (by construction). Therefore,
f ∗ preserves Bott-inverted algebraic cobordism. In conjunction with Theorem 1.10, we
obtain a six functors formalism for Modét

MGL(J)
.

Corollary 1.11. The functor

(3) Modét
MGL(J)

: (Sch(J))op → Cat∞,

satisfies the full six functors formalism in the sense of [3], [13]. In particular, Modét
MGL(J)

satisfies
localization: for any closed immersion i : Z ↪→ X with open complement j : U → X and
M ∈ Modét

MGL(J)
, then we have a cofiber sequences

j! j∗M→ M→ i!i∗M,

and
i∗i!M→ M→ j∗ j∗M.

1.0.6. Subsequent work. While this paper was under revision, the first and last author, in a
joint project with Bachmann, have managed to obtain a stronger étale descent result for the
motivic sphere spectrum in [7]. While the general ideas are very similar — via reduction
to the case of motivic cohomology — the execution is rather different. In this paper, our
technical ingredients are 1) a study of the convergence of localized spectral sequences and 2)
a thorough study of étale localization in the context of oriented theories. We believe that
these techniques and the results they yield are of independent interest to motivic homotopy
theory as well.

1.0.7. Organization. Using the language of ∞-categories we start Section 2 by reviewing
motivic homotopy theory with respect to some topology τ. We recall the adjunctions
comparing motivic homotopy theories across different topologies along with Voevodsky’s
category of motives. In Section 3, we introduce the “slice comparison paradigm” which is a
factorization of the unit map of the adjunction comparing different topologies. We recall, in
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a slightly more general setting, how to associate to E ∈ SH(S) the filtered motivic spectra
{ fqE}q∈Z of its slice covers. The “slice comparison paradigm” then takes the form:

η : colim fqE ' E
η∞−→ colim ε∗ε

∗ fqE
η∞

−→ ε∗ε
∗E.

We explain conditions for when η∞ and η∞ can be turned into equivalences. This is ad-
dressed in Sections 4 and 5. In more details, Section 4 studies the effect ε∗ε∗ has on con-
nectivity of motivic spectra and thus addresses the convergence properties of the spectral
sequence arising from the tower of spectra {ε∗ε∗ fqE}. These connectivity results are of
independent interest. In Section 5, we give conditions for η∞ to be an equivalence, which
boils down to understanding situations where the ε∗ functor commutes past colimits. In
Section 6 we apply this paradigm to prove Theorem 1.6. After dealing with the motivic coho-
mology spectrum MZ we turn to algebraic cobordism MGL, and finally arbitrary Landweber
exact theories. The main point is that the result for MZ proves the theorem on the level
of slices and the “slice comparison paradigm” bridges the gap between the slices and the
spectra of interest. In Section 7 we give applications of our main theorems and promote
Theorem 1.6 to the level of module categories as in Theorem 1.9. We also prove that étale
local algebraic cobordism defines a Cartesian section of SH and thus the category of modules
over it satisfy the six functors formalism. In the first appendix (Section 8) we review the
basics of periodization (after [29]) and localization in suitable ∞-categories, the short second
appendix (Section 10) records a well-known result about E-locality, while the third appendix
(Section 11) constructs transfers for MGL necessary to pick out Bott elements over general
fields.

1.0.8. Conventions. Categorical terminologies are to be interpreted in the ∞-categorical con-
text; “functor” always means a functor of ∞-categories (i.e., a morphism of quasicategories).
We freely use the notions of algebras and modules in higher algebra [46].

• We use the following vocabulary of higher category theory:
– Spc is the ∞-category of ∞-groupoids (Kan complexes give a concrete model).
– Maps(X, Y) is the Kan complex of maps between objects X, Y ∈ C and map(X, Y) ∈

C is the internal mapping object.
– [X, Y] := π0 Maps(X, Y) denotes homotopy classes of maps between X, Y ∈ C.
– PrL,⊗ —the symmetric monoidal ∞-category of presentable ∞-categories and

colimit preserving functors — has a full subcategory PrL
stab of stable presentable

∞-categories.
• If p : X → S is a smooth S-scheme, we always mean that X is of finite type. An

essentially smooth scheme over k is an inverse limit of smooth S-schemes with affine
and dominant transition maps.
• If F is a presheaf of abelian groups we denote its τ-sheafification by aτ(F), τ any

topology.
• Some conventions in motivic homotopy theory:

– We denote unstable motivic spheres by Sp,q := (S1)p−q ∧Gq
m for p ≥ q, the

motivic sphere spectrum by 1, and motivic suspensions by Σp,q.
– For a motivic spectrum E over a base scheme S we write E ∈ SH(S), or ES

for emphasis. If the base is clear in the context, we will sometimes drop the
subscript and simply write “E”.
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a helpful interlocutor offering advice on this work, and Glen Wilson provided very helpful
spectral sequence guidance. Elmanto thanks Marc Hoyois for discussions on ∞-categories,
and Mike Hill for explaining the possible apocalyptic effects of inverting elements in a



ALGEBRAIC COBORDISM AND ÉTALE COHOMOLOGY 7
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2. PRELIMINARIES

In this section, we review the basics of motivic homotopy theory — mainly setting
up notation and checking certain statements in the generality of arbitrary topologies; the
reader familiar with this theory may feel free to skip this section and return as necessary.
In Section 2.1 we review the construction of the presentably symmetric monoidal stable
∞-category of motivic spectra in the generality of arbitrary Grothendieck topologies. In
Section 2.2 we compare motivic homotopy categories across different topologies, and in
Section 2.4 we review Voevodsky motives in our language. For the following, S is a
quasicompact quasiseparated (qcqs) base scheme.

2.1. τ-motivic homotopy theory. We first construct the presentably symmetric monoidal
∞-category of τ-motivic spaces, Hτ(S). For our purposes, this ∞-category has τ-hyperdescent
built into it as we will explain later. We start with the (discrete) category SmS of smooth
S-schemes equipped with a Grothendieck topology τ. Let P(SmS) be the ∞-category of
presheaves over S; it is obtained from SmS by freely adjoining arbitrary small colimits
[45, Theorem 5.1.5.6]. We denote by j : SmS → P(SmS) the Yoneda embedding.

2.1.1. Recall that F ∈ P(SmS) is called homotopy invariant or A1-invariant if the projection
induces an equivalence F(X) → F(X ×S A1). We denote by PA1(SmS) the ∞-category of
homotopy invariant presheaves. The embedding PA1(SmS) ↪→ P(SmS) preserves limits,
and thus admits a left adjoint:

LA1 : P(SmS)→ PA1(SmS),

which witnesses PA1(SmS) as an accessible localization [45, Proposition 5.2.7.4]. A map
f : F → G in P(SmS) is an A1-weak equivalence if LA1 f : LA1 F → LA1 G is an equivalence.

2.1.2. One difference between doing motivic homotopy theory with an arbitrary topology
τ and the usual Nisnevich localization is the choice of whether or not to hypercomplete;
recall that if S is a base scheme which is quasi-compact and has finite Krull dimension
then the Nisnevich ∞-topos is automatically hypercomplete (see [16, Theorem 3.17] for
a general version of this statement). In the main body of this paper, we work with the
hypercompletion of the étale topology, mainly because we want to obtain spectral sequences
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with convergent properties to calculate étale versions of motivic Landweber exact theories
as in §7.3. However, as we will prove in the appendix, we can remove this hypothesis in §9.

We consider the full subcategory Pτ,hyp(SmS) ↪→ P(SmS) spanned by τ-hypersheaves (also
called τ-local), i.e., those presheaves F such that for any τ-hypercover U• → U, the map
F(U) → lim∆ F(U•) is an equivalence. As above, the embedding Pτ,hyp(SmS) ↪→ P(SmS)
preserves limits and admits a left adjoint:

Lτ : P(SmS)→ Pτ,hyp(SmS),

which witnesses PA1(SmS) as an accessible localization. A map f : F → G is a τ-weak
equivalence if the induced map Lτ f : Lτ F → LτG is an equivalence.

For the purposes of this paper, we work with τ-hypersheaves. However, we could also
consider the ∞-category Pτ(SmS) of τ-sheaves, see [45, Section 6.2.2], and its localization
functor L′τ : P(SmS) → Pτ(SmS). The ∞-category Pτ,hyp(SmS) is obtained as a further
accessible localization by [45, Theorem 6.5.3.13] (usually called hypercompletion):

(̂−) : Pτ(SmS)→ Pτ,hyp(SmS).

Note that this is the underlying ∞-category of the Brown-Joyal-Jardine model structure
on simplicial presheaves [45, Proposition 6.5.2.14] and τ-hypersheaves in our sense are
equivalent to hypercomplete objects in the sense of [45] by [45, Theorem 6.5.3.12].

2.1.3. The ∞-category Hτ(S) of τ-motivic spaces is the full subcategory of P(SmS) spanned
by homotopy invariant τ-hypersheaves. Combining the localizations above, it is character-
ized by a universal property whose proof follows the one for τ = Nis verbatim:

Proposition 2.1. ([62, Theorem 2.30], [62, Remark 2.31]) For any ∞-category C with small
colimits, the composite of localizations LA1 Lτ : P(SmS)→ Pτ,hyp(SmS)→ Hτ(S) induces a fully
faithful functor FunL(Hτ(S), C)→ Fun(SmS, C), whose essential image is spanned by functors
which are homotopy invariant and satisfy τ-hyperdescent. Furthermore, the Cartesian monoidal
structure on P(SmS) descends to a Cartesian monoidal structure on Hτ(S), and the functor:

LA1 ◦ Lτ,hyp ◦ j : Sm×S → P(SmS)
× → Pτ,hyp(SmS)

× → Hτ(S)×,

is monoidal.

Let Lτ,m : P(SmS)→ Hτ(S) be short for the motivic localization functor LA1 Lτ . If X ∈ SmS
we write Lτ,m(X) or, if the context is clear, simply X for the motivic localization Lτ,m(j(X))
of X under the Yoneda embedding.

2.1.4. From here on, we impose the following assumption on τ:
• A τ-hypersheaf takes coproducts to products, i.e., for any two S-schemes X, Y, the

natural map F(X ä Y)→ F(X)× F(Y) is an equivalence.
The Zariski (and hence Nisnevich) topology satisfies the above condition (use the distin-
guished square obtained by the cover {X → X ä Y, Y → X ä Y}), and thus also all finer
topologies. With this assumption, we see that Pτ,hyp(SmS) ⊂ PΣ(SmS), where PΣ(SmS) is
the full subcategory of presheaves which transforms coproducts into products. In [45, Sec-
tion 5.5.5] this is called the nonabelian derived category, while (in the context of model cate-
gories) these are called simplicial radditive functors in [84]. The universal property of PΣ(SmS)
is that it is freely generated by the Yoneda image of SmS under sifted colimits and further-
more an object in the Yoneda image is compact [45, Proposition 5.5.8.10]. In general, PΣ(C)
is not the category of sheaves for some Grothendieck topology [84, Example 3.7].

Proposition 2.2. • The ∞-category Hτ(S) is generated under sifted colimits by smooth
S-schemes.

• If τ is at least as fine as the Zariski topology, then the smooth S-schemes which are affine
generate Hτ(S).
• If the inclusion Hτ(S) ↪→ PΣ(SmS) preserves filtered colimits, then the generators are

compact.



ALGEBRAIC COBORDISM AND ÉTALE COHOMOLOGY 9

Proof. By the above discussion, we see that since Hτ(S) ⊂ PΣ(SmS), it is generated by
Lτ,m(X) under sifted colimits, where X is a smooth S-scheme. The second statement follows
by the argument in [37, Lemma 4.3.5]. In more detail, we first note that, by definition:

SmS → Hτ(S); X 7→ Lτ,mX,

is a τ-cosheaf. Thus if τ is at least as fine as the Zariski topology we may assume that X is
separated by picking a Zariski cover of X consisting of affine schemes, where the pairwise
intersections are all separated. We may further pick a Zariski cover of X where the pairwise
intersections are affine. Applying Lτ,m to the nerve of this cover produces a simplicial
object in PΣ(SmS) with colimit Lτ,mX (its terms are Lτ,m applied to affine schemes). The last
statement is immediate. �

Remark 2.3. The inclusion Hτ(S) ↪→ PΣ(SmS) need not preserve filtered colimits, and
hence Lτ,m(X) may be noncompact. But HNis(S) ↪→ P(SmS) does preserve filtered colimits.
Indeed, being a Nis-hypersheaf is the same as being Nisnevich excisive. Thus we need
to check that if Fi is a filtered diagram of Nisnevich excisive presheaves, then the colimit
colim Fi taken in PΣ(SmS) is Nisnevich excisive. If Q is an elementary distinguished square,
then taking the pointwise colimit in PΣ(SmS) we see that (colimi F)(Q) is a Cartesian square
since colimits commute pullbacks in Spc; so colim Fi is Nisnevich excisive.

2.1.5. We may consider the ∞-category of pointed objects Hτ,•(S) := H(S)?/ for the final
object ? of Hτ(S). It is also presentable since Hτ,•(S) ' Hτ(S)⊗ Spc•, where the ⊗-product
is taken in PrL. There is an adjunction:

(−)+ : Hτ(S) � Hτ,•(S) : uE.

The symmetric monoidal structure on Hτ(S) extends to a monoidal structure on Hτ,•(S) so
that (−)+ : Hτ(S)→ Hτ,•(S) is a monoidal functor.

2.1.6. Let CAlg(PrL) be the ∞-category of presentably symmetric monoidal ∞-categories
and symmetric monoidal colimit preserving functors. To C⊗ ∈ CAlg(PrL) we can asso-
ciate the ∞-category of C⊗-modules ModC := ModC(PrL) and C⊗-algebras CAlgC :=
CAlg(ModC). The latter can be identified with CAlg(PrL)C/ [46, Corollary 3.4.1.7]. Hence a
C⊗-algebra object in C⊗-modules is the data of a presentably symmetric monoidal category
D admitting a colimit preserving symmetric monoidal functor F : C⊗ → D⊗. If X ∈ C⊗, we
let X “act” on D via the functor F. Let CAlgC[X

−1] denote the full subcategory of CAlgC
spanned by those C⊗-algebras on which X acts invertibly.

Theorem 2.4. (Robalo, [62, Proposition 2.9]) Let C⊗ ∈ CAlg(PrL) and X ∈ C⊗ be an object.
• There exists a functor:

LX : CAlgC → CAlgC[X
−1],

which witnesses CAlgC[X
−1] as a localization of CAlgC. Thus for any D⊗ ∈ CAlgC there

is a canonical map D⊗ → LX(D⊗) in CAlgC sending X to an invertible object.
• The functor LX fits into the commutative diagram:

(4) CAlgC
LX //

U
��

CAlgC[X
−1]

U
��

ModC
−⊗C⊗C⊗ [X−1]

// ModC⊗ [X−1],

where the horizontal arrows are forgetful functors. Thus if D⊗ ∈ CAlgC the underlying
C⊗-module of LX(D⊗) is equivalent to D⊗ ⊗C⊗ C⊗[X−1].

In light of the second point above, we write LX(D⊗) := D[X−1].
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2.1.7. Recall that an object X ∈ C⊗ is n-symmetric if there is an invertible two cell that
witnesses an equivalence between the cyclic permutation on X ⊗ X ⊗ · · · ⊗ X and the
identity (see [62, Definition 2.16]). For M ∈ ModC we set:

(5) StabX(M) := colimM
−⊗X−→ M

−⊗X−→ M
−⊗X−→ · · · .

Corollary 2.5. (Robalo, [62, Corollary 2.22]]) Let C⊗ ∈ CAlg(PrL) and let X be an n-symmetric
object in C. Then for any M ∈ ModC there is a natural equivalence:

M[X−1]→ StabX(M).

2.1.8. Hτ(S)×• ∈ CAlg(PrL) and we invert the 3-symmetric object (P1, ∞) ∈ Hτ(S)•
[80, Lemma 4.4] to form:

SHτ(S) := Hτ(S)[(P1, ∞)−1].
The sum of our discussion is the following universal property of SHτ(S).

Theorem 2.6. (Robalo, [62, Corollary 2.39]) Let S be a qcqs base scheme and let:

θ : Sm×S → SHτ(S)⊗,

be the symmetric monoidal functor obtained from L(P1,∞) ◦ (−)+ ◦ Lτ,m ◦ j. Then for D ∈
CAlg(PrL), θ induces a fully faithful functor:

Fun⊗,L(SHτ(S), D)→ Fun⊗(SmS, D),

whose essential image is spanned by those symmetric monoidal functors F : SmS → D which
satisfies τ-hyperdescent, homotopy invariance, and such that the cofiber of F(S)→ F(P1) induced
by the ∞-section acts invertibly.

Unwinding the above theorem we get the standard adjunction:

(6) Σ∞
T,+ : Hτ(S) � SHτ(S) : Ω∞

T .

2.1.9. The stable analogue of Proposition 2.2 is:

Proposition 2.7. • The presentably symmetric monoidal stable ∞-category SHτ(S) is gener-
ated under sifted colimits by {Σ−2n,−nΣ∞

T X+}n∈Z, where X is a smooth S-scheme.
• If τ is at least as fine as the Zariski topology, then the smooth S-schemes which are affine

generate SHτ(S) under sifted colimits.
• If the inclusion Hτ(S) ↪→ PΣ(SmS) preserves filtered colimits, then the generators are

compact.

Proof. According to [62, Proposition 2.19], the symmetric monoidal stable ∞-category
SHτ(S) is calculated as the colimit in PrL,⊗ of the diagram:

Hτ,•(S)
−∧(P1,∞)'Σ2,1

−→ Hτ,•(S)
−∧(P1,∞)'Σ2,1(−)−→ · · · ,

and is thus generated under filtered colimits by Σ−2n,−nΣ∞X where X ∈ H•(S) from the
formula for filtered colimits of presentable categories [45, Lemma 6.3.3.6]. The adjunction
Hτ(S) � H(S)τ,• is monadic and in particular any object in H(S)τ,• can be written as a
sifted colimit of objects in Hτ(S). This implies the first statement since the ∞-category Hτ(S)
is generated by smooth S-schemes. The next two statements follows immediately from their
analogues in Proposition 2.2. �

For a general topology τ, suspension spectra of schemes need not be compact in the
category SHτ(S). In fact its unit can already be noncompact, as the following example
illustrates.

Example 2.8. We claim the sphere spectrum is noncompact in SHét(R). Suppose for con-
tradiction 1R is compact and let Mi be a countable collection of objects in DMét(R; Z/2)
viewed as objects of SH(R) via utr : DMét(R; Z/2)→ SHét(R). Then Maps(1R,⊕utr(Mi)) '
⊕Maps(1R, utr(Mi)), which cannot be the case as explained in [15, Remark 5.4.10] since
cd2(R) = ∞ (the remark uses DMh(R; Z/2) which agrees with DMét(R; Z/2) after [15,
Corollary 5.5.5]).
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2.1.10. If E ∈ SHτ(S) and p, q ∈ Z, the homotopy presheaf π
pre
p,q (E) on SmS is defined by:

U 7→ [Σp,qΣ∞
T U+,E]SHτ(S).

The τ-homotopy sheaf of E is the τ-sheafification πτ
p,q(E) := aτ(π

pre
p,q (E)). When τ = Nis we

refer to πτ
p,q(E) as the homotopy sheaf.

2.2. Comparing motivic categories.

2.2.1. Let S be a qcqs scheme and consider two topologies σ, τ on SmS such that τ is finer
than σ (we write σ ≤ τ to signify this); the examples that concern us are σ = Nis, τ = ét.
The identity functor id : SmS → SmS induces a geometric morphism of ∞-topoi ε∗ :
Pτ,hyp(SmS)→ Pσ,hyp(SmS); that is, ε∗ admits a left adjoint, denoted by ε∗, that preserves
finite limits [45, Definition 6.3.1.1]. The functor ε∗ is obtained by precomposition F 7→ F ◦ id
while ε∗ is obtained as localization at τ-hypercovers. This functor can be computed via the
left Kan extension:

SmS

yσ

��

yτ
// Pτ,hyp(SmS)

Pσ,hyp(SmS),
ε∗

77

where yσ and yτ are the composite of the Yoneda embedding with σ and τ-sheafifications
respectively. Hence, if σ, τ are subcanonical, ε∗ preserves representable sheaves. Since ε∗

preserves finite products, and the categories are equipped with the Cartesian monoidal
structures, it is symmetric monoidal.

2.2.2. We note that the adjunction above descends to the motivic categories.

Lemma 2.9. In the adjunction:

ε∗ : Pσ,hyp(SmS) � Pτ,hyp(SmS) : ε∗,

ε∗ preserves A1-weak equivalences and ε∗ preserves homotopy invariant objects.

Proof. If F ∈ Pτ,hyp(SmS) is homotopy invariant, ε∗(F)(X ×A1) ' F(X ×A1) ' F(X) for
X ∈ SmS, so ε∗ preserves homotopy invariant objects. To show ε∗ preserves A1-weak
equivalences, we note that by general considerations ([45, Proposition 5.5.4.15]), the class of
A1-weak equivalences is the strong saturation of the maps {X×A1 → X}. By [8, Lemma
2.10] and the fact that ε∗ preserves colimits, it suffices to prove that ε∗(X×A1 → X) is an
A1-weak equivalence, which follows from the fact that ε∗ preserves products. �

Proposition 2.10. The adjunction of Lemma 2.9 descends to an adjunction:

ε∗ : Hσ(S) � Hτ(S) : ε∗,

such that the following diagram of adjunctions commutes:

(7) Hσ(S)

ε∗

))

i

��

Hτ(S)

i

��

ε∗oo

Pσ,hyp(SmS)
ε∗ 44

Lτ,m

EE

Pτ,hyp(SmS).

Lτ,m

YY

ε∗oo

Proof. Since ε∗ preserves homotopy invariant presheaves by Lemma 2.9, the diagram of right
adjoints commute. The corresponding left adjoints commutes by uniqueness of adjoints. �

Upon taking stabilization we obtain the following comparison result.



12 ELDEN ELMANTO, MARC LEVINE, MARKUS SPITZWECK, PAUL ARNE ØSTVÆR

Proposition 2.11. The adjunction of Proposition 2.10 induces an adjunction:

ε∗ : SHσ(S) � SHτ(S) : ε∗,

which fits into the following commutative diagram of adjunctions:

(8) SHσ(S)

ε∗

))

Ω∞
T

��

SHτ(S)

Ω∞
T

��

ε∗oo

Hσ(S)
ε∗ 66

Σ∞
T,+

EE

Hτ(S).

Σ∞
T,+

YY

ε∗oo

Proof. The adjunction of (7) gives rise to the adjunction of (8) via the universal property
of stabilization given in Theorem 2.4, which also leads to the diagram of left adjoints
commuting. By uniqueness of adjoints, the right adjoints also commute. �

Remark 2.12. From the commutation of the left adjoints in Proposition 2.11, we get an
equivalence of functors ΣTε∗ ' ε∗ΣT , and likewise for the right adjoints ε∗Σ−1

T ' Σ−1
T ε∗.

The latter furnishes natural equivalences:

ε∗ ' ε∗Σ−1
T ΣT ' Σ−1

T ε∗ΣT ,

and thus:
ΣTε∗ ' ε∗ΣT .

By the same reasoning:
ε∗ ' ε∗ΣTΣ−1

T ' ΣTε∗Σ−1
T ,

and:
Σ−1

T ε∗ ' ε∗Σ−1
T .

Since ε∗ and ε∗ are exact and thus commute with Σ1,0 and Σ−1,0 we deduce the natural
equivalence:

Σp,qε∗ε
∗ ' ε∗ε

∗Σp,q,
for all p, q ∈ Z in the P1-stable motivic homotopy categories.

2.2.3. We will call the functor:

ε∗ : SHσ(S)→ SHτ(S),

the τ-localization functor. This terminology is justified by the next proposition. Let us define:

Wτ := {Lm,σ(U → X) : X ∈ SmS, U → X is a τ-hypercover},
and:

Σ∞
T,+Wτ := {Σp,qΣ∞

T,+Lm,σ(U → X) : X ∈ SmS, U → X is a τ-hypercover of X, p, q ∈ Z}.

Proposition 2.13. The functors:

ε∗ : Hσ(S)→ Hτ(S) and ε∗ : SHσ(S)→ SHτ(S),

are localizations at Wτ and Σ∞
T,+Wτ , respectively. In particular, their right adjoints are fully faithful.

Proof. For the unstable case, ε∗ and localization at Wτ satisfy the same universal properties
via Proposition 2.1. In slightly more detail, the composite of functors:

SmS → Hσ(S)→ Hσ(S)[W−1
τ ],

satisfies the universal property for Hτ(S) as stated in Proposition 2.1. This follows similarly
for the stabilized version via Theorem 2.6. �
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As a consequence of Proposition 2.13 we adopt the following terminology: If X ∈ Hσ(S)
is in the full subcategory Hτ(S) (equivalently, it satisfies X ' ε∗ε∗X), then X is called a
τ-local object in Hσ(S). Similarly, E ∈ SHσ(S) is a τ-local object in SHσ(S) if it is in the full
subcategory SHτ(S).

2.2.4. We give a characterization of τ-local objects in terms of S1-spectra, i.e., presheaves
of spectra; we will discuss this ∞-category in more detail in §4.0.2. Recall SHσ(S) is
enriched over the ∞-category of spectra. We denote by maps(E,F) the mapping spectrum
corresponding to this enrichment. If E ∈ SHσ(S), define Ω∞

Gm ,σE as the presheaf of spectra:

X 7→ maps(Σ∞
T X+, Σp,qE).

This presheaf of spectra satisfies σ-hyperdescent and is A1-invariant.

Lemma 2.14. An object E ∈ SHσ(S) is τ-local if and only if Ω∞
Gm ,σΣp,qE satisfies τ-hyperdescent

for all integers p, q ∈ Z.

Proof. This follows since for X ∈ SmS the homotopy groups of maps(Σ∞
+X, Σp,qE) are

computed as:
ε∗maps(Σ∞

T X+, Σp,qE) ' [Σ∗,0Σ∞
T X+, Σp,qE]SHσ(S).

�

2.2.5. The reason why ε∗ does not deserve to be called the τ-sheafification functor is because
the diagram:

(9) SHσ(S)
ε∗ //

Ω∞
Gm ,σ

��

SHτ(S)

Ω∞
Gm ,τ

��

SHS1

σ (S) ε∗ // SHS1

τ (S),

does not commute. Here SHS1

σ (S) is the ∞-category of homotopy invariant presheaves of
spectra satisfying σ-hyperdescent. We offer an example to clarify the situation.

Example 2.15. The spectrum Σ0,qMZ represents motivic cohomology in SHNis(S) with Tate
twist q ∈ Z. By the cancellation theorem [83] there is an equivalence:

Ω∞
Gm ,NisΣ0,qMZ ' Ztr(q).

Here, the chain complex of presheaves with transfer Ztr(q) is viewed as an object of SHS1

Nis(S)
via the Dold-Kan corespondence. If τ = ét, then ε∗MZ computes étale motivic cohomology,
see Corollary 2.20. Hence Ω∞

Gm ,étΣ
0,qε∗MZ 6= 0 for q < 0 since étale motivic cohomology

and étale cohomology coincide for torsion coefficients, cf. Theorem 2.19 . However, Ztr(q)
and thus ε∗Ztr(q) are 0 for q < 0 since negative weight motivic cohomology vanishes.

2.3. Continuity and localization. Let Sch′S be subcategory of the category of Noetherian
schemes of finite dimension over S which is, furthermore, adequate in the sense of [13, 2.0]
and contains Henselizations of schemes. In this situation, we have access to the full six
functors formalism as proved by Ayoub in [3] and extended in [13], which we now rapidly
review. We refer to [13, Theorem 2.4.50] for an exact form of this formalism that we need;
see also [15, Appendix A] for a succint summary.

We have a functor

(10) M : (Sch′S)
op → Cat∞

which satisifies the conditions to be premotivic as defined in [15, Definition A.1.1] with P =
Sm, i.e., the pullback functor p∗ admits a left adjoint p# whenever p is smooth. Although
[15] phrases their axioms in terms of triangulated categories, an extensive discussion of
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these axioms in the setting of ∞-categories, and the proof that SH is such an example, can
be found in Khan’s thesis [37, Chapter 2, Section 3].

2.3.1. Two properties of the functor (10) that we will later use are continuity and localization.
Let us review the first property. Let c = (ci)i∈I be a collection of Cartesian sections of M.
We denote by Mc(X) ⊂ M(X) the smallest thick subcategory 2 of M(X) which contains
f# f ∗ci,X for any f : Y → X smooth. Following [14, Definition 2.3], we call objects in Mc(X)
c-constructible. We say that M is c-generated if for all X ∈ Sch′S, the ∞-category M(X) is
generated by Mc(X) under all small colimits.

Definition 2.16. Suppose that F ⊂ (Sch′S)
∆1

is a collection of morphisms in Sch′ . We say
that M is continuous with respect to F if for any diagram X : I → Sch′S where I is a small
cofiltered category and the transition maps are in F and the limit X := lim Xi exists in Sch′S
the canonical map

Mc(X′)→ lim
I

Mc(Xi).

is an equivalence. We say that M satisfies localization if for any closed immersion i : Z ↪→ X
and its open complement j : U → X we have a cofiber sequence of ∞-categories:

M(U)
j#→ M(X)

i∗→ M(Z).

2.3.2. We will make good use of the following lemma to reduce to the case of fields.

Lemma 2.17. Suppose that we have a functor M : (Sch′S)
op → Cat∞ of the form (10) which

satisfies continuity and localization. Then for any X ∈ Sch′S, the functor

∏ i∗x : M(X)→ ∏
ix :Spec k→X

M(k),

is conservative.

Proof. This is paraphrase of [6, Corollary 14], which is a consequence of the six functors
formalism of [3] and [13].

�

2.4. Motives. By a theory of “motives” we mean the stable ∞-category of modules over the
motivic cohomology spectrum constructed by the third author. Here is a summary of its
basic properties”

Theorem 2.18 (Spitzweck [75]). Let Sch′ denote the category of Noetherian separated schemes of
finite dimension. For each S ∈ SH(S) denote by MZS ∈ SH(S) the motivic cohomology spectrum
constructed in [75]. Then the following properties hold.

(1) MZS defines a Cartesian section of CAlg(SH) → Sch′, i.e., each MZS is a canonically
an E∞-algebra and for every map p : T → S the canonical map p∗MZS → MZT is an
equivalence of E∞-algebras.

(2) If S is smooth over a field k, MZS is canonically equivalent as E∞-algebras to the motivic
cohomology spectrum in the sense of Voevodsky (see, for example, [13, Definition 11.2.17]).

(3) If S is a Dedekind domain and X ∈ SmS, then there is a canonical isomorphism

HomSH(S)(Σ
∞
T X+,MZ(q)[p]) ∼= Hp,q(X; Z)

where Hp,q
m (−; Z) denotes the motivic cohomology groups of [41].

(4) Suppose that S = Spec D is the spectrum Dedekind of a domain of mixed characteristics,
i : Spec k ↪→ S an inclusion of a closed point, j : U := S \ {x} ↪→ S its open complement
and f : Spec K → S the canonical map from the spectrum of the fraction field of D. Then
there are canonical equivalences
(a) i!MZS ' MZk(−1)[−2] in SH(k), and

2Recall that if C is a stable ∞-category, a full stable subcategory D ⊂ C is called thick if it is a stable subcategory
and contains all retracts of objects.



ALGEBRAIC COBORDISM AND ÉTALE COHOMOLOGY 15

(b) f ∗MZS ' MZK in SH(K).
(5) In the notation of (3), there is a canonical equivalence in SHS1

(S): Ω∞
T MZS(1) ' Σ−1O×S .

We denote by ModMZS the stable ∞-category of modules over the spectrum MZS. These
assemble into a premotivic category:

ModMZ : Sch′op → Cat∞,

which satisfies continuity and localization as discussed in §2.3; see [75, §10] for details.

2.4.1. Let τ be a topology finer than Nis and consider the adjunction (19). By the τ-
motivic cohomology spectrum we mean the spectrum ε∗ε∗MZS ∈ SH(S). We will be most
interested in τ = ét, which we now make more concrete in some situations. Let D(Sét, R)
be the unbounded derived ∞-category of étale sheaves on the small étale site of S with
coefficients in R; its homotopy category is the unbounded derived triangulated category
of étale sheaves of R-modules on the small étale site. We let DMeff

τ (S, R) (resp. DM(S, R))
the stable ∞-category of Voevodsky motives; for a construction in the language used in this
paper see [8, §14]. We have the following “relative rigidity theorem,” first proved by Suslin
over a field and later generalized by Ayoub and Cisinski-Deglise.

Theorem 2.19 (Suslin, Ayoub, Cisinski-Deglise). Let S be a noetherian scheme and R a coefficient
ring of characteristic `. If ` is invertible in the structure sheaf OS, then the following hold.

(1) The infinite suspension functor Σ∞
tr : DMeff

ét (S, R)→ DMét(S, R) is an equivalence.
(2) There is a symmetric monoidal functor ρ! : D(Sét, R)→ DMét(S, R) which is an equiva-

lence of categories with inverse ρ∗ : DMét(S, R)→ D(Sét, R) induced by restriction to the
small étale site.

Proof. Part (1) is [15, Corollary 4.1.2] and (2) is [5, Theorem 4.1], [15, Theorem 4.5.2]. �

2.4.2. We obtain the following corollary about étale motivic cohomology. We shall set
τ = ét and consider the adjunction (1).

Corollary 2.20. Let k be a field and suppose that m is an integer prime to the characteristic of k.
Then for any essentially smooth scheme over a field S, the spectrum ε∗ε∗MZ/mS represents étale
motivic cohomology, i.e. there is a canonical isomorphism

Hp
ét(S, µ

⊗q
m ) ∼= [1S, Σp,qε∗ε

∗MZ/m]SH(S).

Proof. Recall that for any topology τ finer than Nis, and any coefficient ring R, we have
an adjunction Rtr : SHτ(S) � DMτ(S; R) : utr (see for example the discussion in [30, (4.1)]
and the formula for motivic cohomology as in [21]). By Theorem 2.18.2, MZS represents
Voevodsky’s motivic cohomology spectrum, i.e., an equivalence MR ' utrRtr(1). The claim
then follows immediately from Theorem 2.19.2 above for R = Z/m, which implies that
ε∗ε∗utrRtr(1) exactly represents the étale cohomology. �

3. THE SLICE COMPARISON PARADIGM

Let E ∈ SH(S) be a motivic spectrum. The counit map of the adjunction:

(11) ε∗ : SH(S) � SHét(S) : ε∗,

is always an equivalence since ε∗ is fully faithful.
We are asking how far away the unit map:

(12) η : E→ ε∗ε
∗E,

is from being an equivalence; a priori we only know this when E = 0.
A target theorem involves the inversion of some element α. The map η factors through:

E[α−1]→ ε∗ε
∗E,

which under favorable conditions will turn out to be an equivalence. Our approach to this
question employs the slice spectral sequence and its étale localization. The theory of slices
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in motivic homotopy theory has been developed in recent years since its introduction in
Voevodsky’s “open problems” article [81]. We refer to [65, §2], [66, §3], and [67, §3] for
basic properties of slices, some of which we review in a slightly more general setting. For a
geometric incarnation in terms of the coniveau tower, see [42], and [43].

For the q-th effective cover fqE of E we can consider the unit map ηq : fqE → ε∗ε∗ fqE.
Moreover, applying ε∗ε∗ to the natural map fqE → E produces ηq : ε∗ε∗ fqE → ε∗ε∗E. By
passing to the colimits of the diagrams afforded by ηq and ηq we obtain a factorization of
(12):

E ' colim fqE
η∞−→ colim ε∗ε

∗ fqE
η∞

−→ ε∗ε
∗E.

Hence we can break down the question about η into two parts:

η∞ The upshot is that the unit maps {ηq}q∈Z induce a map from the slice filtration
{ fqE}q∈Z of E to the “étale slice filtration” {ε∗ε∗ fqE}q∈Z of colim ε∗ε∗ fqE. We ana-
lyze the induced map between the associated spectral sequences. It will never be an
isomorphism unless one inverts elements in the slice spectral sequence for E. These
are daring operations — on the one hand, we localize a spectral sequence which will
generally destroy convergence properties. On the other hand, we have “motivically
sheafified” (in the sense of §3.0.7) the slice spectral sequence, and so we need to
produce new convergence statements.

η∞ If ε∗ commutes past sequential colimits then η∞ is an equivalence. This will typically
not happen because ε∗ is a right adjoint, but it will be the case under the assumption
of finite cohomological dimension.

We address the issues with η∞ in §4 and the issue with η∞ in §5.

3.0.1. Suppose that E ∈ CAlg(SH(S)). We begin with a simple generalization of slices to
E-module slices. Let SHeff(S) be the stable ∞-category generated by all suspension spectra
Σ∞

T X+ under retracts and colimits, i.e., the localizing subcategory generated by these objects.
For q ∈ Z, let Σq

TSHeff(S) denote the full localizing subcategory of SH(S) generated by Σq
TE,

where E ∈ SHeff(S). These categories form an exhaustive filtration:

· · · ⊂ Σq
TSHeff(S) ⊂ Σq−1

T SHeff(S) ⊂ · · · ⊂ SHeff(S) ⊂ Σ−1
T SHeff(S) ⊂ · · · ⊂ SH(S).

The fully faithful embedding:

iq : Σq
TSHeff(S) ↪→ SHeff(S),

admits a right adjoint rq; see Proposition 3.2 below for a slightly more general result. Let fq
denote the composite iqrq.

If E ∈ CAlg(SH(S)) there is a presentably symmetric monoidal stable ∞-category of
E-modules (ModE,∧E, 1).

Definition 3.1. Suppose that E ∈ CAlg(SH(S)) and is furthermore effective3, i.e., E ∈
SH(S)eff. The stable ∞-category of effective E-modules Modeff

E is the full stable subcategory
of ModE generated by E ∧ Σ∞

T X+ under retracts and colimits, with X ∈ SmS, i.e., the full
localizing subcategory of ModE generated by the said objects. In particular it is a stable
∞-category. For q ∈ Z, let

Σq
TModeff

E := {Σq
TF : F ∈ Modeff

E }.

Proposition 3.2. Let E be an effective motivic spectrum. The fully faithful embedding iEq :

Σq
TModeff

E ↪→ ModE admits a right adjoint rEq : ModE → Σq
TModeff

E , which gives rise to the

3With this assumption, the forgetful functor to SH(S) detects effectivity. Without this assumption, the forgetful
functor will not if E is, for example, the spectrum KGL.
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following commutative diagram of adjunctions:

(13) Σq
TModeff

E

iEq
))

uE

��

ModE

uE

��

rEq
oo

Σq
TSHeff(S)

iq 44

E∧−

EE

SH(S).

E∧−

YY

rq
oo

Proof. ModE and Σq
TModE are presentable stable ∞-categories and iEq preserves small co-

products and hence all small colimits by [46, Proposition 1.4.4.1.2]. By the ∞-categorical
adjoint functor theorem [45, Corollary 5.5.2.9] iEq admits a right adjoint. It suffices to prove
that the diagram of left adjoints commutes. But this follows from the fact that E is effec-
tive, the definition of Σq

TModeff
E as the full subcategory generated by suspensions of free

E-modules together with the fact that left adjoints commute with colimits. �

Because of the constant appeal to Proposition 3.2, we will assume E to be effective for the
rest of this section, unless stated otherwise.

3.0.2. The categories Σq
TModeff

E assemble into a filtration:

· · · ⊂ Σq
TModeff

E ⊂ Σq−1
T Modeff

E ⊂ · · · ⊂ Modeff
E ⊂ Σ−1

T Modeff
E ⊂ · · · ⊂ ModE.

Setting fEq := iEq rEq we obtain for every E-module M the E-module slice tower:

· · · → fEq+1M→ fEq M→ · · · → fE0 M→ fE−1M→ · · · → M.

We refer to fEq M as the q-th E-effective cover of M, and the cofiber sEq M of fEq M→ fEq+1M as the
q-th E-slice of M.

By construction, we have:

Proposition 3.3. The counit iEq rEq M = fEq M → M witnesses fEq M as the universal map from
Σq

TModeff
E .

3.0.3. The following result compares E-module slices with standard slices.

Proposition 3.4. For q ∈ Z, there are natural equivalences:

uE ◦ fEq
'→ fq ◦ uE and uE ◦ sEq ' squE.

Proof. To prove the first equivalence note that for M ∈ ModE, fquE(M) ' iqrquEM '
iquErE

q M by Proposition 3.2. We claim that uEiq ' iquE. It holds by definition for E ∧
Σq

TΣ∞
T X+. So we are done if iq and uE preserve colimits. This holds for iq since it is

localizing, and for uE since the adjunction E ∧ − : SH(S) � ModE : uE is monadic. The
second equivalence follows readily from the first. �

3.0.4. We review some basic properties of effective covers and slices for E-modules.

Proposition 3.5. For all q ∈ Z, the functors fEq and sEq preserve all small colimits.

Proof. For E the sphere spectrum this is in [73, Corollary 4.6] and the argument is similar
in our setting. These are exact functors of stable ∞-categories by construction. For f E

q we
need only check that it preserves all small sums. Since fEq is the composite of a left adjoint
iEq and a right adjoint rEn , it suffices to consider rEq . We conclude by Lemma 5.4 because iEq
preserves compact objects. It follows that sEq preserves small colimits since it is the cofiber of
fEq+1 → fEq . �
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Proposition 3.6. For any M ∈ ModE and q ∈ Z, the q-th slice sEq M belongs to Σq
TModeff

E and is

furthermore right orthogonal to Σq+1
T Modeff

E .

Proof. For the first claim, we note that both fEq+1M and fEq M belong to the full subcategory

Σq
TModeff

E of ModE. Since Σq
TModeff

E is closed under cofibers, it follows that sEq M is in

Σq
TModeff

E .
For the second claim, it suffices to prove that:

MapsModE
(Σq+1

T E∧ Σ∞
T X+, sEq M) ' 0.

This follows from the equivalences:

MapsModE
(Σq+1

T E∧ Σ∞
T X+, fEq M) ' MapsModE

(iEq+1rEq+1Σq+1
T E∧ Σ∞

T X+, fEq M)

' Maps
Σq+1

T ModE
(rEq+1Σq+1

T E∧ Σ∞
T X+, rEq+1 fEq M)

= Maps
Σq+1

T ModE
(rEq+1Σq+1

T E∧ Σ∞
T X+, rEq+1iEq rEq M)

' MapsModE
(iEq+1rEq+1Σq+1

T E∧ Σ∞
T X+, iEq+1rEq+1iEq rEq M)

= MapsModE
(Σq+1

T E∧ Σ∞
T X+, fEq+1 fEq M)

' MapsModE
(Σq+1

T E∧ Σ∞
T X+, fEq+1M),

where the first equivalence follows because, by definition, Σq+1
T E∧Σ∞

T X+ ' iEq+1rEq+1Σq+1
T E∧

Σ∞
T X+. The second equivalence is by the adjunction between iEq+1 and rEq+1, the third is by

fully faithfulness of iq+1, and the fourth and final is by Lemma 3.7. �

Lemma 3.7. The natural transformation fEq′ f
E
q → fEq′ is invertible for q < q′, and fEq′ f

E
q → fEq is

invertible for q′ ≤ q. Hence for q ≤ q′ there is a natural equivalence sEq′ f
E
q
'→ sEq′ .

Proof. These follow immediately from the universal property of fEq given in Proposition 3.3,
the defining cofiber sequences for the slices, and commutativity of the effective covers. �

Lemma 3.8. The natural map colimq→−∞ fEq → id is an equivalence of endofunctors of ModE.

Proof. First note that the slice filtration on categories is exhaustive in the sense that:

colim
q

Σq
TModeff

E ' ModE.

Since the ∞-category ModE is generated by E ∧ Σ2n,nΣ∞
T X+, n ∈ Z, where X ∈ SmS, it

suffices to prove that for any E-module M and any X ∈ SmS we have:

MapsModE
(E∧ Σ2n,nΣ∞

T X+, colim
q→−∞

fEq M) ' MapsModE
(E∧ Σ2n,nΣ∞

T X+, M).

By adjunction we are checking that:

MapsSH(S)(Σ
2n,nΣ∞

T X+, uE colim
q→−∞

fEq M) ' MapsSH(S)(Σ
2n,nΣ∞

T X+, uEM).

Since uE commutes with colimits and uE ◦ fEq ' fq ◦ uE according to Proposition 3.4, this
equivalence follows from the analogous statement for fq shown in [67, Lemma 3.1]. �

3.0.5. The cofiber of fEn → id is called the (n− 1)-th E-effective cocover of E and is denoted
by f n−1

E (see [66, 3.1] for a discussion in SH(S)). This yields, for any E-module M, a diagram
where the horizontal rows are cofiber sequences (see also [67, 3.9]):



ALGEBRAIC COBORDISM AND ÉTALE COHOMOLOGY 19

(14) fEq+1M
//

��

M

��

// f q
EM

��

fEq M

��

// M //

��

f q−1
E M

��

sEq M // 0 // sEq M[1],

and the cofiber sequence (see also [67, 3.11]):

lim
q→+∞

fEq M→ M→ lim
q→+∞

f q
EM.

The E-slice completion of M is defined by setting scE(M) := lim f q
EM. The E-module M is slice

complete if M→ scE(M) is an equivalence, or equivalently limq→+∞ f q
EM ' 0.

3.0.6. Slice spectral sequence. If M is an E-module, we write

πp,q(M)(X) := [Σp,qE∧ Σ∞
T X+,M]ModE

.

If X is the base scheme we just write πp,q(M) := [Σp,qE,M]ModE
. So if E is the unit sphere

1, this is just the group [Σp,q1,M]SH(S). When S = Spec k is a field, we recover the value of
the homotopy sheaf on Spec k: πNis

p,q (M)(k) ' πp,q(M). The E-module slice tower yields the
trigraded E-slice spectral sequence:

E1
p,q,w(M)(X) = πp,w(sEq M)(X)⇒ πp,w(M)(X).

The exact couple that gives rise to this spectral sequence (with our preference for its indexing)
is written in, for example, [65, (11)]. The differentials go:

dr(p, q, w) : πp,w(sEq M)(X)→ πp−1,w(sEq+rM)(X).

We view the trigraded slice spectral sequence as a family of bigraded spectral sequences
indexed by the weight w. This spectral sequence is always conditionally convergent to
the homotopy groups of the slice completion π∗,∗scE(M)(X). If a conditionally convergent
spectral sequence collapses at a finite stage, then it is strongly convergent [9, Theorem 7.1].
Convergence of the slice spectral sequence is discussed at length in [44], [66], and [81].

3.0.7. ét-localization of slices. Suppose τ is finer than the Nisnevich topology and there is
an adjunction ε∗ : SH(S) � SHτ(S) : ε∗. We define the q-th τ-effective cover of a motivic
spectrum E to be ε∗ε∗ fqE and refer to the corresponding filtration as the τ-slice filtration.
Using the cofiber sequence fq+1E→ fqE→ sqE we obtain the commutative diagram:

(15) fq+1E //

��

fqE //

��

sqE

��

ε∗ε∗ fq+1E // ε∗ε∗ fqE // ε∗ε∗sqE.

We call ε∗ε∗sqE the q-th τ-slice because the bottom row is also a cofiber sequence since ε∗ε∗

is an exact functor; the object ε∗ε∗ f qE is the q-th τ-coeffective cover. The τ-slice tower is given
by:

(16) · · · → ε∗ε
∗ fqE→ ε∗ε

∗ fq−1E→ · · · .

We refer to the corresponding spectral sequence:

(17) E1,τ
p,q,w(E) := πp,n(ε∗ε

∗sqE)⇒ πp,w(colim ε∗ε
∗ fqE),
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as the τ-slice spectral sequence. As above, this give a bigraded spectral sequence for every
fixed weight w. Some of the issues at stake in this paper are to determine the convergence
properties of (17) and identify its filtered target groups with πp,w(ε∗ε∗E).

The above has an E-module analogue. If E ∈ CAlg(SH(S)) then ε∗E ∈ CAlg(SHτ(S))
since ε∗ is a monoidal functor. Thus it makes sense to form the q-th Eτ-effective cover
fE

τ

q M := ε∗ε∗ fEq M and the slices sE
τ

q M := ε∗ε∗sEq M.

3.0.8. There is another possibility for what one might call “étale slices.” Let SHeff
ét (S) be the

stable ∞-category generated by the suspension spectra Σ∞
T X+ under retracts and colimits

in SHét(S). We may define Σq
TSHeff

ét (S) as above and build a slice tower in the étale setting.
Denote the effective covers by f ét

q and the slices by sét
q . The following proposition essentially

follows from [81, Remark 2.1], but we elaborate it here for the reader’s convenience.

Proposition 3.9. Suppose k is a field containing a primitive `-th root of unity where ` is prime to
the exponential characteristic of k. Then sét

q ε∗MZ/` ' 0 for all q ∈ Z.

Proof. Since H0
ét(k; µ`) ' [1, Σ0,1ε∗MZ`]SHét there is an invertible map τMZ

` : ε∗MZ/` →
Σ0,1ε∗MZ/` classifying a primitive `-th root of unity in k. By the proof of [65, Lemma 2.1],
which makes no use of the Nisnevich topology, there is an equivalence f ét

q+1Σ0,1ε∗MZ/` '→
Σ0,1 f ét

q ε∗MZ/` and a commutative diagram:

(18) f ét
q+1ε∗MZ/`

f ét
q+1(τ

MZ
` )

��

// f ét
q ε∗MZ/`

τMZ
`
��

f ét
q+1Σ0,1ε∗MZ/` ' // Σ0,1 f ét

q ε∗MZ/`.

The vertical arrows are invertible because multiplication by the class of τMZ
` is invertible.

Thus the top arrow is invertible and its cofiber sét
q ε∗MZ/` ' 0. �

In fact, one can run the argument in [81, Remark 2.1] to show that sét
0 ε∗MGL/` '

sét
0 ε∗MZ/` ' 0. Hence this approach should be abandoned.

4. SOME ÉTALE CONNECTIVITY RESULTS

We come to the technical heart of the paper which concerns the convergence of the ét-slice
spectral sequence. The main result that we will need is Corollary 4.19. For the rest of the
paper, we will only be considering the adjunction:

(19) ε∗ : SH(S) � SHét(S) : ε∗.

We also employ the following conventions:
• Eét := ε∗ε∗E for the étale localization of E ∈ SH(S),
• H(S), SHS1

(S), SH(S) for HNis(S), SHS1

Nis(S), SHNis(S), respectively. Objects in
SH(S) will be called motivic spectra.

We will still have occasion to use ε∗E when we make arguments internal to SHét(S). We are
interested in the spectral sequence (17) for the étale topology. For X ∈ SmS this takes the
form:

(20) E1,ét
p,q,w(E)(X) := πp,w(sqE

ét)(X)⇒ πp,w(colim fqE
ét)(X).

We will refer to (20) as the étale slice spectral sequence, but be warned that it might not be
what the reader expects, as discussed in §3.0.8 and further in Example 4.1. The goal of this
section is to prove convergence results about this spectral sequence.

In order to access the convergence of the étale slice spectral sequence, we will need a
bound on the connectivity of Eét and its étale slices. This is in general a delicate issue,
mainly due to the problems pointed out in §2.2.5 and the lack of a connectivity theorem
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for the SHét(S) in the sense of [54]. When E is a Landweber exact motivic spectrum, we
can produce a bound on the connectivity, measured differently. Producing this bound is
achieved in Theorem 4.17. Before we proceed, let us examine the example in §2.2.5 in greater
detail.

Example 4.1. Suppose k is a field with exponential characteristic coprime to `. We view
the mod-` motivic cohomology spectrum MZ/` as a Gm-spectrum in SHS1

(S), i.e., a se-
quence of A1-invariant and Nisnevich-local presheaves of spectra (Ei)i∈N equipped with
bonding maps Ei → ΩGmEi+1, each of which is an equivalence. From this point of view the
constituent S1-spectra (again thinking of chain complexes as spectra) of Σ0,−1MZ/` are:

(0, Z/`[1], Z/`(1)[2], Z/`(2)[3], ...).

For each t ∈ Nwe have a bonding map:

(21) Z/`(t− 1)[t]→ ΩGm Z/`(t)[t + 1],

which is an equivalence due to Voevodsky’s cancellation theorem [83]. Taking the étale
sheafification of each of these individual spectra gives us a sequence of S1-spectra:

(22) (0, LétZ/`[1], LétZ/`(1)[2], LétZ/`(2)[3], ...),

each of which is still A1-invariant and in fact equivalent to µ⊗t
` [t + 1] on account of the

identification LétZ/`(1) ' µ`. Furthermore, and this is the crux point, we have two cases:

(1) each bonding map (21) induces an equivalence for t > 1:

LétZ/`(t− 1)[t]→ ΩGm LétZ/`(t)[t + 1].

(2) For t = 1 we have:

(23) ΩGm LétZ/`[1] ' µ⊗−1
` 6' 0.

Indeed, non-commutativity of the diagram in §2.2.5 boils down to this phenomenon — even
if the levelwise étale sheafifcation preserves A1-invariance, the individual spectrum may no
longer be a Gm-spectrum but is, instead, a Gm-prespectrum as we saw above — a notion we
will revisit in the ∞-categorical setting in §4.1.1. Phrased another way, the étale localization
functor does not commute with taking Gm-loops unstably and only does so after taking
spectrification again in the sense elaborated in Remark 2.12.

4.0.1. As Example 4.1 shows one cannot simply apply descent spectral sequence arguments
to get connectivity bounds on Eét. To spell this out let us denote by:

Ω∞
Gm ,ét : SHét(S)→ SHS1

ét (S),

the infinite loop functor in the etale topology. Each of the constituent S1-spectra of Eét is
given by:

(Ω∞
Gm ,étE

ét, Ω∞
Gm ,étΣ

1,1Eét, Ω∞
Gm ,étΣ

2,2Eét, · · · ).

From this we have a descent spectral sequence:

Hp
ét(X, πét

−qΩ∞
Gm ,étΣ

i,iEét)⇒ [X, G∧i
m ∧ Eét[p + q]].

A priori we do not know any relationship between πét
−q(Ω

∞
Gm ,étΣ

i,iEét) and its Nisnevich
version πNis

−q (Ω
∞
Gm

Σi,iE) since Ω∞
Gm ,étΣ

i,iEét is not, in general, the étale sheafification of the
Nisnevich-local presheaf of spectra Ω∞

Gm
Σi,iE.
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4.0.2. We begin by examining more closely the category of S1-spectra, SHS1

τ (S), i.e., the
∞-category of τ-local and A1-invariant presheaves of spectra. Let us denote by:

PSpt(S) := Fun(Smop
S , Spt),

the ∞-category of presheaves of spectra on SmS. The ∞-category SHS1

A1(S) (resp. SHS1

τ (S)) is
the full subcategory of PSpt(S) := Fun(Smop

S , Spt) spanned by those presheaves of spectra
which are A1-invariant as in §2.1.1 (resp. τ-local as in §2.1.2), with spectra instead of spaces.

We denote by:

LA1 : PSpt(S)→ PSpt,A1(S), Lτ : PSpt(S)→ PSpt,τ(S),

and:
Lτ,m := LA1Lτ : PSpt(S)→ SHS1

τ (S),

the A1-localization, τ-localization, and motivic localization functors for presheaves of spec-
tra, respectively. The notation is justified since these functors are just the S1-stabilizations in
the sense of [46, Section 1.4] of their unstable versions described in §2.1.1, §2.1.2, and §2.1.3.

In order to avoid confusion, we write

Lét,m = LA1Lét : SHS1
(S)→ SHS1

ét (S),

for the A1-localization and ét-sheafification of presheaves of Nis-local spectra, while we
write

ε∗ : SH(S)→ SHét(S)
for étale localization in the sense of Proposition 2.13.

4.0.3. Before we proceed with motivic homotopy theory, we require some ingredients
from the theory of presheaves of spectra. The first is a convergence statement for ét-local
presheaves of spectra, see also [34, Lemma 3.4], [47, Corollary 1.3.3.11].

Proposition 4.2. Let k be a field such that cd`(k) < ∞, and let

· · · → Ei+1 → Ei → Ei−1 → · · · → E0

be a tower in PSpt(k). Let fibi(E) denote the fiber of Ei → Ei−1, and suppose that the following
condition holds:

• Let conn(i) denote the connectivity of fibi(E) in PSpt(Smk). Then for any n ≥ 0, there
exists an i� 0 such that for any i′ ≥ i, we have conn(i′) ≥ n.

Then for any ν ≥ 1 there is a natural equivalence:

Lét(lim
i

Ei/`ν)
'→ lim

i
Lét(Ei/`ν).

Proof. Denote by E/`ν the limit of the tower:

· · · → Ei+1/`ν → Ei/`ν → Ei−1/`ν → · · · → E0/`ν,

in PSpt(Smk). We have canonical morphisms:

E/`ν → Ei/`ν → LétEi/`ν.

The inclusion PSpt,ét(k) ↪→ PSpt(k) preserves limits since it is a right adjoint, and thus
lim LétEi/`ν is ét-local. Our goal is then to prove that the map:

(24) E/`ν → lim LétEi/`ν,

witnesses an ét-localization. We first claim that for any n ≥ 0 the map on homotopy sheaves:

πét
n (E/`ν)→ πét

n (lim LétEi/`ν),

is an isomorphism. On homotopy presheaves, choose i� 0 such that:

· · · ∼= πn(Ei+2) ∼= πn(Ei+1) ∼= πn(Ei),



ALGEBRAIC COBORDISM AND ÉTALE COHOMOLOGY 23

which we can by the assumption on the connectivity of fibi(E). Therefore, by the Milnor
lim-lim1-sequence we have isomorphisms:

(25) πn(limEi) ∼= lim πn(Ei) ∼= πn(Ei),

for all i� 0. Having this, we obtain the isomorphisms:

πét
n (E/`ν) = πét

n (limi
Ei/`ν) ∼= aét(πnEi/`ν) ∼= πét

n (Ei/`ν) ∼= πét
n (LétEi/`ν).

Here, the first two isomorphisms are due to (25), and the third isomorphism is due to the
fact that étale sheafification does not change stalks 4. Now the descent spectral sequence:

Hp(X, πét
−q(E/`ν))⇒ [X, Σp+qLétE/`ν]SHét(k),

which is strongly convergent due to the cohomological dimension assumption, shows that
the map E/`ν → lim LétEi/`ν is an ét-localization, as desired. �

4.0.4. Next, recall that we have the descent spectral sequence for ét-local motivic spectra,
which boils down to a Bousfield-Kan spectral sequence as in [78, Proposition 1.36].

Proposition 4.3. For E ∈ SH(S), there is a spectral sequence:

(26) E2
p,q = Hp

ét(S, πét
−q(Ω

∞
Gm

Σt,tEét))⇒ [1S, Σp+q+t,tEét]SH(S).

This spectral sequence is strongly convergent if the homotopy sheaves πét
−q(Ω

∞
Gm

Σt,tEét) are `-torsion
and the residue characteristics of S have finite `-cohomological dimension or if the homotopy sheaves
πét
−q(Ω

∞
Gm

Σt,tEét) vanish for −q� 0.

Proof. For any t ∈ Z, consider the presheaf of S1-spectra Ω∞
Gm

Σt,tEét. This presheaf satisfies
ét-hyperdescent by Proposition 2.13. The general format of the descent spectral sequence
(see for example [36, Section 6.1] or [78, Proposition 1.36]) is:

Hp
ét(S, πét

−qF)⇒ π0 Maps
SHS1

ét (S)
(1S, Σp+qF),

for F a presheaf of spectra satisfying ét-hyperdescent. Plugging in Ω∞
Gm

Σt,tEét for F gets us
the desired descent spectral sequence. The convergence statements follow from standard
convergence criteria for the descent spectral sequence discussed in [78, 5.44-5.48]. �

4.1. Gm-prespectra. We recall that the adjunction (6) factors as the S1-stabilization of Hτ(S):

(27) Σ∞
S1,+ : Hτ(S) � SHS1

τ (S) : Ω∞
S1 ,

and the process of (Gm, 1)-inversion described in the sense discussed in Corollary 2.5:

(28) Σ∞
Gm ,+ : SHS1

τ (S) � SHτ(S) = SHS1

τ (S)[(Gm, 1)−1] : Ω∞
Gm

.

By the formula given in (5), the ∞-category SHτ(S) is obtained from SHS1

τ (S) by the colimit:

(29) SHS1

τ (S)
(Gm ,1)∧−→ SHS1

τ (S)
(Gm ,1)∧−→ SHS1

τ (S)→ · · · ,

computed ModHτ(S)(PrL). Since colimits in ModHτ(S)(PrL) can also be computed as a
limit in ModHτ(S)(PrR), where the transition maps are the right adjoints [45, 5.5.3], and the
forgetful functor ModHτ(S)(PrR) → Cat∞ preserves limits, the underlying ∞-category of
SHτ(S) is computed as the limit of the diagram:

(30) SHS1

τ (S)
ΩGm← SHS1

τ (S)
ΩGm← SHS1

τ (S)
ΩGm← · · · ,

4To see this: note that, by the finiteness assumption on cohomological dimension, we have that Postnikov and
hypercompletion coincide [16, Proposition 2.10]. As explained in [16, Construction 2.25], we can use the Godement
resolution in order to compute Postnikov sheafification. Therefore we consider the map E/`ν → LétE/`ν and
restrict it to a strictly henselian local ring. Since any strictly henselian local ring does not have any nontrivial étale
cover, the Godement resolution is trivial and we the map E/`ν → LétE/`ν induces an isomorphism on homotopy
groups since the Godement resolution commutes with homotopy groups [78, (1.26)].
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in the ∞-category of ∞-categories, Cat∞. This formulation lets us speak of Gm-prespectra as
limits in Cat∞ that can be described “pointwise.” The following discussion can be seen as a
formulation of the usual notion of “Gm-S1” bispectra following [33], [35], and [87]

4.1.1. To elaborate on this point, let L ⊂ N be the 1-skeleton of the nerve of the poset
defined by the natural numbers. The diagram (30) determines a functor:

p : Lop → Cat∞.

The ∞-categorical Grothendieck construction [45, §3.2] applied to the functor p furnishes a
Cartesian fibration:

q :
∫

SHS1

τ (S)→ L,

such that the ∞-category of Cartesian sections of q is equivalent to the limit of (30), i.e., the
∞-category SHτ(S) [45, Corollary 3.3.3.2]. Concretely, this means that to specify an object of
SHτ(S) is equivalent to:

• specifying objects {Ei ∈ SHS1

τ (S)}i∈N,
• and bonding maps εi : Ei → ΩGmEi+1, which are equivalences.

We shall call such a section a Gm-spectrum in SHS1

τ (S). The last condition is implied by
the demand that the section be Cartesian. However, we may also speak of the ∞-category
of Gm-prespectra in SHS1

τ (S), which is defined as sections of q which are not necessarily
Cartesian. Concretely, specifying a Gm-prespectrum is equivalent to:

• specifying objects {Ei ∈ SHS1

τ (S)}i∈N,
• and bonding maps εi : Ei → ΩGmEi+1, which need not be equivalences.

4.1.2. We denote by SHpre
τ (S) := FunL(L,

∫
SHS1

τ (S)) the ∞-category of Gm-prespectra,
which is defined as the space of sections of the Cartesian fibration q; [45, Corollary 3.3.3.2]
implies that there is a fully faithful embedding u : SHτ(S) ↪→ SHpre

τ (S) as the Cartesian
sections. According to [29, Page 7] this defines a localization, i.e., u has a left adjoint:

(31) Q : SHpre
τ (S) � SHτ(S) : u,

which we call spectrification. It is computed by the formula (98) which we discuss in §12.
For the rest of the paper we will specify Gm-prespectra in SHS1

τ (S) by writing a sequence
of objects in SHS1

τ (S):

(E0,E1, · · · ),Ei ∈ SHS1

τ (S).
The bonding maps will always be clear from the context.

4.1.3. Let E ∈ SH(S) be a motivic spectrum. By the discussion of §4.1.1, we obtain a
Gm-spectrum in SHS1

(S), specified by the sequence of objects in SHS1
(S):

(Ω∞
Gm

E, Ω∞
Gm

Σ1,1E, Ω∞
Gm

Σ2,2E, · · · ),

such that the bonding maps:

Ω∞
Gm

Σi,iE
'→ ΩGm Ω∞

Gm
Σi+1,i+1E,

are equivalences for all i ∈ N. Now, we have an inclusion π∗,pre : SHpre
ét (S) ↪→ SHpre(S)

over L, where SHpre
ét (S) is identified with the full subcategory of Gm-prespectra in SHS1

(S)

spanned by those prespectra such that (Ω∞
Gm

E) is ét-local, i.e., sections of
∫

SHS1
(S) → L

which lands in SHS1

ét (S) ↪→ SH(S). Since the ∞-category of Gm-prespectra in SHS1
(S) is

described as a functor category (being a category of sections) and colimits are computed
pointwise in such categories, π∗,pre preserves limits and thus admits a left adjoint:

π∗,pre : SHpre(S)→ SHpre
ét (S).
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4.1.4. The functor π∗,pre is computed by applying:

Lét,m : SHS1
(S)→ SHS1

ét (S),

to each individual presheaves of spectra to obtain a Gm-prespectrum in SHS1

ét (S) in the sense
of §4.1.1 just discussed:

(32) π∗,preE := (Lét,mΩ∞
Gm

E, Lét,mΩ∞
Gm

Σ1,1E, Lét,mΩ∞
Gm

Σ2,2E, · · · ).
Here, for each i ∈ N, the map:

Ω∞
Gm

Σi,iE ' Ω∞
Gm

ΩGm Σi+1,i+1E
'→ ΩGm Ω∞

Gm
Σi+1,i+1E→ ΩGm Lét,mΩ∞

Gm
Σi+1,i+1E,

induces the bonding map:

Lét,mΩ∞
Gm

Σi,iE→ ΩGm Lét,mΩ∞
Gm

Σi+1,i+1E,

since the target is A1-invariant and ét-local. Indeed, a morphism in SHpre(S) is just a natural
transformation f : E→ F over L between functors E,F : L→

∫
SHS1

(S). Hence if each term
of F has étale descent then f must factor through π∗,preE. Note that the bonding maps in
π∗,preE are not necessarily equivalences and so π∗,preE does not necessarily descend to an
object of SHét(S).

4.1.5. The following lemma identifies Q(ε∗Eét) as the ét-localization of E:

Lemma 4.4. The functor ε∗ : SH(S)→ SHét(S) is calculated as the composite functor

SH(S) π∗,pre
→ SHpre

ét (S)
Q→ SHét(S)5.

Proof. Using [45, Proposition 5.2.7.4] we need to check that the essential image of Q ◦ π∗,pre

is the essential image of ε∗, i.e., ét-local spectra in the sense of Proposition 2.13 and that
Q ◦ π∗,pre is left adjoint to Q ◦ π∗,pre(SH(S)) ⊂ SH(S). The first statement follows from the
characterization of objects in SHét(S) in Lemma 2.14, the second statement follows since the
analogous statements are also true for the localization functors Q and π∗,pre. �

4.1.6. We will now define a condition on a motivic spectrum E ∈ SH(S) such that its
ét-localization can be controlled. To motivate the next definition, let us examine Example 4.1
in the language we just set up.

Remark 4.5. In the notation of this section, the Gm-prespectrum in SHS1

ét (S) specified in (22)
is exactly π∗,preΣ0,−1MZ/`. Note that (23) tells us that π∗,preΣ0,−1MZ/` is not equivalent
to Q(π∗,preΣ0,−1MZ/`) ' Σ0,−1ε∗MZ/`, i.e., it is not a Gm-spectrum in SHS1

ét (S). However,
we note that each bonding map Z/`ét(t− 1)[t]→ ΩGm Z/`ét(t)[t + 1] is an equivalence for
t ≥ 1. This motivates the next definition.

Definition 4.6. Let E ∈ SH(S) and consider the Gm-prespectrum π∗,preE which is specified
by {Lét,mΩ∞

Gm
Σi,iE}i∈N. We say that E is étale-A1 naive above degree r if for all i ≥ r:

• the natural map

LétΩ∞
Gm

Σi,iE→ LA1LétΩ∞
Gm

Σi,iE = Lét,mΩ∞
Gm

Σi,iE

is an equivalence in Pét,Spt(k), i.e., the ét-local presheaf of spectra LétΩ∞
Gm

Σi,iE is
A1-invariant and,
• the induced map

LétΩ∞
Gm

Σi,iE→ ΩGm LétΩ∞
Gm

Σi+1,i+1E

is an equivalence in Pét,Spt(k).

With this definition, Example 4.1 states that Σ0,−1MZ/` is étale A1-naive above degree 1.
The following lemma justifies the above definition

5In fact, this claim is true for any topology τ.
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Lemma 4.7. Suppose that E ∈ SH(S) is étale-A1-naive above degree r. Then for any i ≥ r, we
have an equivalence in Pét,Spt(S):

LétΩ∞
Gm

Σi,iE ' Ω∞
Gm

Σi,iε∗E.

Proof. Both presheaves of spectra are ét-local and A1-invariant and so define objects in
SHS1

ét (S); for the left hand side this is because of the first condition in Definition 4.6, which
also tells us that for n ≥ 0 there is an equivalence in Pét,Spt(S):

LétΩ∞
Gm

Σi+n,i+nE ' LA1LétΩ∞
Gm

Σi+n,i+nE.

By Lemma 4.4 we have an equivalence Q(π∗,preE) ' ε∗E. In other words, for any i ∈ N, the
presheaf of spectra Ω∞

Gm
Σi,iε∗E is the i-th term of the Gm-spectrum in SHS1

ét (S), Q(π∗,preE).
According to (98), for each i ∈ N, Q(π∗,preE)i is computed by a transfinite colimit whose
transition maps are the bonding maps LétΩ∞

Gm
Σi,iE→ ΩGm LétΩ∞

Gm
Σi+1,i+1E for i ≥ r. Since

E is A1-naive above degree r the hypothesis that i ≥ r informs us that the transition maps in
the colimit are all equivalences. Therefore, we obtain the desired equivalence:

Ω∞
Gm

Σi,iε∗E ' LétΩ∞
Gm

Σi,iE.

�

4.1.7. The point of Definition 4.6 is that we can estimate the connectivity of Eét. In general,
if E ∈ SH(S), then we have a descent spectral sequence by the discussion in §4.0.4:

Hp
ét(X, πét

−qΩ∞
Gm

ε∗Σi,iE)⇒ [Σ∞
T X+, ε∗Σi,iE[p + q]]SHét(S) ' [Σ∞

T X+, Σi,iEét[p + q]]SH(S)

Suppose that E is étale-A1 naive above degree r, then for all X ∈ SmS, we have the following
equivalences of mapping spaces whenever i ≥ r:

MapsSH(S)(Σ
q,0Σ∞

T X+, Σi,iEét) ' Maps
SHS1

ét (S)
(Σq,0Σ∞

S1 X+, Ω∞
Gm

Σi,iε∗E)

' Maps
SHS1

ét (S)
(Σq,0Σ∞

S1 X+, LétΩ∞
Gm

Σi,iE).

Here, the last equivalence is exactly Lemma 4.7. Therefore, in this range, the étale homotopy
sheaves are computed as:

(33) πét
q,0Σi,iE ∼= aét(π

pre
q Ω∞

Gm
Σi,iε∗E) ∼= aét(π

pre
q LétΩ∞

Gm
Σi,iE) ∼= aét(π

pre
q Ω∞

Gm
Σi,iE),

where the second isomorphism is due to the condition of being étale-A1 naive, and the last
isomorphism follows because Lét does not change stalks. We record this as a lemma

Lemma 4.8. Suppose that E ∈ SH(S) is étale-A1 naive above degree r. Then for any i ≥ r, we have
a spectral sequence:

(34) Hp
ét(X, πét

−qΩ∞
Gm

Ei)⇒ [Σ∞
T X+, Σi,iEét[p + q]]SH(S).

4.2. Étale-A1 naive properties of Landweber exact motivic spectra. Now we apply the
above machinery to investigate the étale-A1 naive properties of certain MGL modules whose
slices are computed in [74], namely the Landweber exact motivic spectra and its slice
covers. For the rest of this section, we work over a field k and we also assume that all our
Landweber exact spectra are effective. We prove a sequence of lemmas towards establishing
some étale-A1 naive properties of Landweber exact motivic spectra

4.2.1. We give a rapid review of motivic Landweber exact spectra, the basic reference being
[57]. If N∗ is a Landweber exact MU∗[

1
c ]-module as in [74, Section 5], then the functor from

SH(S) to the category of Adams-graded graded Abelian groups — see [57, Section 3] —
given by

X 7→ MGL∗,∗(X)⊗MU∗ [ 1
c ]

N∗
is representable by a (motivic) Landweber exact spectrum EN . By construction EN is a
Cartesian section of SH(−) [57, Proposition 8.5]. In fact, [57] proves more: every Landweber
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exact spectrum is an object of the ∞-category ModMGL [57, Proposition 7.9] and is further-
more cellular [57, Proposition 8.4]. The slices of Landweber exact spectra are computed in
[74, Theorem 6.1]. For EM there is an equivalence sq(EN) ' Σ2q,qM(N2q) which is compatible
with the map N∗ → EN,∗,∗; see [30, Theorem 8.5].

4.2.2. The form of the slices of Landweber exact spectra results in the following

Lemma 4.9. Let k be a field of exponential characteristic coprime to ` and assume cd`(k) < ∞. Let
EN ∈ SH(k) be a Landweber exact motivic spectrum associated to a Landweber exact MU∗-module
N∗. Then for any pair of integers (r, q) we have an equivalence in PSpt,ét(Smk):

(35) LétΩ∞
Gm

Σr,r fqEN/`ν '→ lim
n

LétΩ∞
Gm

Σr,r f n+1 fqEN/`ν.

Proof. For a fixed integer q we have the following tower in SH(S):
(36)
· · · → f n fqE/`ν → · · · → f q+3 fqEN/`ν → f q+2 fqEN/`ν → f q+1 fqEN/`ν ' sqEN/`ν,

and thus for any r ∈ Z, we obtain a tower in SHS1
(S) after applying Ω∞

Gm
Σr,r:

(37)
· · · → Ω∞

Gm
Σr,r f q+3 fqEN/`ν → Ω∞

Gm
Σr,r f q+2 fqEN/`ν → Ω∞

Gm
Σr,r f q+1 fqEN/`ν ' Ω∞

Gm
Σr,rsq(EN/`ν).

Now, for any n > q, we have a cofiber sequence in SH(S) (see (14)):

f n+1 fqEN/`ν ' f n+1EN/`ν → f n fqEN/`ν ' f nEN/`ν → Σ1,0sn+1EN/`ν ' Σ1,0Σ2n+2,n+1MN∗/`ν,

where the last equivalence is due to the computation of the slices of Landweber exact spectra
as in [74]. Therefore, the fiber of:

Ω∞
Gm

Σr,r f n+1 fqEN/`ν → Ω∞
Gm

Σr,r f n fqEN/`ν,

is equivalent to:

Ω∞
Gm

Σr,rsn+1EN/`ν ' Ω∞
Gm

Σr,rΣ2n+2,n+1MN∗/`ν

' Z/`ν(2n + 2 + r)[n + 1 + r]⊗ N2n+2.

Since the connectivity of Z/`ν(2n + 2 + r)[n + 1 + r] ⊗ N2n+2 ∈ SHS1
(S) tends to ∞ as

n→ ∞, Proposition 4.2 gives us an equivalence in PSpt,ét(Smk):

(38) LétΩ∞
Gm

Σr,r fqEN/`ν '→ lim
n

LétΩ∞
Gm

Σr,r f n+1 fqEN/`ν.

�

Lemma 4.10. Let k be a field of exponential characteristic coprime to ` and assume cd`(k) < ∞.
Let EN ∈ SH(k) be a Landweber exact motivic spectrum. For integers (r, q) the ét-local presheaf of
spectra LétΩ∞

Gm
Σr,r fqEN/`ν is A1-invariant. Hence there is a canonical equivalence in Pét,Spt(k):

LétΩ∞
Gm

Σr,r fqEN/`ν '→ LA1LétΩ∞
Gm

Σr,r fqEN/`ν,

and LétΩ∞
Gm

Σr,r fqEN/`ν ∈ SHS1

ét (k).

Proof. Note that A1-invariant presheaves in Pét,Spt(Smk) are closed under limits. Indeed, if
F : I → Pét,Spt(Smk) is a diagram of A1-invariant ét-local presheaf of spectra, then for any
X ∈ Smk we have natural equivalences:

Maps(Σ∞
S1 X+, lim Fi) ' lim

i
Maps(Σ∞

S1 X+, Fi)

' lim
i

Maps(Σ∞
S1(X×A1)+, Fi)

' Maps(Σ∞
S1(X×A1)+, lim

i
Fi).

Hence, after Lemma 4.9, it suffices to prove that for any n ≥ q + 1, each of the ét-local
presheaf of spectra LétΩ∞

Gm
Σr,r f n+1 fqEN/`ν is A1-invariant. For n = q + 1, we note that
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LétΩ∞
Gm

Σr,rsn+1EN/`ν ' LétZ/`ν(2n + 2 + r)[n + 1 + r]⊗ N2n+2 is A1-invariant. Indeed,
by [49, Theorem 2.3], LétZ/`ν(q)[p] ' µ⊗q[p] for q ≥ 0, which are indeed A1-invariant
ét-local presheaves [1, XV, Corollary 2.2].

Suppose the claim holds for all n′ < n. The property of being A1-invariant is clearly
closed under extensions, and so we conclude using the cofiber sequence in Pét,Spt(k):

LétΩ∞
Gm

Σr,rsnEN/`ν → LétΩ∞
Gm

Σr,r f n fqEN/`ν → LétΩGm Ω∞
Gm

Σr,r f n−1 fqEN/`ν.

�

Lemma 4.11. Let EN ∈ SH(k) be a Landweber exact motivic spectrum. Then for all integers (r, q)
such that r > −q there is a canonical equivalence:

LétΩ∞
Gm

Σr−1,r−1 fqE/`ν '→ ΩGm LétΩ∞
Gm

Σr,r fqEN/`ν.

Proof. First we note that for q ≥ 1, we have an equivalence for all p ∈ Z:

(39) ΩGm LétZ/`ν(q)[p] ' LétΩGm Z/`ν(q)[p].

Indeed, both sides are equivalent to µ
⊗q−1
`ν [p− 1]. With this, we claim that the natural map:

(40) LétΩGm Ω∞
Gm

Σr,r f n fqEN/`ν → ΩGm LétΩ∞
Gm

Σr,r f n fqEN/`ν,

is an equivalence; in other words, we claim that ΩGm and Lét commute. This is proved by
induction on n. For the base case n = q + 1 we have equivalences in DMeff

ét (k, Z/`):

ΩGm LétΩ∞
Gm

Σr,r f q+1 fqEN/`ν = ΩGm LétΩ∞
Gm

Σr,rsq(EN/`ν)

' ΩGm LétZ/`ν[2q + r](q + r)⊗ N2n+2

' LétΩGm Z/`ν[2q + r](q + r)⊗ N2n+2.

The first equivalence follows from the computation of the slices of Landweber exact spectra
[74], and the second follows from (40) using the hypothesis that q + r > 0.

Now assume that (40) has been verified for n− 1, and consider the commutative diagram:
(41)
LétΩGm Ω∞

Gm
Σr,rsnEN/`ν //

��

LétΩGm Ω∞
Gm

Σr,r f n fqEN/`ν //

��

LétΩGm Ω∞
Gm

Σr,r f n−1 fqEN/`ν

��

ΩGm LétΩ∞
Gm

Σr,rsnEN/`ν // ΩGm LétΩ∞
Gm

Σr,r f n fqEN/`ν // ΩGm LétΩ∞
Gm

Σr,r f n−1 fqEN/`ν

Since Lét and ΩGm are exact functors, the horizontal rows are cofiber sequences. The
leftmost vertical map is an equivalence by the same argument as in the base case since
Ω∞

Gm
Σr,rsnEN/`ν ' Z/`ν[2n + r](n + r)⊗ N2n+2, while the rightmost vertical map is an

equivalence by the inductive hypothesis. Thus the middle vertical map is an equivalence.
To conclude, we have the following string of equivalences, for r > −q:

ΩGm LétΩ∞Σr,r fqEN/`ν ' ΩGm lim
n

LétΩ∞
Gm

Σr,r f n+1 fqEN/`ν

' lim
n

ΩGm LétΩ∞
Gm

Σr,r f n+1 fqEN/`ν

' lim
n

LétΩGm Ω∞
Gm

Σr,r f n+1 fqEN/`ν

' lim
n

LétΩ∞
Gm

Σr−1,r−1 f n+1 fqEN/`ν

' Lét lim
n

Ω∞
Gm

Σr−1,r−1 f n+1 fqEN/`ν

' LétΩ∞
Gm

Σr−1,r−1 fqEN/`ν.

The first equivalence is due to (38), the second is because ΩGm is a right adjoint and thus
preserves limits, the third is due to (40), the fourth is because of the canonical equivalence
ΩGm Ω∞

Gm
' Ω∞

Gm
ΩGm , the fifth is another application of (38), while the last equivalence is

again because ΩGm preserves limits. �
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As a result we have proved:

Proposition 4.12. Let EN ∈ SH(k) be a Landweber exact motivic spectrum. Then fqEN/`ν is
étale-A1-naive above degree −q.

Proof. The first point of Definition 4.6 is verified by Lemma 4.10, while the second point at
the desired range is verified by Proposition 4.11. �

4.3. Notions of connectivity in motivic homotopy. We now use Proposition 4.12 to prove
convergence results about the étale slice spectral sequence. We say that a motivic spectrum
E ∈ SH(S) is:

• t-connected [66, Definition 3.16] if for any triple (p, q, d) of integers for which p− q +
d < t and every d-dimensional X ∈ SmS the group [Σp,qΣ∞

T X+,E] is zero,
• affine t-connected if for any triple (p, q, d) of integers for which p− q + d < t and

every d-dimensional X ∈ SmS which is affine, the group [Σp,qΣ∞
T X+,E] is zero,

• t-connective [30, §2.1] if it is contained in the localizing subcategory generated by
{Σp,qΣ∞

T X+}p−q≥t,X∈SmS ,
• locally t-connective if the homotopy sheaves πNis

p,q E = 0 for any p, q ∈ Z such that
p− q < t.

If S is a field, then we can say more about the relationships of the above notions.
• Being t-connected is stronger than being affine t-connected. These notions are,

in general, different because the étale cohomological dimension of a scheme X
over an algebraically closed field is bounded above by 2 dim(X) in general and by
dim(X) if X is affine [50, Corollary 1.4, Remark 1.5(a)]. The latter notion is meant to
accommodate certain phenomena in the étale topology, which we will consider later,
starting from §4.4.
• E is t-connective if and only if it is locally t-connective by [30, Theorem 2.3].
• The locally 0-connective motivic spectra form the nonnegative part of the homotopy t-

structure [53, Section 5.2]. Thus 0-connective motivic spectra and 0-locally connective
motivic spectra are nonnegative parts of isomorphic t-structures on SH(S).
• According to [66, Lemma 3.17], E being t-connective implies that E is t-connected.

4.3.1. Next we turn to convergence properties of the slice spectral sequence.

Definition 4.13. A tower of motivic spectra:

{Eq}q∈Z = · · · → Eq+1 → Eq → · · · ,

is called left bounded with respect to a pair (X, w) where X ∈ SmS and w ∈ Z if for every s ∈ Z,
the group [Σs,w

T Σ∞X+,Eq] = 0 for q� 0, and is it called left bounded if it is left bounded with
respect to all (X, w).

For the effective covers in the slice filtration { fqE} the notion of left boundedness is
stronger than that of slice completeness; see the discussion in [30, §8.5]. In this case we say
that the motivic spectrum E is left bounded. Consequently, for X ∈ SmS and w ∈ Z fixed, the
slice spectral sequence §3.0.6:

E1
p,q,w(E)(X)⇒ [Σp,wΣ∞

T X+,E],

converges conditionally whenever we have left boundedness with respect to (X, w) due
to the slice completeness of E. The following illustrates how connectedness implies left
boundedness:

Lemma 4.14. Let E ∈ SH(S) and suppose that for q� 0 there exists an integer n ∈ Z such that
the effective cover fqE is (q + n)-connected. Then the tower { fqE} is left bounded, i.e., the motivic
spectrum E is left bounded.

Proof. Let us fix (X, w), s ∈ Z. By assumption the group [Σs,wΣ∞
T X+, fqE] is trivial when

s− w + dim(X)− n < q. We conclude by letting q→ ∞. �
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4.3.2. For convergence of the étale slice spectral sequence, it turns out that the usual notion
of connectedness will not be useful because of the following example.

Example 4.15. One might guess that applying the étale localization decreases the connec-
tivity of E ∈ SH(S) by the cohomological dimension of the base scheme. However, we
show that MZét/` is not 0-connected when k is an algebraically closed field. Assuming that
MZét/` is 0-connected then for p− q < 0 the group:

[Σp,q1,MZét/`] ∼= H−p
ét (k, µ

⊗−q
` ) = 0.

But for p = 0 and q > 0 the above group H0
ét(k, µ

⊗−q
` ) ∼= H0

ét(k, µ`) ∼= µ`(k) 6= 0.
However, MZét/` will be weightlessly affine 0-connected (see Definition 4.16). This notion

tests vanishing only with respect to the “S1-variable” and affine schemes. It captures the
following fact: let (n, d) be a pair of integers such that n + d < 0. Then for any affine scheme
X of dimension d over an algebraically closed field, the group [Σn,0Σ∞

T X+,MZét/`] ∼=
H−n

ét (X; µ`) = 0 [1, XIV, Théorème 3.1].

4.3.3. In the étale-local setting the most relevant notion of connectivity for our purposes is
the following one.

Definition 4.16. A motivic spectrum E ∈ SH(S) is weightlessly affine t-connected if for any
pair of integers (n, d) such that n + d < t and any X ∈ SmS which is an affine scheme of
dimension d, the group [Σn,0Σ∞

T X+,E] = 0.

The above notion is so defined because we are only testing connectivity against generators
of SH(S)eff, namely the collection {Σn,0Σ∞

T X+} where n ∈ Z and X ∈ SmS for any X ∈ SmS
which is an affine scheme. In spite of the appearance of “effective” in Definition 4.16, E
does not have to be an effective motivic spectrum. Indeed, for our purposes, we will be
calculating the effective connectivity of motivic spectra which are of the form Eét and there
is no reason why Eét should be effective since ε∗ need not preserve effective objects.

4.4. Main connectivity results. The following is our main connectivity result.

Theorem 4.17. Let k be a field of exponential characteristic coprime to ` and assume cd`(k) < ∞.
Let EN ∈ SH(k) be a Landweber exact motivic spectrum. Then for all integers (q, w) such that
q ≥ w, the spectrum Σ−w,−w( fqEN/`ν)ét is weightlessly affine q− cd`(k)-connected.

Proof. Proposition 4.12 implies fqEN/`ν is étale-A1-naive above degree −q. Therefore since
−w ≥ −q, for any X ∈ Smk, the descent spectral sequence (34) takes the form:

Hs
ét(X, πét

−t(LétΩ∞
Gm

Σ−w,−w fqEN/`ν))⇒ [Σ∞
T X+, Σ−w,−w( fqEN)

ét/`ν[s + t]]SH(k).

Suppose n + d < q− cd`(k) and X is affine of dimension d. We claim the vanishing:

[Σn,0Σ∞
T X+, Σ−w,−w fqE

ét
N/`ν]SH(k)

∼= [Σn,0ε∗Σ∞
T X+, Σ−w,−wε∗ fqEN/`ν]SHét(k) = 0.

Here, we applied the isomorphism given by the adjunciton (ε∗, ε∗) and §2.12 to commute
ε∗ past the suspension. Examining the descent spectral sequence, we see that the only
contributions come from the terms:

Hs
ét(X, πét

−t(LétΩ∞
Gm

Σ−w,−w fqEN/`ν)),

for s + t = −n. Whenever s > d + cd`(k), the latter is trivial for cohomological dimension
reasons by [1, XIV, Théorème 3.1] since the étale homotopy sheaves are `-torsion sheaves.

If s ≤ d+ cd`(k), then since we assume n+ d < q− cd`(k), we have that−t < q. Thus, the
homotopy sheaves πét

−t(LétΩ∞
Gm

Σ−w,−w fqEN/`ν) ∼= aétπ
Nis
−t (Ω

∞
Gm

Σ−w,−w fqEN/`ν) vanishes
by the connectivity of Landweber exact motivic spectra [30, Lemma 8.11]. �

Corollary 4.18. Under the assumptions in Theorem 4.17 the étale slice tower {( fqMGL)ét/`ν}q∈Z
is left bounded.
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Proof. Fix s, w ∈ Z, and an affine X ∈ Smk of dimension d. For q� 0 we want to show that

[Σs,wΣ∞
T X+, ( fqMGLét)/`ν] ∼= [Σs−w,0Σ∞

T X+, Σ−w,−w( fqMGL)ét/`ν],

vanishes.
When q ≥ w, Σ−w,−w( fqMGL/`ν)ét is weightlessly affine q− cd`(k)-connected by Theo-

rem 4.17. Hence the desired vanishing holds for all q > max{d + s− w + cd`(k), w}. �

Corollary 4.19. Under the assumptions in Theorem 4.17 we have limq( fqMGL)ét/`ν ' 0. Thus
the ét-slice spectral sequence (17) for MGL/`ν is conditionally convergent.

Proof. By Proposition 2.7 it suffices to prove that for all s, w ∈ Z, and affine X ∈ Smk,

[Σs,wX+, lim
q
( fqMGL)ét/`ν] = 0.

To that end we employ the Milnor lim-lim1 exact sequence:
(42)
0→ lim1

q
[Σs+1,wX+, ( fqMGL)ét/`ν]→ [Σs,wX+, lim

q
( fqMGL)ét/`ν]→ lim

q
[Σs,wX+, ( fqMGL)ét/`ν]→ 0.

By left boundedness of {( fqMGL)ét/`ν}q∈Z in Corollary 4.18 the outer terms in (42) are
trivial for q� 0, and we are done. �

5. THE FORGETFUL FUNCTOR ε∗ AND COLIMITS

Next we address the other half of the comparison paradigm for the change of topology
adjunction of exact functors:

(43) ε∗ : SH(S) � SHét(S) : ε∗.

5.0.1. Suppose that S is a scheme and let ` be a prime. We say that S has uniformly bounded
`-cohomological dimension if for all residue fields k(s) of S, cd`(k(s)) < C` for some constant
C`. The goal of this section is to prove the following theorem

Theorem 5.1. Suppose that S is a Noetherian base scheme. Let ` be a prime such that S has
uniformly bounded `-cohomological dimension. Then the functor:

ε∗ : SHét(S)(`) → SH(S)(`),

preserves colimits.

The statement that we will need to proceed is the following corollary.

Corollary 5.2. Suppose that S is a Noetherian base scheme. Let P be a set of positive integers which
contains primes p for which S does not have uniformly bounded p-cohomological dimension. Let L
be a product of all primes in P then the functor

ε∗ : SHét(k)[
1
L
]→ SH(k)[

1
L
],

preserves colimits.

Proof. Let X : I → SHét(k)[ 1
L ], i 7→ X(i) be a small diagram. We need to verify that the

natural map colim ε∗(X(i)) → ε∗ colim(X(i)) is an equivalence in SH(S)[ 1
L ]. Using the

conservative family of localizations:

{SH(S)[
1
L
]→ SH(k)(`)}

` prime
`-L ,

the claim follows from Theorem 5.1. �



32 ELDEN ELMANTO, MARC LEVINE, MARKUS SPITZWECK, PAUL ARNE ØSTVÆR

5.0.2. To begin proving Theorem 5.1 we note that all compact objects are essentially finite
colimits and retracts of T-desuspensions of suspension spectra of smooth affine S-schemes.

Lemma 5.3. Let S be a base scheme, then SH(S)ω is the smallest stable subcategory of SH(S) closed
under finite colimits and retracts of Σ−2n,−nΣ∞

T X+ where X is a smooth affine S-scheme and n ∈ Z.

Proof. Let C be the smallest subcategory of SH(S) closed under finite colimits and retracts
of Σ−2n,−nΣ∞

T X+ where X is a smooth affine S-scheme and n ∈ Z. Using Proposition 2.7.3,
we get that all the Σ−2n,−nΣ∞

T X+ are compact, and thus C ⊂ SH(S)ω . Now compact objects
are stable under finite colimits and retracts [45, Lemma 5.1.6.4.]. Since Proposition 2.7.2 also
tells us that SH(S) is generated by objects in C, we are done. �

5.0.3. Now, since the functors in (43) are exact it suffices to know when ε∗ preserves infinite
coproducts [46, Proposition 1.4.4.1.3]. We recall the following easy but important lemma:

Lemma 5.4. Suppose F : C � D : G is an adjunction of stable ∞-categories where F, G are exact, C
and D admit small coproducts, and C is compactly generated. Then G preserves all small coproducts
if and only F preserves compact objects.

Proof. If G preserves small coproducts, then [46, Proposition 1.4.4.1.2] implies G preserves
all small colimits, and therefore [45, Proposition 5.5.7.2.1] tells us that F preserves compact
objects. Conversely, since C is compactly generated it is accessible, and so [45, Proposition
5.5.7.2.2] applies to tell us that G preserves all small colimits. �

5.0.4. We can now proceed to the

Proof of Theorem 5.1. After Lemma 5.4 it suffices to prove that ε∗ preserves compact objects.
Since the étale topology is subcanonical the discussion of §2.2.1 tells us that ε∗Σ∞

T X+ '
Σ∞

T X+ for any X ∈ SmS. After Lemma 5.3 we thus need only verify that Σ∞
T X+ is compact

in SHét(S)(`) for any X ∈ SmS which is affine. To do so, we pick a small collection of objects
(Ej)j∈J in SHét(S)(`). We compare the descent spectral sequence:

(44) Hp
ét(X, πét

t−q,t(⊕jEj))⇒ HomSHét(k)(G
∧t
m ∧ Σ∞

T X+,⊕jE[p + q]),

with the sum of descent spectral sequences:

(45) ⊕j Hp
ét(X, πét

t−q,t(Ej))⇒ ⊕j HomSHét(k)(G
∧t
m ∧ Σ∞

T X+,Ej[p + q]).

Using the cohomological dimension assumptions on the residue fields, the natural map
of spectral sequences (44)→ (45) is an isomorphism (see, for example, [15, Lemma 1.1.7]).
From the same cohomological dimension assumptions on the residue fields we also deduce
strong convergence of the spectral sequences (see the discussion in [78, 5.44-5.48]), so that
the isomorphism on E2-pages implies an isomorphism on the abutments.

�

6. PROOF OF MAIN THEOREMS

We now prove the main theorems of this paper in the following order:
(1) Construction of Bott elements in motivic cohomology (§6.1).
(2) Proof of Étale Descent for Bott-inverted motivic cohomology for essentially smooth

schemes over a field (Theorem 6.7).
(3) Construction of Bott elements in algebraic cobordism (§6.3).
(4) Proof of Étale Descent for Bott-inverted algebraic cobordism for essentially smooth

schemes over a field (Theorem 6.26).
(5) Proof of Étale Descent for Bott-inverted algebraic cobordism for Noetherian schemes

(Theorem 6.28).
(6) Proof of Étale Descent for Bott-inverted MGL-modules for Noetherian schemes

(Theorem 6.29).
(7) Proof of an integral statement (Theorem 6.32).
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6.1. Bott elements in motivic cohomology. Our goal in this section is to produce Bott
elements in motivic cohomology over Z[ 1

` ] and, more generally, schemes on which ` is
invertible. To describe this element, we will use the following notation: For a prime number
` and ν ≥ 1 we define:

e(`ν) =


(`− 1)`ν−1 ` odd
2ν−2 ` = 2, ν ≥ 3
2 ` = 2, ν = 2
1 ` = 2, ν = 1.

Here e(`ν) is the exponent of the multiplicative group of units of the cyclic group Z/`ν. The
properties demanded of these elements are summarized in the following proposition:

Proposition 6.1. There exists a collection of elements:

(46) {τMZ
`ν ∈ H0,e(`ν)

m (Z[
1
`
]; Z/`ν)}ν≥1,

such that:
(1) for any ` odd and ν > 1 and ` = 2 and ν ≥ 2, under the reduction map:

H0,e(`ν)
m (Z[

1
`
]; Z/`ν)

/`→ H0,e(`ν)
m (Z[

1
`
]; Z/`ν−1),

the element τMZ
`ν maps to (τMZ

`ν−1)
`.

(2) For any field k with 1
` ∈ k, let q : Spec k → Spec Z[ 1

` ] be the canonical map. Then the
element:

q∗τMZ
`ν ∈ H0,e(`ν)

m (k; Z/`ν) ∼= H0
ét(k, µ

e(`ν)
`ν ),

is a periodicity operator in étale cohomology.
(3) Let {τMZ′

`ν }ν≥1 be another choice of a collection as in (46) which satisfies (1) and (2) above.
Then the spectra MZ/`ν[(τMZ′

`ν )−1] and MZ/`ν[(τMZ
`ν )−1] are equivalent.

We call any collection as in (46) a system of MZ `-adic Bott elements while for a fixed ν ≥ 1
we call τMZ

`ν an MZ mod-`ν Bott element. Pulling back along f : S → Spec Z[ 1
` ] yields a

collection

(47) {(τMZ
`ν )S := f ∗τMZ

`ν ∈ H0,e(`ν)
m (S; Z/`ν)}ν≥1.

6.1.1. We proceed with the construction of the classes in (6.1). Let D be a Dedekind domain.
Then, according to part (5) of Theorem 2.18, we have an isomorphism:

H1,1
m (Spec D; Z) ∼= D×.

For any integer n, by the universal coefficients theorem, we have an isomorphism:

(48) H0,1
m (Spec D; Z/n) ∼= µn(D).

Therefore, for any prime ` and ν ≥ 1, we have an MZ mod-` Bott element over the ring
Z[ 1

` , ζ`] where ζ` is a primtive `-th root of unity. Namely, it is the class of:

(49) ζ` ∈ µ`(D) ∼= H0,1
m (Spec Z[

1
`

, ζ`]; Z/`),

which we denote by τ̃MZ
` . The extension of rings Z[ 1

` ]→ Z[ 1
` , ζ`] induces a Galois extension

of Dedekind schemes π` : Spec Z[ 1
` , ζ`] → Spec Z[ 1

` ]. The automorphism group of this
extension is isomorphic to the group of units (Z/`)×; we denote the former group by G`.
Crucially, this group is of order prime to `. The group G` acts via the cyclotomic character
on the subgroup of units in Z[ 1

` , ζ`] generated by ζ`:

χ` : G` → Aut(〈ζ`〉).

Lemma 6.2. Let ` be an odd prime and suppose that ν ≥ 1 then

(1) the element (τ̃MZ
` )`−1 ∈ H0,`−1

m (Spec Z[ 1
` , ζ`]; Z/`) is invariant under the action of G`.
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(2) the element (τ̃MZ
` )e(`ν) ∈ H0,e(`ν)

m (Spec Z[ 1
` , ζ`]; Z/`) is the reduction mod ` of an element

(50) τ̃MZ
`ν ∈ H0,e(`ν)

m (Spec Z[
1
`

, ζ`]; Z/`ν),

which is also G`-invariant.

Proof. By the discussion in the previous paragraph, G` acts on the subgroup of H0,1
m (Spec Z[ 1

` , ζ`]; Z/`)
generated by τ̃MZ

`ν via χ`ν . Hence, the `− 1-st cup power of τ̃MZ
`ν is G`-invariant. Now the

ν-th Bockstein map, βν, fits into the following exact sequence:

H0,∗
m (Spec Z[

1
`

, ζ`], Z/`ν)
/`→ H0,∗

m (Spec Z[
1
`

, ζ`], Z/`)
βν→ H1,∗

m (Spec Z[
1
`

, ζ`], Z/`ν−1),

and is a derivation. Therefore, we have that:

βν((τ
MZ
` )`

ν
) = `νβν(τ

MZ
` ) = 0.

Hence there is an element τ̃MZ′
`ν ∈ H0,(`−1)(`ν)

m (Spec Z[ 1
` , ζ`], Z/`ν) whose reduction mod `

is (τ̃MZ
` )`−1. By naturality of the Bockstein maps and part (1), we obtain the G`-invariance

statement.
�

The same argument gives the even case with slightly different numerics.

Lemma 6.3. Suppose that ν ≥ 3 then

(1) the element (τ̃MZ
` )2 ∈ H0,2

m (Spec Z[ 1
` , i]; Z/`) is invariant under the action of G`.

(2) the element (τ̃MZ
` )e(2ν) ∈ H0,e(2ν)

m (Spec Z[ 1
` , i]; Z/`) is the reduction mod ` of an element:

(51) τ̃MZ
2ν ∈ H0,e(2ν)

m (Spec Z[
1
`

, i]; Z/`ν),

which is also G`-invariant.

6.1.2. We use transfers in motivic cohomology (which we discuss in the generality of MGL-
modules in Appendix §11) to descend the Bott element down to H∗,∗m (Spec Z[ 1

` ]; Z/`ν).

Lemma 6.4. Let ` be a prime and ν ≥ 1. The natural map:

ε∗` : H∗,∗m (Spec Z[
1
`
]; Z/`ν)→ H∗,∗m (Spec Z[

1
`

, ζ`]; Z/`ν),

factors through an isomorphism:

(52) ε∗` : H∗,∗m (Spec Z[
1
`
]; Z/`ν)

∼=→ H∗,∗m (Spec Z[
1
`

, ζ`]; Z/`ν)G`

Proof. Since G` acts trivially on the group H∗,∗m (Spec Z[ 1
` ]; Z/`ν), the map ε∗` factors through

the G`-invariants of H∗,∗m (Spec Z[ 1
` , ζ`]; Z/`ν). The claim now follows from a standard

transfer argument and the fact that ` − 1 is coprime to `ν. Indeed, since MZ/`ν is an
MGL-module, we have a transfer map by Proposition 11.1 :

π`∗ : H∗,∗m (Z[
1
`

, ζ`]; Z/`ν)→ H∗,∗m (Z[
1
`
]; Z/`ν).

such that
(1) π`∗ε

∗
` = (|G`|)· = (`− 1)·,

(2) ε∗`π`∗ = Σg∗
g∈G`

, where g∗ is the action of g ∈ G` on the cohomology group.

The first property implies that we have an injection:

ε∗` : H∗,∗m (Spec Z[
1
`
]; Z/`ν) ↪→ H∗,∗m (Spec Z[

1
`

, ζ`]; Z/`ν)G` .

The second property tells us if x is an G`-invariant element, then:

ε∗`π`∗x = Σg∗
g∈G`

x = |G`|x.
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Whence the map:

ε∗/|G`| : H∗,∗m (Spec Z[
1
`

, ζ`]; Z/`ν)G` ↪→ H∗,∗m (Spec Z[
1
`

, ζ`]; Z/`ν)→ H∗,∗m (Z[
1
`
]; Z/`ν),

is a canonical inverse to i∗. �

6.1.3. Now, we give a

Proof of Proposition 6.1. For ` odd and ν ≥ 1 and ` = 2 and ν ≥ 3, Lemmas 6.2 and 6.3,
furnishes us with an element:

(τ̃MZ
`ν )e(`ν) ∈ H0,e(`ν)

m (Spec Z[
1
`

, ζ`ν ]; Z/`ν)G` ,

depending only on the choice of a primitive `-th root of unity in Z[ 1
` , ζ`]. The isomorphism

in Lemma 6.4, then gives us a unique element:

τMZ
` ∈ H0,`−1

m (Spec Z[
1
`
]; Z/`ν).

When ν > 1, take τ̃MZ
`ν ∈ H0,e(`ν)

m (Spec Z[ 1
` , ζ`]; Z/`ν) as in (51) which is G`-invariant by

Lemma 6.2.2 and hence gives us a unique element τMZ
`ν ∈ H0,e(`ν)

m (Spec Z[ 1
` ]; Z/`ν) by

Lemma 6.4. Now, point (1) of Proposition 6.1 follows by the commutativity of the diagram:

(53) H0,e(`ν)
m (Spec Z[ 1

` ]; Z/`ν)

��

/`
// H0,e(`ν)

m (Spec Z[ 1
` ]; Z/`ν−1)

��

H0,e(`ν)
m (Spec Z[ 1

` , ζ`]; Z/`ν)
/`
// H0,e(`ν)

m (Spec Z[ 1
` , ζ`]; Z/`ν−1),

the naturality of the Bockstein sequences, and the construction of the Bott elements. The fact
that they are periodicity operators for étale cohomology follows from the construction using
cyclotomic characters and the fact that the e(`ν)’s are the exponents of the multiplicative
group of units of the cyclic group Z/`ν.

To address the remaining cases, we note that when ` = 2 and ν = 1 there is nothing
to show. When ` = 2 and ν = 2, we note that if we take [i] ∈ H0,1

m (Z[ 1
2 , i], Z/4), then

[i]2 = [−1] is in H0,2
m (Z[ 1

2 ], Z/4) and we are done as before. The last statement is proved in
Lemma 6.5 below.

�

6.2. Bott inverted motivic cohomology. Let S be a Z[ 1
` ]-scheme and suppose that we have

a collection {τMZ
`ν } as in (47), then we may employ the formalism of §8.1 to construct the

Bott-inverted motivic cohomology spectra {MZS/`ν[(τMZ
`ν )−1

S ]}. Each MZS/`ν[(τMZ
`ν )−1

S ] is a
E∞-ring spectrum by Proposition 8.4.

Lemma 6.5. Suppose ` is coprime to the exponential characteristic of k. Then any choice of τMZ
`ν

which satisfies the first two statements of Proposition 6.1 gives equivalent Bott inverted motivic
cohomology E∞-rings.

Proof. Under the cyclotomic character κ : Gk → Z×` the Galois module µ⊗i
`ν corresponds to

the ith Tate twist of the Z`-module Z/`ν on which Z×` acts by a homomorphism Z×` →
Aut(Z/`ν). Thus different choices of MZ-theoretic mod-`ν Bott elements coincide up to
an automorphism, resulting in an equivalence between the corresponding Bott inverted
E∞-rings. �
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6.2.1. Using Theorem 2.18.1 and the properties of the Bott element as in Proposition 46 we
immediately deduce that for any morphism f : T → S we have a canonical equivalence of
Bott-inverted motivic cohomology:

(54) f ∗MZS/`ν[(τMZ
`ν )−1] ' f ∗MZT/`ν[(τMZ

`ν )−1].

The equivalence (54) shows that Bott inverted motivic cohomology pulls back, we will also
need to know how étale motivic cohomology pulls back, at least along essentially smooth
morphisms.

Lemma 6.6. For essentially smooth schemes S and T over a field k and f : T → S a smooth
morphism over Spec k, there is an equivalence:

(55) f ∗ε∗ε∗MZS/`ν ' ε∗ε
∗MZT/`ν.

Proof. Since f ∗ commutes with ε∗ already on the level of sheaves, we need only prove
that f ∗ commutes with ε∗. To see this, note that these functors have left adjoints f# and ε∗,
respectively, and there is an equivalence f#ε∗ ' ε∗ f# since both sides agree on representables
and preserve colimits, being left adjoints. �

6.2.2. We now turn to the analog of our main results for motivic cohomology, which is
essentially a consequence of Theorem 1.3. We first give the details of the proof of that result.
For the reader who would rather skip this proof, one can always rely on Voevodsky’s proof
of the Bloch-Kato conjecture to yield the weaker Theorem 1.3, as mentioned in Remark 1.4.

Proof of Theorem 1.3. As mentioned in the introduction, we need only handle the case
char k = 0, ` = 2 and

√
−1 6∈ k. The argument is an addendum to the proof of [40, Theorem

4.5]. Following that proof, we may assume that k is finitely generated over Q. Let k0 be the
algebraic closure of Q in k and let k̄ be the algebraic closure of k. Following the arguments
of loc. cit. it suffices to construct a tower of fields

k = L0 ⊂ L1 ⊂ . . . ⊂ LN = k̄

such that Li is Galois over Li−1 and each Galois group Gal(Li/Li−1) has 2-cohomological
dimension ≤ 1. We let k1 = k0(µ2∞) and k2 = Q̄, L1 = L0k1, L2 = L0k2. As in loc. cit., one
constructs the Li for i > 2 by using a trancendence basis of L2 over Q̄ and Gal(Li/Li−1) has
2-cohomological dimension ≤ 1 for i > 2, so the only question is for the layers L1/L0 and
L2/L1.

As a quotient of Gal(k̄/k), Gal(L1/L0) has finite 2-cohomological dimension. Since
Gal(L1/L0) is a open subgroup of Gal(Q(µ2∞)/Q) = Z2 × Z/2 and as an open sub-
group of Z2 × Z/2 with finite 2-cohomological dimension is isomorphic to Z2, we have
Gal(L1/L0) ∼= Z2 and thus Gal(L1/L0) has 2-cohomological dimension 1. It follows from
[70, II, Proposition 9] that Gal(k2/k1) has 2-cohomological dimension 1 and as an open
subgroup of Gal(k2/k1), Gal(L2/L1) has 2-cohomological dimension 1 as well. �

Theorem 6.7. Let k be a field with exponential characteristic prime to ` and let f : S→ Spec k be
an essentially smooth scheme over k. Suppose that cd`(k) < ∞. For all ν ≥ 1, the natural map:

MZS/`ν → MZét
S /`ν,

induces an equivalence in SH(S):

MZS/`ν[(τMZ
`ν )−1

S ]
'→ MZét

S /`ν.

Consequently, we have an equivalence on `-completions:

MZS[(τ
MZ)∧` ] ' MZét

S
∧
` .

Proof. After Corollary 2.20 and essentially smooth base change (to reduce the essentially
smooth case to the smooth case) [30, Appendix A], it suffices to prove that for all smooth
k-schemes S, the canonical map:

H∗,∗m (S, Z/`ν)[(τMZ
`ν )−1

S ]→ H∗ét(S; µ⊗∗` ),
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is a isomorphism. This is Theorem 1.3. �

6.3. Bott elements in algebraic cobordism. We now proceed to prove étale descent results
for Bott-inverted algebraic cobordism. We first construct Bott elements in MGL over a
Dedekind domain. To do so we will need further input from [76], where the Hopkins-Morel
isomorphism is suitably generalized to Dedekind domains of mixed characteristics. Recall
that if S is a base scheme, we have the Hopkins-Morel map [75, §11.1]:

(56) ΦS : MGLS/(x1, · · · xn)→ MZS.

Let R be a ring, and let 1(R) be the motivic Moore spectrum corresponding to R. If R is
a localization of Z, then smashing with 1(R) computes the R-localization of SH(S). The
state-of-the-art of the Hopkins-Morel-Hoyois isomorphism is given by [75, Theorem 11.3].

Theorem 6.8. Let S be a base scheme and let R be a ring such that for any positive residue
characteristic of p of S, then the prime p is invertible in R. Then, the Hopkins-Morel map (56):

(57) ΦS ∧ 1(R) : MGLS/(x1, · · · xn) ∧ 1(R) → MRS,

is an equivalence.

6.3.1. Furthermore, we have the following results by the third author on the slices of MGL.

Theorem 6.9. Let S be an essentially smooth scheme over Dedekind domain D. Let R be a localiza-
tion of Z such that ΦS ∧ 1(R) is an equivalence. Then

(1) MGLS ∧ 1(R) is slice complete in the sense of §3.0.5.
(2) For all k ∈ Z, the k-th effective cover fkMGLD ∧ 1(R) is k-connective in the homotopy

t-structure, i.e., it is in SH(D)≥k.
(3) We have an equivalence of graded E∞-algebra objects in SH(S):

(58) s∗MGLS ∧ 1(R) ' MRS[x1, ..., xq, ...],

where each xq is assigned degree q ∈ N and corresponds to a copy of MR suspended
(2q, q)-times.

Proof. The first statement is [76, Corollary 5.9], the second is [76, Proposition 7.1], the third
statement follows from [76, Theorem 3.1], and the highly coherent multiplicativity of the
slice filtration [25], while the second statement comes from Theorem 6.8. �

In other words, (sqMGLS) ∧ 1(R) is a sum of Σ2q,qMR’s indexed by monomials xi of total
degree q. For low dimensional examples:

• s0MGLS ∧ 1(R) ' MRS

• s1MGLS ∧ 1(R) ' Σ2,1MRS{x1}
• s2MGLS ∧ 1(R) ' Σ4,2MRS{x2

1} ∨ Σ4,2MRS{x2}
• s3MGLS ∧ 1(R) ' Σ6,3MRS{x3

1} ∨ Σ6,3MRS{x1x2} ∨ Σ6,3MRS{x3}.

6.3.2. We note that for any base scheme S s∗(MGLS) is a graded E∞ algebra over the
E∞-ring spectrum s0MGLS; see [25, §6 (iv),(v)]. Hence, if the Hopkins-Morel map (56) is
an equivalence s∗(MGLS) ∧ 1(R) is a graded E∞-algebra over MRS and the equivalence
in (58) indicates the MRS-algebra structure of s∗(MGLS) ∧ 1(R). Now since ε∗ε∗ is a lax
monoidal functor, applying it to this E∞-graded algebra object gives the E∞-graded algebra
ε∗ε∗s∗(MGLS).

Lemma 6.10. Let S be any base scheme. There is an equivalence of graded algebras over ε∗ε∗s0MGL '
MZét:

ε∗ε
∗s∗(MGLS) ∧ 1(R) ' MRét

S [x1, ..., xq....].
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Proof. The terms of the graded spectrum ε∗ε∗s∗(MGLS) are just shifts of ε∗ε∗MZS ' ε∗MZét
S ,

and so we have an equivalence of graded objects. The equivalence of algebras follows from
the fact that ε∗ε∗ is a lax monoidal functor. In more detail, we first identify s0MGLS ∧ 1(R)
with MRS. Then, a graded MR-algebra is just a commutative algebra object in the ∞-category
Fun(Nδ, ModMR) with respect to the Day convolution monoidal structure. Here Nδ is the
constant simplicial set on the the set of natural numbers with the monoidal structure
obtained from addition. The adjunction:

ε∗ : ModMRS � ModMRét
S

: ε∗,

can be promoted to an adjunction where ε∗ is monoidal and ε∗ is lax monoidal:

ε∗ : Fun(Nδ, ModMRS) � Fun(Nδ, ModMRét
S
) : ε∗.

The composite ε∗ε∗ is lax monoidal, and thus it preserves algebras. �

The unit map induces a map of graded E∞-MZ-algebras:

(59) s∗(MGLS) ∧ 1(R) ' MRS[x1, ..., xq, ...]→ ε∗ε
∗s∗(MGLS) ∧ 1(R) ' MRét

S [x1, ..., xq....].

Now, suppose that ` is invertible in S and ν ≥ 1, we shall consider the map of graded
E∞-MZ/`-algebras:

(60) s∗(MGLS/`ν) ' MZS/`ν[x1, ..., xq, ...]→ ε∗ε
∗s∗(MGLS/`ν) ' (MZét

S /`ν)[x1, ..., xq....].

6.3.3. Bott elements in MGL. We now choose Bott elements for MGL. Our method extracts
Bott elements for MGL from its slice spectral sequence, i.e., the Bott elements originate from
the Bott elements in motivic cohomology in the sense of Proposition 6.1. While there could
be other methods to produce the Bott elements for MGL, we go through the trouble of tracing
their origins in the slice spectral sequence precisely because the source of étale descent for
Bott-inverted MGL comes from étale descent for Bott inverted motivic cohomology. In other
words, we amplify étale descent on the E2-page to the target, after overcoming some difficult
convergence issues. Let us begin by recording a vanishing range for motivic cohomology
over Dedekind domains.

Lemma 6.11. Suppose that O is the ring of integers in a number field F such that ` is invertible in
O , then Hp,q

m (Spec O ; Z/`) vanishes whenever p > q except when (p, q) = (2, 1).

Proof. By [75, Corollary 7.12], we have a cofiber sequence:

⊕κ(p)iκ(p)∗MZ/`κ(p)(−1)[−2]→ MZ/`O → j∗MZ/`F.

Therefore, for all p, q ∈ Z, we have an exact sequence:

⊕κ(p)Hp−2,q−1
m (Spec κ(p); Z/`)→ Hp,q

m (Spec O ; Z/`)→ Hp,q
m (Spec F; Z/`).

By vanishing of motivic cohomology of fields (see, for example, [30, Corollary 4.26]), the
only range we need to check is when p = q + 1. In this case the right most term is zero.
Now we have an exact sequence:

Hq,q
m (Spec F; Z/`)→ ⊕κ(p)Hq−1,q−1

m (Spec κ(p); Z/`)→ Hq+1,q
m (Spec O ; Z/`),

Whenever q > 1, the first map identifies with the map boundary map in Milnor K-theory:

KM
q (F) ∂→ ⊕κ(p)K

M
q−1(κ(p)).

which is always a surjection by [51, Theorem 2.3] under the identification of motivic coho-
mology with Milnor K-theory of Nesterenko-Suslin and Totaro; see for example [49, Lecture
5]. �
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6.3.4. The mod-` MGL Bott elements are produced from the following.

Lemma 6.12. Any MZ mod-` Bott element τMZ
` ∈ h0,`−1(Z[ 1

` ]) defines a permanent cycle in the
slice spectral sequence for MGL/`Z[ 1

` ]
. Consequently, there exists an MGL mod-` Bott element

τMGL
` ∈ MGL/`0,1−`(Z[ 1

` ]) that is detected under the edge map by the element τMZ
` of order `.

Proof. Consider the slice spectral sequence for MGL/`Z[ 1
` ,ζ` ]

in weight w = −1:

−2 −1 0 1 2 3 4 5 6

h2,1 h1,1 h0,1

h2,2 h1,2

h3,3

h0,2

h2,3

h4,4

h1,3

h3,4

h0,3

h2,4 h1,4 h0,4

Here, we have written:

hp,q := Hp,q
m (Z[

1
`

, ζ`]; Z/`),

and we stick with this notation for the remainder of the proof. The vanishing range in the
display above is furnished by Lemma 6.11.

Now, since no differentials enter or exit the 0-th stem, we obtain the short exact sequence:

(61) 0→ h2,2(Z[
1
`

, ζ`])→ MGL/`0,−1(Z[
1
`

, ζ`])→ h0,1(Z[
1
`

, ζ`])→ 0.

Therefore any choice of τ̃MZ
` corresponding to a generator of h0,1(Z[ 1

` , ζ`]) ∼= µ`(Z[ 1
` , ζ`])

(as in (49)) determines an element τMGL
` ∈ MGL/`0,−1(Z[ 1

` , , ζ`]). This disposes of the case
` = 2.

Suppose first that ` ≥ 5. Consider the Galois extension Z[ 1
` ] ⊂ Z[ 1

` , ζ`] with Galois group
G`. Let τ ∈ MGL/`0,−1(Z[ 1

` , µ`]) be picked as in the procedure of the preceding paragraph.
Since MGL/` is a homotopy commutative and associative ring spectrum for ` ≥ 5, the
element τ`−1 ∈ MGL/`0,1−`(Z[ 1

` , ζ`]) is Galois invariant. By the transfer constructed in
Proposition 11.1, the isomorphism (52) gives a unique element in τMGL

` ∈ MGL/`0,1−`(Z[ 1
` ])

such that τMGL
` maps to τ`−1 under the natural map:

MGL/`0,1−`(Z[
1
`
])→ MGL/`0,1−`(Z[

1
`

, ζ`]).

Since the element τMZ
` is constructed in the same way in motivic cohomology, by first pro-

ducing it over Z[ 1
` , ζ`]) and then utilizing the transfer (see Proposition 6.1), we may arrange

τMGL
` to be detected by a MZ-theoretic mod-` Bott element τMZ

` ∈ h0,`−1 ∈ E1
0,0,1−`(MGL/`).

Now suppose that ` = 3. In this case, MGL/3 does not have an associative or commutative
multiplication (although it does have a unital multiplication) since this is the case for the
mod 3 Moore spectrum [59]. We examine the slice spectral sequence of weight 1− ` = −2:
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−2 −1 0 1 2 3 4 5 6

h2,2

h3,3

h1,2 h0,2

h2,3

h4,4

h1,3

h3,4

h5,5

h0,3

h2,4

h4,5

h1,4

h3,5

h0,4

h2,5 h1,5 h0,5

To show τMZ
3 is an permanent cycle we need to examine the single differential displayed

above. We recall that (over any base) for all primes `, sqMGL/` is an MZ/`-module [25, §6
(iv),(v)] since s0MGL/` ' s01/` ' MZ/` by [43], [81]. The first differential in the slice
spectral sequence for MGL/` is induced by the composite map:

sqMGL/`→ Σ1,0 f q+1MGL/`→ Σ1,0sq+1MGL/`.

Hence the differential of interest is an operation in the Steenrod algebraA∗,∗` ∼= MZ/`∗,∗MZ/`
of [31], [82]. As an algebra A∗,∗` is generated by the reduced power operations:

P i ∈ A2i(`−1),i(`−1)
` ,

for i ≥ 1, the Bockstein operation:
β ∈ A1,0

` ,
and the operations given by multiplication by mod-` motivic cohomology classes in h∗,∗.
As noted in [82, §8] the Bockstein operation satisfies:

(62) β2 = 0, β(uv) = β(u)v + (−1)ruβ(v); u ∈ hr,∗, v ∈ h∗,∗.

Now for all odd primes `, by inspection of degrees we see the reduced power operation
P i acts trivially on E1

p,q,w(MGL/`) for all i ≥ 1 (and all weights w). Thus all the possibly
nontrivial differentials are obtained from powers of β and mod-` cohomology classes.

To check triviality of the d1-differential exiting bidegree (0, 0) we note that all (3, 1)-
operations h0,`−1 → h3,` arise from powers of β and a class u in either h0,1 or h1,1. If u ∈ h0,1

then β2 = 0 ensures triviality. If u ∈ h1,1 then we claim that β(u) = 0. But now since ` = 3,
we note that H2,1(Spec Z[ 1

` , ζ`], Z/`) = 0 since the Picard group of Spec Z[ 1
` , ζ`] is zero6.

Indeed, Z[ 1
` , ζ`] is unique factorization domain, since it is the localization of the ring of

integers of Q(
√
−3) which has class number one [58, Page 37]. Hence, we conclude from

(62).
For ` = 3, there are no more differentials to check as we see from the weight −2 spectral

sequence displayed above and, therefore, we can conclude that τMZ
3 is indeed a permanent

cycle. �

6.3.5. Up to §6.4.1, we work over the base scheme Spec Z[ 1
` ]. We now seek MGL-theoretic

Bott elements for prime powers. This is easily done in the presence of a unital multiplication
on MGL/`ν using Bockstein arguments. However, due to the notorious lack of a multiplica-
tive structure on MGL/2[59] one cannot readily make sense of inverting τMGL

2 in general.
Instead, we will form the Bott inversion of MGL/2 via the action of a mod-4 Bott element
τMGL

4 , and similarly for MGL/2ν and mod-2ν Bott elements τMGL
2ν for all v ≥ 2. As in [78], at

odd primes we argue via a Bockstein spectral sequence. Again, the Bott element τMGL
`ν is

6This argument does not work for a general prime ` — particularly those such that Q(
√
`) has class number

larger than one.
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detected in the slice spectral sequence by the Bott element τMZ
`ν for MZ. For the rest of this

section, we write:

hp,q := Hp,q(Spec Z[
1
`
]; Z/`ν),

for some prime `, some ν ≥ 1. The context will always make it clear.

6.3.6. We begin with ` = 2 and the motivic version:

(63) 1/4∧ 1/2→ 1/2,

of Oka’s module action of the mod-4 by the mod-2 Moore spectrum [59, §6]. If E is a motivic
ring spectrum, i.e., a monoid in Ho(SH(S)), then (63) induces a pairing:

(64) E/4∧ E/2→ E/2.

According to [66, Proposition 2.24], (64) induces a pairing of slice spectral sequences:

(65) Er
p,q,w(E/4)⊗ Er

p′ ,q′ ,w′(E/2)→ Er
p+p′ ,q+q′ ,w+w′(E/2),

satisfying the Leibniz rule:

(66) dr(a · b) = dr(a) · b + (−1)pa · dr(b) for a ∈ Er
p,q,w(E/4), b ∈ Er

p′ ,q′ ,w′(E/2).

When ν ≥ 2, we note that E/2ν admits a unital multiplication and its slice spectral sequence
is one of (unital, but not necessarily associative) algebras satisfying the same type of Leibniz
rule for the differentials as (66).

Lemma 6.13. For ν ≥ 2 any MZ-theoretic mod-2ν Bott element τMZ
2ν ∈ h0,e(2ν) defines a permanent

cycle of order 2ν in the slice spectral sequence for MGL/2ν:

(τMZ
2ν )2ν ∈ E1

0,0,−2νe(2ν)(MGL/2ν) = h0,2νe(2ν).

Hence, there exists an MGL-theoretic mod-2ν Bott element τMGL
2ν ∈ MGL/2ν

0,−2νe(2ν)
(Z[ 1

` ]) that

is detected by (τMZ
2ν )2ν

under the edge map in the slice spectral sequence for MGL/2ν.

Proof. From the degree zero part of s∗MGL (58) it follows that τMZ
2ν ∈ E1

0,0,−e(2ν)(MGL/2ν).
Since ν ≥ 2 the unital multiplicative structure on MGL/2ν yields a pairing:

(67) Er
p,q,w(MGL/2ν)⊗ Er

p′ ,q′ ,w′(MGL/2ν)→ Er
p+p′ ,q+q′ ,w+w′(MGL/2ν).

By the Leibniz rule associated to (67) we deduce the desired vanishing for r ≥ 1:

(68) dr((τ
MZ
2ν )2ν

) = 2ν(τMZ
2ν )2ν−1dr(τ

MZ
2ν ) = 0.

The existence of τMGL
2ν follows by strong convergence. �

Remark 6.14. We note that τMZ
2 need not be a permanent cycle in the slice spectral sequence

for MGL/2. The issue is basically that d1 : h0,2 → h3,3 maps (τMZ
2 )2 to ρ3 via the third

Steenrod operation Sq3, where ρ ∈ h1,1 is the square class of −1.

6.3.7. For odd primes `, the analogous lemma holds.

Lemma 6.15. Let ` be an odd prime number. Any choice of an MGL-theoretic mod-` Bott element
τMGL
` yields an MGL-theoretic mod-`ν Bott element τMGL

`ν ∈ MGL/`ν
0,−e(`ν)

(Z[ 1
` ]) that is detected

by an MZ-theoretic mod-`ν Bott element in the slice spectral sequence for MGL/`ν. Furthermore,
the mod-` reduction of τMGL

`ν equals (τMGL
` )`

ν−1
.

Proof. For ν ≥ 2 there is the Bockstein exact sequence:

(69) MGL/`ν
0,−e(`ν)(Z[

1
`
])→ MGL/`0,−e(`ν)(Z[

1
`
])

β→ MGL/`ν−1
−1,−e(`ν)

(Z[
1
`
]).
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Now choose τMGL
` ∈ MGL/`0,1−`(Z[ 1

` ]) as in Lemma 6.12. Then (τMGL
` )`

ν−1 ∈ MGL/`0,−e(`ν)(Z[
1
` ])

is detected by (τMZ
` )`

ν−1
in the slice spectral sequence for MGL/`(Z[ 1

` ])
. Since β is a deriva-

tion, we obtain:

β((τMGL
` )`

ν−1
) = `ν−1(τMGL

` )`
ν−1−1β(τMGL

` ) = 0 ∈ MGL/`ν−1
−1,−e(`ν)

(Z[
1
`
]).

By exactness of (69) there exists an element τMGL
`ν ∈ MGL/`ν

0,−e(`ν)
(Z[ 1

` ]) mapping to

(τMGL
` )`

ν−1
(Z[ 1

` ]). Using the analogous properties for τMZ
`ν ∈ MZ/`ν

0,−e(`ν)
(Z[ 1

` ]) and natu-

rality of the Bockstein sequences, we may arrange so that τMGL
`ν is detected by τMZ

`ν . �

With these choices of Bott elements in mind and the notation introduced in §6, we define:

eMGL(`
ν) =

{
e(`ν) ` odd
2νe(2ν) ` = 2.

Definition 6.16. Let ` be a prime, ν ≥ 1 and suppose that S is a Z[ 1
` ]-scheme with structure

map f : S→ Spec Z[ 1
` ]. Then an MGL mod-`ν Bott element on S is the the class:

(τMGL
`ν )S := f ∗τMGL

`ν ∈ MGL/`ν
0,−eMGL(`ν)(S).

where τMGL
`ν ∈ MGL/`ν

0,−eMGL(`ν)
(Z[ 1

` ]) obtained in Lemmas 6.15 and 6.13. We call the

collection of element {(τMGL
`ν )S}ν≥1 a system of `-adic MGL Bott elements on S.

6.4. Bott inverted algebraic cobordism. We made choices when defining Bott elements for
MGL. As for the case of MZ in Lemma 6.5 we note that the corresponding Bott inverted
algebraic cobordism spectrum is independent of the choice of a Bott element. We invert the
Bott elements again using the discussion in §8.1.1, i.e., in the homotopy category instead of
the ∞-category. This is in contrast with the situation we previously described with motivic
cohomology and stems from the lack of coherent multiplication in Moore spectra.

Lemma 6.17. Suppose that τMGL
`ν , τ′MGL

`ν are two choices of MGL-theoretic mod-`ν Bott elements
as in Lemma 6.13 for ` = 2, and Lemma 6.15 for ` odd. Then the resulting Bott inverted spectra
MGL/`ν[(τMGL

`ν )−1] and MGL/`ν[(τ′MGL
`ν )−1] are equivalent.

Proof. First, suppose that ` is an odd prime. When ν = 1, the Bott elements are constructed
from the corresponding Bott elements for MZ/`; see the proof of Lemma 6.12. Since MGL/`
has a unital multiplication, we may form the Bott inverted spectrum MGL/`[(τMGL

` )−1] via
the formula in (90). In this case Lemma 6.5 and the convergence of the Bott inverted slice
spectral sequence (Proposition 6.23 below) gives us the desired result.

For ν ≥ 2, the elements are obtained via Bockstein spectral sequences. Therefore, any
two choices of τMGL

`ν differ by an `-divisible element, and so the difference acts nilpotently
on the spectrum MGL/`ν. Hence, the results of inverting both elements, using the formula
in (90), are again equivalent (compare with the case of algebraic K-theory discussed in [22]).

Now let ` = 2. If ν = 1, then the Bott inversion is constructed using the pairing (64).
Indeed, by Lemma 6.13, we may pick a mod-4 Bott element τMGL

4 ∈ π0,−8MGL/4. Under
the paring (64), MGL/2 is a left MGL/4-module, and MGL/`ν[(τMGL

2 )−1] is then obtained
by inverting the map:

τMGL
4 · : MGL/2→ Σ0,−8MGL/2,

in the sense discussed in §8.1.1, again using (90). If ν ≥ 2, then the spectrum MGL/2ν has an
unital multiplication, and so we can form the Bott inverted spectrum MGL/2ν[(τMGL

2ν )−1] as
in the case of odd primes.

The independence of choices for both cases follows by the same arguments as in the odd
case using the strong convergence of the Bott inverted slice spectral sequence, and the fact
that any two choices of the Bott elements involved again differ by a 2-divisible element. �

After Lemma 6.17 we define:
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Definition 6.18. For each prime ` and any ν ≥ 1, the Bott inverted algebraic cobordism spectrum
MGL/`ν[(τMGL

`ν )−1] is the spectrum obtained from inverting the Bott elements as described
in Lemma 6.17.

6.4.1. In order to access the homotopy groups of Bott inverted algebraic cobordism, we
first study the Bott inverted slice spectral sequence. For an odd prime ` and ν ≥ 1, we
invert the action of τMZ

`ν ∈ π0,−eMGL(`ν)(s0MGL/`ν) on the graded MZ/`-module s∗MGL/`ν.
Explicitly, by the procedure described in §8.1.1, we start with the map in SH(k):

(70) τMZ
`ν · : Σ0,−eMGL(`

ν)1 ∧ s∗MGL/`ν
τMZ
`ν ∧id
→ s0MGL/`ν ∧ s∗MGL/`ν → s∗MGL/`ν,

and apply Σ0,eMGL(`
ν) to obtain the map:

(71) Σ0,eMGL(`
ν)τMZ

`ν · : s∗MGL/`ν → Σ0,eMGL(`
ν)s∗MGL/`ν.

The graded motivic spectrum s∗MGL/`ν[(τMZ
`ν )−1] is then calculated by the colimit of graded

s0MGL/`ν-modules:
(72)

s∗MGL/`ν
Σ0,eMGL(`

ν)τMZ
`ν ·→ Σ0,eMGL(`

ν)s∗MGL/`ν
Σ0,2eMGL(`

ν)τMZ
`ν ·→ Σ0,2eMGL(`

ν)s∗MGL/`ν · · · .

Since the element τMGL
`ν is detected by τMZ

`ν by Lemma 6.15, we obtain a spectral sequence:

(73) E∗p,q,w(MGL/`ν)[(τMZ
`ν )−1]⇒ MGL/`ν[(τMGL

`ν )−1].

We will give more details on the construction of this spectral sequence in §6.5.1 below.
Let us now deal with the prime 2 and ν = 1. Lemma 6.13 picks out an element (τMZ

4 )4 ∈
E1

0,0,−8(MGL/4). We then define:

(74) τMZ
4 · : Σ0,−81 ∧ s∗MGL/2

(τMZ
4 )4∧id
→ s0MGL/4∧ s∗MGL/2→ s∗MGL/2,

where the last map is defined using the pairing (64). As in (72), we define the graded motivic
spectrum s∗MGL/2[(τMZ

2 )−1] as the colimit of graded spectra:

(75) s∗MGL/2
Σ0,8τMZ

4 ·
→ Σ0,8s∗MGL/2

Σ0,16τMZ
4 ·
→ Σ0,16s∗MGL/2 · · · .

For ν ≥ 2, we use the unital pairing on MGL/2ν and the element (τMZ
2ν )2ν ∈ E1

0,0,−eMGL(2ν)(MGL/2ν)

to get a map:

(76) (τMZ
2ν )2ν · : Σ0,−eMGL(2ν)1 ∧ s∗MGL/2ν

(τMZ
2ν )2ν∧id
→ s0MGL/2ν ∧ s∗MGL/2ν → s∗MGL/2ν,

which we invert using the same formula as in (72). In any event, this gives us a spectral
sequence of the form (73) in all cases. The key point to address in these spectral sequences
is their convergence which we will provide a proof of.

6.5. Proof of Theorem 1.6 for algebraic cobordism. We now have all the ingredients to
prove Theorem 1.6 for MGL. We begin by factoring the unit map.

Lemma 6.19. Let S be a Z[ 1
` ]-scheme, ` a prime and ν ≥ 1 and consider the map:

(τMGL
`ν )S : Σ0,−eMGL(`

ν)1S → MGLS/`ν,

classifying the Bott element as in Definition 6.16. Then, the map in SHét(S)

ε∗(τMGL
`ν )S : Σ0,−eMGL(`

ν)ε∗1S → ε∗MGLS/`ν

is invertible and thus (τMGL
`ν )S acts invertibly on MGLét

∗,∗.
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Proof. Over any base S, the unit map factors as:

MGLS/`ν → colim( fqMGLS)
ét/`ν → MGLét

S /`ν,

where the first map induces a commutative diagram:
(77)

MGL/`ν
0,−eMGL(`ν)(S) //

��

(colim( fqMGL)ét/`)0,−eMGL(`ν)(S)

��

π0,−eMGL(`ν)s0MGL/`(S) ∼= H0,eMGL(`
ν)(S, Z/`ν) // π0,−eMGL(`ν)(s0MGL)ét/`ν(S) ∼= H0

ét(S, µ
⊗eMGL(`

ν)
`ν ).

Consider (τMGL
`ν )S ∈ MGL/`ν

0,−eMGL(`ν); it suffices to prove that it maps to an invertible
element via the top horizontal map of diagram (77). To verify the claim, it suffices to check
the case that S = Spec k, i.e., the spectrum of a field k (using, for example, the fact that SHét
has the full six functor formalism by [3, Corollaire 4.5.47]).

By construction τMGL
`ν ∈ MGL/`ν

0,−eMGL(`ν)(k) maps to τMZ
`ν ∈ H0,eMGL(`

ν)(k, Z/`ν) via
the left vertical arrow. Since we are over a field, τMZ

`ν maps to a periodicity operator in

H0
ét(k, µ

⊗eMGL(`
ν)

`ν ) via the bottom horizontal map. This element acts isomorphically on the
étale slice spectral sequence. Identifying the étale slice spectral sequence as the inverted slice
spectral sequence by Proposition 6.20, such a periodicity operator survives to an element
in MGLét/`ν

0,−eMGL(`ν)(k) since one can check that the computations in Lemmas 6.12, 6.13,
and 6.15 are not affected by this inversion procedure. Thus we conclude that this element
survives to the value of τMGL

`ν via the top vertical map, as desired.
�

6.5.1. Field case. We first prove the case when the base is a field. To do this, we first give
more details on the construction of the spectral sequence (73) since we will need some of
the notation in our discussion of convergence. Suppose {iE}i∈N is a collection of spectral
sequences with filtered graded groups {iG}i∈N together with maps iφ : iE→ i+1E which
are compatible with the maps iψ : iG → i+1G in the evident sense.

We say iφ is of degree a if it takes an element x of degree |x| to an element of degree |x|+ a.
By passing to the colimit of the system ({iE}, iφ)i∈N we obtain a spectral sequence with
respect to the evident filtration on the target group G:

(78) E := colim iE⇒ G := colim iG.

In our main example of interest, we apply π∗,∗ to the diagrams (72) and (75), whence we
get iE := E∗p,q,w(MGL/`ν) for all i, together with degree (0,−eMGL(`

ν)) maps:

τMZ
`ν : iE→ i+1E,

which are compatible with the multiplication by τMGL
`ν -map:

τMGL
`ν · : πp,wMGL/`ν → πp,−eMGL(`ν)MGL/`ν,

since τMZ
`ν detects τMGL

`ν by the definition of the latter element as in Lemmas 6.13 and 6.15.

6.5.2. By the discussion in §6.4.1 we can identify the first page of the Bott inverted slice
spectral sequence and the étale slice spectral sequence.

Proposition 6.20. Let k be a field with exponential characteristic prime to ` and let f : S→ Spec k
be an essentially smooth scheme over k. The unit map MGLS → ε∗ε∗MGLS induces a natural
isomorphism of spectral sequences:

E∗p,q,w(MGLS/`ν)[(τMZ
`ν )−1

S ] ' E∗,ét
p,q,w(MGLS/`ν).
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Proof. By Theorem 6.7 we obtain equivalences:

s∗MGLS/`ν[(τMZ
`ν )−1] ' MZS/`ν[x1, ..., xq, ...][(τMZ

`ν )S
−1]

' MZét
S /`ν[x1, ..., xq, ...],

under the natural maps from s∗MGL/`ν
S. Indeed for ` an odd prime this is straightforward.

For the prime 2 and ν ≥ 1, the first term in the above equivalence is inverted using the 2ν-th
power of the τMZ

2ν as in (76) and so Theorem 6.7 still applies. When ` = 2 and ν = 1, we use
the inversion procedure described in (74), which is slightly different from the case described
in Theorem 6.7. However, the element τMZ

4 acts invertibly in mod-2 étale cohomology,
which is all one needs to obtain the second equivalence.

Note that, as proved in Lemma 6.17, the above equivalences are independent of the
various choices involved in choosing the Bott elements. �

6.5.3. For Proposition 6.20 to be useful we need to address convergence results. In gen-
eral, inverting an element in a strongly convergent spectral sequence may destroy strong
convergence (see [90, Section 2] for toy examples.) In the notation of §6.5.1, assume that iE
converges strongly to iG, where the q-th filtration of iG is denoted by iFq. Denote by iEq the
q-th filtration degree of iE. We require iEq = 0 for q < 0. The convergence result we need
follows closely the proof of [90, Proposition 3] but tailor-made for our needs.

Lemma 6.21. Suppose that {iE} is a directed system of strongly convergent spectral sequences of
bigraded groups iEp,w

q where q is the filtration degree such that:

(1) The maps iφ : iE→ i+1E preserve filtration,
(2) The maps are of degree (0, a) for some a ∈ Z,
(3) For fixed p, there is an M(p) > 0 such that for all i > M(p) the group iEp,w

q = 0 for
q < N(p).

In this case, (78) is strongly convergent in the sense of [9, Definition 5.2].

Proof. First we check weak convergence. Let E := colim iE be the colimit spectral sequence.
As usual Eq

∞ = limq Zq
∞/Bq

∞ where Zq
∞ = limr Zq

r is the group of infinite cycles and iBq
∞ =

colimr Bq
r . We want to show there is a natural isomorphism:

colim
i

iFq/iFq+1
∼=→ Eq

∞.

Since iE is strongly convergent, in particular weakly convergent we have:

(79) iFq/iFq+1
∼= iZq

∞/iBq
∞,

where, similarly, iZq
∞ = limr

iZq
r and iBq

∞ = colimr
iBq

r . Moreover, we have:

colim
i

iFq/iFq+1
∼= colim

i
lim

r
Zq

r /iBq
r ∼= lim

r
colim

i
iZq

r /iBq
r = Eq

∞.

Here the first isomorphism comes from (79), the second comes from assumption (3) (so that
the limit term is finite), and the last equality is by definition.

Next we check completeness. We denote by Fq = colimi
iFq, i.e., the induced filtration on

the colimit group. We claim that there is an isomorphism:

lim
q

G/Fq ∼= G.

Using the definition Gb/Fb
q := colimi(

iGb+ia/iFb+ia
q ) we obtain:

lim
q

Gb/Fb
q
∼= lim

q
colim

i
(iGb+ia/iFb+ia

q ).

On the other hand, by completeness of each iE there is an isomorphism:

Gb ∼= colim
i

(iGi+ba) ∼= colim
i

lim
q
(iGi+ba)/(iFi+ba

q ).
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Since filtered colimits commute with finite limits of abelian groups it suffices to prove that
limq(iGi+ba)/(iFi+ba

q ) is a finite limit for i � 0. For fixed (p, w), assumption (3) implies
that iFi+ba

q /iFi+ba
q+1 = 0 whenever i > M(p) and q ≥ N(p). Since the filtration iF of iG is

Hausdorff, iFi+ba
q = 0. Thus the limit limq(iGi+ba)/(iFi+ba

q ) is attained at a finite stage.
Next we check that the filtration Fq of G is Hausdorff, that is, ∩qFq = 0. We claim that for

every nonzero element x ∈ Gb, there exists some ix ∈ iGb+ia such that:
• ix maps to x under the canonical map to iG → G,
• ix is detected by an element iy ∈ iE which is nonzero for all iterated compositions

of i f .
Choose an element jx′ that maps to x 6= 0. Then k+jψ(x′) 6= 0 are all nonzero for all k ≥ 0.
Let us write ky ∈ k+jEb+k,a for an element that detects k+jψ(x′). We may assume k > M(p),
so that the filtration degree of ky is less than N(p). As k increases, the filtration degree of ky
can increase but it must eventually be constant, because otherwise ky would be zero and
therefore it cannot detect k+jψ(x′) 6= 0. Where the filtration degree becomes constant is
exactly where we find ix; in other words we let i = k + j where k� 0.

Note that ky survives to the E∞ page of iE since k+jg(x′) 6= 0 for all k ≥ 0. Suppose that q
is its filtration degree. Since the spectral sequences iE are strongly convergent for all i, we
have that k+jψ(x′) is indeed in filtration q and not in any higher filtration. Since this always
happens as i tends to ∞, we are done. �

6.5.4. In order to apply Lemma 6.21 to algebraic cobordism we check for vanishing lines.

Lemma 6.22. Let k be a field with exponential characteristic prime to `. The group E1
p,q,w(MGLk/`ν) =

0 if (1) p > 2q, (2) q + w > p, or (3) 2q > p + cd`(k).

Proof. Let us write Lq for the set of degree q monomials in the polynomial generators xi in
the slice calculation (58). The E1-term E1

p,q,w(MGLk/`ν) of the slice spectral sequence for
MGLk/`ν is given as:

πp,w(sqMGLk/`ν) ∼= ⊕Lq πp,w(Σ2q,qMZk/`ν) ∼= ⊕Lq H2q−p,q−w(k; Z/`ν).

Hence (1) and (2) follow from standard vanishing results in motivic cohomology. By the
Bloch-Kato conjecture, away from the region specifed in (2), there is an isomorphism

H2q−p,q−w(k; Z/`ν) ∼= H2q−p
ét (k, µ

⊗q−w
`ν ).

Thus (3) follows by the definition of cd`(k). �

Proposition 6.23. The spectral sequence E1
p,q,w(MGLk/`ν)[(τMZ

`ν )−1
k ] is strongly convergent.

Proof. The convergence of the original spectral sequence is established in [30, Theorem 8.12].
In the notation of Lemma 6.21 we let iEp,w

q := E1
p,q,w. Part (1) of Lemma 6.21 is satisfied since

τMZ
`ν is in slice filtration zero. Part (2) of Lemma 6.21 is satisfied since multiplication by τMZ

`ν

is of degree (0, eMGL(`
ν)). Part (3) of Lemma 6.22 implies part (3) of Lemma 6.21 is satisfied

for N(p) = p+cd`(k)
2 . �

We can now proceed to prove our main theorems for essentially smooth schemes over a
field.

Lemma 6.24. Suppose f : T → S is an essentially smooth morphism of base schemes. Then for
E ∈ SH(S) there is an equivalence f ∗(E≥d) ' ( f ∗E)≥d.

Proof. This is exactly [30, Lemma 2.2]. �

Lemma 6.25. For essentially smooth schemes S and T over a field k and f : T → S a smooth
morphism over Spec k, there are equivalences:

(1) f ∗(MGLS/`ν[(τMGL
`ν )−1

S ]) ' f ∗(MGLS/`ν)[(τMGL
`ν )−1

T ] ' MGLT/`ν[(τMGL
`ν )−1

T ], and
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(2) f ∗MGLét
S /`ν ' MGLét

T /`ν.

Proof. Statement (1) follows from the construction of Bott elements. For (2) we need to prove
that f ∗ commutes with ε∗. These functors have left adjoints f# and ε∗, respectively, and
there is an equivalence f#ε∗ ' ε∗ f# since both sides agree on representables and preserve
colimits. �

Theorem 6.26. Suppose k is a field, ` is prime to the exponential characteristic of k such that
cd`(k) < ∞, and let S be an essentially smooth k-scheme. Then, for all ν ≥ 1 the unit of the
adjunction (19) induces a natural equivalence in SH(S):

MGL/`ν[(τMGL
`ν )−1

S ]
'→ MGLét/`ν.

Proof. First assume that the field is perfect. Lemmas 6.24 and 6.25 reduce to the case of
S = Spec k. Over perfect fields, the motivic homotopy sheaves are strictly A1-invariant
[53, Remark 5.1.13], and isomorphisms are detected on generic points of smooth k-schemes
[55, Example 2.3, Proposition 2.8]. For every finitely generated extension L of k and p, q ∈ Z
we claim there is a naturally induced isomorphism:

πp,qMGL/`ν[(τMGL
`ν )−1](L)

∼=→ πp,qMGLét/`ν(L).

To wit, recall the unit map MGL/`ν → MGLét/`ν) factors though:

η∞ : MGL/`ν ' colim fqMGL/`ν → colim( fqMGL)ét/`ν,

and:
η∞ : colim( fqMGL)ét/`ν → ε∗ε

∗MGL/`ν.

Under our assumptions, η∞ is an equivalence since ε∗ preserves colimits by Corollary 5.2.
Lemma 6.19 shows η∞ factors through MGL/`ν[(τMGL

`ν )−1]→ MGLét/`. By Proposition 6.20
the maps between the corresponding spectral sequences are isomorphisms. Corollary 4.19
(which applies since cd`(L) < ∞ by, for example, [71, Theorem 28]) and Proposition 6.23
inform us that these spectral sequences are strongly convergent. Therefore we have an
isomorphism on homotopy groups πp,q.

To promote the statement to non-perfect fields we perform a standard continuity ar-
gument. So let k be an arbitrary field. It suffices to prove that the comparison map
MGLk/`ν[(τMGL

`ν )−1] → MGLét
k /`ν is an equivalence. Choose an essentially smooth mor-

phism f : Spec k → Spec L where L is perfect. According to Lemma 6.25 the comparison
map MGLk/`ν[(τMGL

`ν )−1]→ MGLét
k /`ν is f ∗ of the comparison map over Spec L. Write f as

a cofiltered limit of maps fα : Sα → Spec k where each Sα → Spec k is smooth. Furthermore
any X ∈ Smk can be written as a limit X ' lim Xα where each Xα is a smooth Sα-scheme.
Now for any p, q ∈ Z and any X ∈ Smk, continuity [30, Lemma A.7] gives us equivalences
(80)

Maps(Σp,q
T X+,MGLk/`ν[(τMGL

`ν )−1]) ' colim
α

Maps(Σp,q
T Xα+, f ∗αMGLL/`ν[(τMGL

`ν )−1])

and

(81) Maps(Σp,q
T X+,MGLét

k /`ν) ' colim
α

Maps(Σp,q
T Xα+, f ∗α+MGLét

L /`ν)

respecting the comparison map which goes (80)→ (81). Since each term of the colimit is an
equivalence from the case of smooth schemes over perfect fields, we are done.

�

6.5.5. General case. We now proceed to prove the general case. We would like to thank Tom
Bachmann for help in improving the next theorem to its current level of generality.

Theorem 6.27. Let ` be a prime, S be a Noetherian Z[ 1
` ]-scheme of finite dimension, and assume

that for all x ∈ S, cd`(k(x)) < ∞. Then for all ν ≥ 1, MGLS/`ν[(τMGL
`ν )−1

S ] is étale local.



48 ELDEN ELMANTO, MARC LEVINE, MARKUS SPITZWECK, PAUL ARNE ØSTVÆR

Proof. Let U ∈ SmS and let U• → U be a hypercover. After Proposition 2.13, we need to
prove that the map:

Maps(Σp,qΣ∞
T U+,MGLS/`ν[(τMGL

`ν )−1
S ])→ lim Maps(Σp,qΣ∞

T U•,+,MGLS/`ν[(τMGL
`ν )−1

S ])

is an equivalence for all p, q ∈ Z. Fix p, q ∈ Z and take the cofiber, C(p, q), of the map
colim Σp,qΣ∞

T U•,+ → Σp,qΣ∞
T U+ in SH(S). Our goal now is to prove that:

Maps(C(p, q),MGLS/`ν[(τMGL
`ν )−1

S ]) ' 0.

First let us assume that MGLS/`ν is a unital ring spectrum so that MGLS/`ν[(τMGL
`ν )−1

S ] is as
well (since the functor of (τMGL

`ν )S-inversion is lax monoidal). In this situation we have an
isomorphism:

[C(p, q),MGLS/`ν[(τMGL
`ν )−1

S ]] ∼= [MGLS/`ν[(τMGL
`ν )−1

S ] ∧ C(p, q),MGLS/`ν[(τMGL
`ν )−1

S ]].

We claim that MGLS/`ν[(τMGL
`ν )−1

S ] ∧ C(p, q) ' 0. Since τMGL-inverted algebraic cobordism
is stable under base change by Lemma 6.25, we may check this on fields by an application of
Lemma 2.17, where we apply Theorem 6.26 which, in particular, tells us that τMGL-inverted
algebraic cobordism is ét-local.

The only case that is not covered by the preceding argument is when ` = 2 and ν = 1, i.e.,
MGLS/2. We argue as follows: since MGLS/4 is a unital ring spectrum, we have a retract
diagram:

MGLS/2∧ 1
id∧η→ MGLS/2∧MGLS/4→ MGLS/2,

where the second map is induced by Oka’s module action (63). This induces a retract
diagram of MGLS/4-modules

MGLS/2[(τMGL
2 )−1

S ] ∧ 1
id∧η→ MGLS/2∧MGLS/4[(τMGL

2 )−1
S ]→ MGLS/2[(τMGL

2 )−1
S ].

Now, since MGLS/4[(τMGL
2 )−1

S ] is étale local by the previous paragraph and MGLS/2[(τMGL
2 )−1

S ]
is, by definition, obtained by inverting the Bott element from MGLS/4 (see Lemma 6.13), we
conclude.

�

Theorem 6.28. Let ` be a prime, S be a Noetherian Z[ 1
` ]-scheme of finite dimension, and assume

that for all x ∈ S, cd`(k(x)) < ∞. Then for all ν ≥ 1 the unit of the adjunction (19):

MGLS/`ν[(τMGL
`ν )−1

S ]
'→ MGLét

S /`ν.

is an equivalence in SH(S).

Proof. Theorem 6.27 tells us that MGLS/`ν[(τMGL
`ν )−1

S ] is étale local, while Lemma 6.19 tells
us that (τMGL

`ν )S is invertible after applying the étale localization endofunctor ε∗ε∗. The
theorem then follows immediately. �

Theorem 6.29. Let ` be a prime, S be a Noetherian Z[ 1
` ]-scheme of finite dimension, and assume

that for all x ∈ S, cd`(k(x)) < ∞. Let ν ≥ 1 and suppose that MGL/`ν is a unital ring spectrum 7.
Then, for any E ∈ ModMGL the unit of the adjunction (19):

ES/`ν[(τMGL
`ν )−1

S ]
'→ Eét

S /`ν.

is an equivalence in SH(S).

Proof. Just as in the proof of Theorem 6.28, and following the notation of the proof of
Theorem 6.27, it suffices to check that:

[C(p, q),ES/`ν[(τMGL
`ν )−1

S ]] ' 0.

7The only case missing is ` = 2, ν = 1.
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Since MGL/`ν is a unital ring spectrum, MGLS/`ν[(τMGL
`ν )−1

S ] is as well, and thus we have
an equivalence:

[C(p, q),ES/`ν[(τMGL
`ν )−1

S ]] ' [C(p, q) ∧MGLS/`ν[(τMGL
`ν )−1

S ],ES/`ν[(τMGL
`ν )−1

S ]].

But then C(p, q) ∧MGLS/`ν[(τMGL
`ν )−1

S ] ' 0 by Theorem 6.28.
�

Since motivic cohomology is an MGL-algebra, we also note the following improvement
to Theorem 6.7.

Corollary 6.30. Let ` be a prime, S be a Noetherian Z[ 1
` ]-scheme of finite dimension, and assume

that for all x ∈ S, cd`(k(x)) < ∞. Let ν ≥ 1. Then the unit of the adjunction (19):

MZS/`ν → MZét
S /`ν,

induces an equivalence in SH(S):

MZS/`ν[(τMZ
`ν )−1

S ]
'→ MZét

S /`ν.

Proof. We remark that the case not covered by Theorem 6.29, i.e., ` = 2, ν = 1 can be proved
by the same argument as in Theorem 6.28 noting that MZ/2 does have an E∞-ring structure
by construction [75, §4.1.1].

�

6.6. Integral statements. In the following we promote our `-local results to an integral
statement — at least after inverting some primes. First, let us investigate the rational results.

Lemma 6.31. If S is a Noetherian scheme of finite dimension, there is a canonical equivalence in
SH(S)Q:

LMQMGLS
'→ LMZétMGLS,Q.

Proof. We show MGLS → LMZétMGLS,Q is an MQ-equivalence and LMZétMGLS,Q is MQ-local.
For the MQ-equivalence note that MGLS → LMZétMGLS,Q factors as:

MGLS → LMZétMGLS → LMZétMGLS,Q.

Upon smashing with MZét
S the first map becomes an equivalence, and upon smashing

with MQ the second map becomes an equivalence. For MQ-locality, by Morel’s rational
decomposition theorem, SH(S)Q ' DM(S, Q)× SH(S)−

Q
[13, Theorem 16.2.13]. It remains

to note that LMZétMGLS,Q ∈ DM(S, Q). This is because it receives a map of ring spectra from
MGLS and hence is an oriented theory [13, Theorem 14.2.16] which means that η acts by
zero, in particular it cannot lie in SH(S)−

Q
as the first Hopf map η acts invertibly on this

subcategory of SH(S)Q. �

6.6.1. We can now glue our results to prove the following result up to inverting some
primes.

Theorem 6.32. Let S be a Noetherian scheme of finite dimension. Let J be a collection of primes
which are all invertible in S such that for ` ∈ J and any x ∈ S, cd`(k(x)) < ∞. Then, the canonical
map

MGLS → MGLét
S ,

induces an equivalence in ModMGLS,(J)
:

LMZétMGLS,(J)
'→ MGLét

S,(J).

Proof. To begin with, consider the canonical map MGLS,(J) → MGLét
S,(J). We claim that it

factors through MGLS,(J) → LMZétMGLS,(J). To do so, we first need to prove that MGLét
S,(J)

is MZét-local, i.e., the canonical map (which exists since the target is étale-local) MGLét
S →

LMZétMGLét
S is an equivalence in SH(S).
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By the arithmetic fracture square in Theorem 8.15 we reduce to checking the equiva-
lence on rationalization and `-adic completions. Lemma 6.31 tells us that LMQMGLS '
LMZétMGLS,Q, while motivic Landweber exactness tells us that MGLS,Q is exactly computed
as LMQMGLS ' MGLS ∧MQS, as explained in [57, Corollary 10.6].

For a prime `, Lemma 6.34 reduces to proving that MGLét
S
∧
` is MZét

S /`-local. Since the
∞-category of MZét

S /`-local objects is colocalizing, i.e., stable and closed under small limits,
it suffices to check that MGLét

S /`ν is MZét
S /`-local for ν ≥ 1. Since local objects are closed

under cofiber sequences such as MGLét
S /`ν → MGLét

S /`ν−1 → MGLét
S /` we may assume

ν = 1. It remains to prove that MGLét
S /` is MZét

S /`-local. By conditional convergence, see
Corollary 4.19, there is an equivalence:

lim( f qMGLS)
ét/` ' MGLét

S /`.

Since MGLS is effective, (s0MGLS)
ét/` ' ( f−1MGLS)

ét/` and ( f−1MGLS)
ét/` is (s0MGLS)

ét/` '
MZét

S /`-local, which is the first induction step. Assuming ( f q′MGLS)
ét/` is MZét

S /`-local for
all q′ < q, then ( f qMGLS)

ét/` is MZét
S /`-local by the cofiber sequence:

(sqMGLS)
ét/`→ ( f q′MGLS)

ét/`→ ( f q−1MGLS)
ét/`.

Indeed the term ( f q−1MGLS)
ét/` is MZét/`-local by hypothesis. The slices sqMGLS/` are

s0MGLS/`-modules by [25, Section 6 (v)] and the functor ε∗ε∗ is lax monoidal, and thus
preserves E∞-algebras and modules. Hence (sqMGLS)

ét/` is a module over MZét
S /`. We

conclude that the limit is MZét
S /`-local, since the ∞-category of MZét

S /`-local objects is
colocalizing and thus closed under small limits.

Therefore, we have a comparison map LMZétMGLS,(J) → MGLét
S,(J) which we want to

prove is an equivalence. Using the arithmetic fracture square in Theorem 8.15 again it
suffices to check the equivalence rationally and on `-adic completions. Rationally there are
equivalences:

LMZétMGLS,Q ' LMQMGLS ' MGLS,Q ' MGLét
S,Q,

where the first is due to Lemma 6.31, the second to [57, Theorem 10.5], and the third holds
since rational oriented theories are étale local [13, Corollary 14.2.16, Theorem 14.3.4].

Now to check at the primes. If ` 6∈ J, then ` is invertible in MGLS,(J) so that MGLS,(J)/`
ν

is zero for all ν ≥ 1 and thus the claim follows trivially. If ` ∈ J, using Lemma 6.34 below, it
suffices to prove that MGLS,(J)

∧
` → MGLét

S,(J)
∧
` is an MZét

S /`-equivalence. This claim follows
from Lemma 6.33, which uses our main Theorem 6.28.

�

Lemma 6.33. With the notation of Theorem 6.32, let ` ∈ J such that MGLS/`ν is a unital ring
spectrum. Then for all ν ≥ 1, the canonical map:

MGLS → MGLét
S ,

induces a canonical equivalence:

(82) MZét
S ∧MGLS/`ν '→ MZét

S ∧MGLét
S /`ν.

Proof. The map MGLS → MGLét
S induces a map MZét

S ∧MGLS/`ν → MZét
S ∧MGLét

S /`ν, after
modding out by `ν and applying MZét

S ∧. To prove the result, we proceed via the following
string of equivalences:
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MZét
S ∧MGLS/`ν ' (MGLS/(x1, · · · xn, · · · ))ét ∧MGLS/`ν

' (colimMGLS)
ét ∧MGLS/`ν

' colimMGLét
S ∧MGLS/`ν

' colim(MGLS/`ν)ét ∧MGLS

' colim(MGLS/`ν)[(τMGLS
`ν )−1] ∧MGLS

' colim((MGLS/`ν) ∧MGLS)[(τ
MGLS
`ν )−1]

' (MZS ∧MGLS)
ét

' MZét
S ∧MGLét

S .

Here, the first equivalence is due to Theorem 6.8 which holds under the stated hypotheses,
the second is merely rewriting the MGLS/(x1, · · · xn, · · · ) term as the colimit it is, the third
is because of Theorem 5.1 which holds under the stated hypotheses, the fourth holds simply
because étale localization is exact, the fifth is our Theorem 6.28, the sixth holds because
τ`ν -inversion can take place in either SH or in ModMGL/`ν , the seventh is a consequence of
Theorem 6.29, the eighth is because étale localization is closed under ∧.

�

Lemma 6.34. For M ∈ SH(S) and all primes ` there is a canonical equivalence of endofunctors:

(LM)∧` ' LM/` : SH(S)→ SH(S).

Proof. We need to prove that for any E ∈ SH(S), (LME)∧` is M/`-local and the map
E → (LME)∧` is an M/`-equivalence in SH(S). To prove that (LME)∧` is M/`-local, we
let F be an M/`-acyclic spectrum and first consider Maps(F, LME/`). This is equiva-
lent to Maps(F, LME ∧ 1/`) ' Maps(F ∧ (1/`)∨, LME). Since LME is a left adjoint and
compatible with the monoidal structure, this is furthermore equivalent to Maps(LM(F) ∧
LM(1/`)∨, LME) which is contractible by the assumption on F. By induction we get the
same result for 1/`ν and thus the result upon completion. �

6.6.2. Applying the same argument as in Theorem 6.32 for any E ∈ ModMGL and using
Theorem 6.29 we get

Theorem 6.35. Let S be a Noetherian scheme of finite dimension. Suppose that J is a collection of
primes which are all invertible in S and are such that for any ` ∈ J and any x ∈ S, cd`(k(x)) < ∞.
Then, for any E ∈ ModMGL there is a naturally induced equivalence in ModMGLS,(J)

:

LMZétES,(J)
'→ Eét

S,(J).

6.6.3. We explain how to recover Thomason’s theorem in our setting. The motivic spectrum
KGL representing algebraic K-theory is Landweber exact since the multiplicative formal
group defines a Landweber exact MU∗-algebra [57]. Recall further that for Noetherian
scheme S we have for all p, q ∈ Z a Voevodsky’s isomorphism [80, Theorem 6.9], [12,
Théorème 2.20]:

KGL−p,−q(S) ∼= KGLp,q(S) ∼= KH2q−p(S),
where KH denote Weibel’s homotopy K-theory [89]. When S is furthermore regular KH is
equivalent to Thomason-Trobaugh algebraic K-theory.

Under the Todd genus map MGL → KGL, the Bott element τMGL
`ν ∈ MGL/`ν

0,−eMGL(`ν)

maps to τKGL`ν ∈ KGL0,−eMGL(`ν). Theorem 6.29 shows there is an equivalence:

(83) KGL/`ν[(τKGL`ν )−1]
'→ KGLét/`ν.

Applying Ω∞
T to (83) tells us that KGL/`ν[(τKGL`ν )−1] satisfies étale hyperdescent since

Ω∞
T KGLét/`ν does by the characterization of étale local objects in SH(S) in Lemma 2.13. This
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recovers Thomason’s main theorem from [78] when the base scheme S is regular Noetherian
and proves the analogous result for homotopy K-theory in general.

We sketch how our Bott element specializes to one picked by Thomason for ` 6= 2. By
[22, Bott Elements] the K-theoretic Bott elements are also chosen using Bockstein arguments,
in parallel to our maneuvers in §6.3.5 and so we may assume ν = 1. In Thomason’s case,
this Bott element is also chosen using Galois descent (again, see [22, Bott Elements]) along
the extension k(ζ`)/k. This again parallels what we do in §6.3.

Working over S = Z[ 1
` , ζ`], we pick an MGL-theoretic Bott element in MGL/`0,−1(S)

which maps to a KGL-theoretic Bott element in KGL/`0,−1(S) ' K2/`(k). By its origin
from the roots of unity, the KGL-theoretic Bott element is clearly an element that maps to
ζ` ∈ K1(S) under the connecting homomorphism β : K2/`(S)→ K1(S), just as Thomason
picks his Bott element in this case [78, §A.7].

7. APPLICATIONS AND CONSEQUENCES

In this section, we gather some applications and consequences of our theorems above.

7.1. Descriptions of étale-local module categories. First, we generalize the result in [26]
which gives an equivalence between modules over Bott inverted motivic cohomology and
étale motives over a field. In particular we will describe the stable ∞-category of MGL-
modules with étale descent. To begin, suppose that E ∈ CAlg(SH(S)) and denote by Modét

E
the full subcategory spanned by E-modules which are ét-local, i.e., its image under the
forgetful functor uE : ModE → SH(S) lands in SHét(S). By definition, we have the following
diagram of adjoints

(84) ModE

ε∗

))

uE

��

Modét
E

uét
E

��

ε∗oo

SH(S)
ε∗ 66

−∧E

EE

SHét(S).

(−∧E)ét

YY

ε∗oo

Proposition 7.1. Let S be a scheme, E ∈ CAlg(SH(S)). Then we have a canonical adjunction of
SH(S)-modules:

(85) FE : ModEét � Modét
E : GE,

which is an equivalence whenever the composite of the right adjoints in (84):

Modét
E → SH(S),

preserves small colimits.

Proof. For this proof, we denote the composite right adjoint of (84) by R : Modét
E → SH(S)

and the left adjoint by L : SH(S)→ Modét
E . We remark that it factors through ModEét since

it takes the unit object in Modét
E to Eét and is lax monoidal, being the right adjoint of a strong

monoidal functor. The resulting functor GE : Modét
E → ModEét is the right adjoint of the

desired adjunction (84), from which the left adjoints exist by the adjoint functor theorem.
Now, suppose that the functor R : Modét

E → SH(S) preserve colimits (in other words, it
preserves filtered colimits since it is an exact functor of stable ∞-categories). By [23, Theorem
3.6], it suffices to verify the projection formula [23, Definition 3.5]: for any M ∈ SH(S) the
canonical map:

RL(1) ∧M ' Eét ∧M→ RL(M),
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is an equivalence. To prove this, since both functors preserves colimits in the M-variable,
it suffices to prove the claim for M = Σp,qΣ∞

+X for any p, q ∈ Z. By Remark 2.12, we may
assume that p, q = 0 we are then left to prove that the map:

RL(1) ∧ Σ∞
+X ' Eét ∧M→ RL(Σ∞

+X),

is an equivalence for X a smooth S-scheme. In this case X is a smooth S-scheme with
structure map f , then we have equivalences in SH(S):

Eét ∧ Σ∞
T X+ = ε∗ε

∗(E)⊗ f# f ∗1
' f#( f ∗ε∗ε∗E⊗ 1)
' f#(ε∗ε

∗ f ∗E)
' ε∗ε

∗( f# f ∗E)
= RL(Σ∞

T X+),

Here, the first equivalence is the smooth projection formula (see, for example, [13, 1.1.26]),
the second equivalence follows from the argument of Lemma 6.25 for SH using that f
is smooth, and the last equivalence follows from the equivalence of the transformation
f#ε∗ → ε∗ f# on representables which can be seen to hold unstably from the definitions of
these functors since the étale topology is subcanonical. �

7.1.1. We freely use the machinery of periodization and localization reviewed in §8. In our
context we are interested in E ∈ CAlg(SH(S)) and a map α : x → E in ModE corresponding
to a homotopy element in E. We consider the full subcategory Pα(ModE) ⊂ ModE spanned
by α-periodic objects. By §8.1.3, E[α−1] := PαE ∈ CAlg(ModE), i.e., the periodization
remains an E∞-algebra. Therefore, we may consider the stable ∞-category of modules over
PαE in E-modules:

ModE[α−1] := ModPαE(ModE).

First we identify α-periodic modules with modules over the E∞-ring of the α-periodization
of E.

Proposition 7.2. Let α : x → E be a morphism in ModE where x is an invertible object. Then there
is an equivalence of ∞-categories:

PαModE ' ModE[α−1].

Proof. According to Proposition 8.4 for M ∈ ModE, we have an equivalence between PαM
and the colimit QαM of the diagram:

M→ map(x,M)→ map(x⊗2,M)→ · · · .

Moreover, there are equivalences:

QαM ' colim(M→ M⊗ x∨ → M⊗ (x∨)⊗2 → · · · )
' colimM⊗ (1→ x∨ → (x∨)⊗2 → · · · )
' M⊗ E[α−1],

where the first follows from dualizability (since it is, in fact, invertible) of x and the second
holds because ModE is presentably symmetric monoidal, i.e., the tensor product commutes
with colimits. Thus every α-periodic object is canonically an E[α−1]-module. In other words,
Pα factors through Pα : ModE → ModE[α−1].

Conversely, since the full subcategory of α-local objects is the essential image of Qα,
every α-local object is a module over E[α−1]. Thus Pα : ModE � PαModE : u induces the
adjunction:

−⊗ E[α−1] : ModE[α−1] � PαModE : u.

Since every object in PαModE is of the form QαM, the functor is essentially surjective. Fully
faithfulness follows since Qα is computed by tensoring with−⊗ E[α−1] as shown above. �
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In other words, α-periodization is a smashing localization.

7.1.2. In the case of motivic cohomology we generalize the main result of [26] in a highly
coherent setting.

Theorem 7.3. Let ` be a prime, S be a Noetherian Z[ 1
` ]-scheme of finite dimension. Further assume

that for all x ∈ S, cd`(k(x)) < ∞. There is an equivalence of stable ∞-categories:

ε∗ : PτMZ
`ν

ModMZS/`ν � ModMZét
S /`ν : ε∗.

Suppose further that S is a regular Noetherian scheme of finite dimension, over a field k whose
exponential charateristic is coprime to `, then there is an equivalence:

ε∗ : PτMZ
`ν

DM(S, Z/`ν) � DMét(S; Z/`ν) : ε∗.

Proof. We remark that, by construction [75, §4.1.1], MZét
S /`ν is an E∞-ring spectrum. The

claim then follows immediately from Theorem 6.30 and Proposition 7.2. The last statement
follows from the identification of DM with modules over motivic cohomology. This latter
result is obtained by a combination of the main theorem of [63] over characteristic zero,
Theorem 5.8 of [31] over positive characteristics and its generalization in [14, Theorem
3.1]. �

7.1.3. The following is a version for MGL and, more generally, E∞-algebras in MGL modules.
This is where the strength of our integral statement in Theorem 6.32 comes into play since
the motivic spectrum LMZétEM,(J) is an E∞-ring.

Theorem 7.4. Let S be a Noetherian scheme, and J be a collection of primes which are all invertible
in S such that for any ` ∈ J and any x ∈ S, cd`(k(x)) < ∞. Then, the adjunction:

ε∗ : ModMGLS � Modét
MGLS

: ε∗,

induces an equivalence of presentably symmetric monoidal stable ∞-categories:

ε∗ : ModL
MZétMGLS,(J)

� Modét
MGLS,(J)

: π∗.

More generally, if EN is an E∞-ring in ModMGLS , then there is an equivalence of stable ∞-categories:

ε∗ : ModL
MZétEN,(J)

� Modét
EN,(J)

:: π∗.

Proof. First, note that for every E ∈ SH(S) the localization LE is compatible with the
monoidal structure in the sense of [46, Definition 2.2.1.6, Remark 2.2.1.7]: for any E-
equivalence f : X → Y and Z ∈ SH(S), f ∧ Z : X ∧ Z → Y ∧ Z is an E-equivalence.
Therefore, by [46, Proposition 2.2.1.9], LMZétMGL(J)

is an E∞-algebra and Theorem 6.32 gives

an equivalence of E∞-algebras in SH(S): LMZétMGL(J) ' MGLét
(J). The claimed result then

follows from the second part of Proposition 7.1, whose hypothesis is verified by Theo-
rem 5.1. �

7.2. Base change and six functors. Since f ∗ and ε∗ has no reason to commute, it is not clear
that étale localization of a motivic spectrum commutes with base-change. Our description
of étale local spectra as Bott-inverted spectra allows us to prove some base change results.

Theorem 7.5. Let ` be a prime and T, S be a Noetherian Z[ 1
` ]-scheme of finite dimension and assume

that for all x ∈ S, cd`(k(x)) < ∞. Let f : T → S be a morphism, then the canonical map:

f ∗Eét
S /`ν → Eét

T /`ν,

is an equivalence

Proof. The claim follows immediately from Theorem 6.28, the fact that f ∗ commutes with
colimits, and our choice of Bott elements from Definition 6.16. �

Now, let Sch′Z[ 1
` ]

be the full subcategory of SchZ[ 1
` ]

spanned by Noetherian schemes whose

field points have finite `-cohomological dimension. It follows that:
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Corollary 7.6. For for any n ≥ 1:

X 7→ MGLét
X/`ν,MZét

X/`ν,

defines Cartesian sections of SH→ Sch′Z[ 1
` ]

.

We also obtain an integral statement. Let J is a collection of primes and let Sch(J) ⊂ Sch
be the full subcategory of schemes spanned by those Noetherian schemes X such that all
primes in J are invertible in X, and any ` ∈ J and any x ∈ X, cd`(k(x)) < ∞.

Corollary 7.7. The functor:

X 7→ MGLét
X,(J),

defines a Cartesian section of CAlg(SH)→ Sch(J).

Proof. By Theorem 6.32, it suffices to prove that for any morphism f : X → Y in Sch(J), the
canonical map:

f ∗LMZétMGL(J),Y → LMZétMGL(J),X ,

is an equivalence. We note that for any scheme S, LMZét
(J)
MGL(J),S ' LMZétMGL(J),S. Hence,

by Lemma 8.16, it then suffices to prove that MZét
(J) defines a Cartesian section of SH →

Sch(J). This follows from Corollary 7.6. �

Thanks to Corollary (7.6), it is standard (see, for example [75, §10]) that we can form a
stable homotopy 2-functor:

(86) ho(ModMGL/`ν) : Sch
′op
Z[ 1

` ]
→ TriCat,

in the sense of [3, Definition 1.4.1] which thus satisfies the full six functors formalism by
[3, Scholie 1.4.2]. Corollary (7.6) also feeds into the formalism of premotivic categories
which we have already encountered. By [13, Theorem 2.4.50], we also obtain the six functor
formalism for ModMGL/`ν . The same remark applies to:

(87) ModMGLét
(J)

: (Sch(J))op → Cat∞,

using Corollary 7.7. Combining this with Theorem 7.4, we obtain

Corollary 7.8. The functor

(88) Modét
MGL(J)

: (Sch(J))op → Cat∞,

satisfies the full six functors formalism.

7.3. The étale hyperdescent spectral sequence. After the discussion in §4.0.4, we obtain
an immediate reward in the form of descent spectral sequences. When N = KU∗, so that
EN = KGL is the algebraic K-theory spectrum, we get back Thomason’s result [78, Theorem
4.1].

Theorem 7.9. Let E ∈ SH(S) be a Landweber exact spectum. There exist strongly convergent
spectral sequences of the form:

Hp
ét(S, πét

−q,−t(E
ét
N/`ν))⇒ HomSH(S)(1S, Σ0,tEét

N/`ν[(τMGL
`ν )−1

S ][p + q]),

Hp
ét(S, πét

−q,−t((E
ét
N)
∧
` ))⇒ HomSH(S)(1S, Σ0,t(Eét

N)
∧
` [(τ

MGL
`ν )−1

S ][p + q]),

and:
Hp

ét(S, πét
−q,−t(LMZétEN,(J)))⇒ HomSH(S)(1S, Σ0,tLMZétEN,(J)[p + q]).
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7.3.1. In order to access the spectral sequence above, we need to compute the étale homo-
topy sheaves:

πét
p,q(E

ét
N/`ν) : Smop

S → Ab, πét
p,q((E

ét
N)
∧
` ) : Smop

S → Ab.

These étale sheaves also assemble into étale sheaves of graded abelian groups:

⊕p,qπét
p,q(E

ét
N/`ν) : Smop

S → grAb,⊕p,qπét
p,q((E

ét
N)
∧
` ) : Smop

S → grAb.

We claim these sheaves are locally constant (see, for example, [49, Definition 6.7]). There is
an adjunction between the small and big étale (discrete) topoi over S:

ρ∗ : Shvét(ÉtS) � Shvét(SmS) : ρ∗.

This gives rise to an adjunction between sheaves of abelian groups:

ρ∗ : AbShvét(ÉtS) � AbShvét(SmS) : ρ∗,

and its graded variant:

ρ∗ : grAbShvét(ÉtS) � grAbShvét(SmS) : ρ∗.

Proposition 7.10. For any p, q ∈ Z, the counit map yields an isomorphism:

ρ∗ρ∗π
ét
p,q(E

ét
N/`ν)

∼=→ πét
p,q(E

ét
N/`ν).

Consequently the counit map on `-completions:

ρ∗ρ∗π
ét
p,q((E

ét
N)
∧
` )→ πét

p,q((E
ét
N)
∧
` ),

and the graded variants:

ρ∗ρ∗ ⊕p,q πét
p,q(E

ét
N/`ν)→ ⊕p,qπét

p,q(E
ét
N/`ν),

ρ∗ρ∗ ⊕p,q πét
p,q((E

ét
N)
∧
` )→ ⊕p,qπét

p,q((E
ét
N)
∧
` ),

are isomorphisms.

Proof. The counit map
ρ∗ρ∗π

ét
p,q(E

ét
N/`ν)→ πét

p,q(E
ét
N/`ν)

is a map of étale sheaves on SmS. To check the isomorphism, we consider stalks. Since the
residue field of the strict Henselization of the local ring of a smooth S-scheme is separably
closed, we may assume that S is the spectrum of a separably closed field. In this case,
πét

p,q(E
ét
N/`ν) is the locally constant sheaf for the abelian group πét

p,q(E
ét
N/`ν)(Spec k) by

[28, Theorem 0.3]. The other cases follow readily. �

7.3.2. As the proof of Proposition 7.10 indicates, it will be useful to know the value of the
homotopy sheaves over a separably closed field. First we have the following computation:

Proposition 7.11. If k is an algebraically closed field, we have isomorphisms of graded abelian
groups:

⊕p,qMGLét/`ν
p,q(k) ∼= ⊕pMU/`ν

p[(τ
MGL
`ν )−1

S ],

and:
⊕p,q((MGLét)∧` )p,q(k) ∼= ⊕p(MU∧` )p[(τ

MGL
`ν )−1

S ].

Proof. From the computation of s∗MGL reviewed in §6.3.1, and the collapse of the Bott
inverted spectral sequence over an algebraically closed field we have an isomorphism:

(89) ⊕p,q MGL/`ν
p,q(k)[(τ

MGL
`ν )−1

S ] ∼= ⊕pMU/`ν
p[(τ

MGL
`ν )−1

S ].

The desired isomorphisms follow as an instance of Theorem 6.26. �

More generally, we have:
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Proposition 7.12. If k is an algebraically closed field, we have isomorphisms of graded abelian
groups:

⊕p,qE
ét
N/`ν

p,q(k) ∼= ⊕pNp/`ν[(τMGL
`ν )−1

S ],

and:

⊕p,q((E
ét
N)
∧
` )p,q(k) ∼= ⊕p(N∧` )p[(τ

MGL
`ν )−1

S ].

Proof. There is an isomorphism of graded abelian groups EN∗,∗ ∼= MGL∗,∗ ⊗MU∗ N∗ [57, §7].
Therefore we have isomorphisms:

⊕p,qEN/`ν
p,q(k)[(τ

MGL
`ν )−1

S ] ∼= (⊕p,qMGL/`ν
p,q(k)[(τ

MGL
`ν )−1

S ])⊗MU∗ N
∼= (⊕pMU/`ν

p[(τ
MGL
`ν )−1

S ])⊗MU∗ N∗
∼= ⊕pNp/`ν[(τMGL

`ν )−1
S ].

The desired isomorphisms follow as an instance of Theorem 6.26. �

Propositions 7.10 and 7.12 show the coefficients of the descent spectral sequences dis-
played in Theorem 7.9 are locally constant sheaves on a periodized version of N∗.

7.4. Cellularity. Recall the ∞-category SH(S)cell of cellular spectra is the full localizing
subcategory of SH(S) generated by Σp,q1S for p, q ∈ Z [20]. While the left adjoint functor ε∗

preserves cellularity, this isn’t quite clear for its right adjoint ε∗.

Theorem 7.13. Let ` be a prime and S be a Noetherian Z[ 1
` ]-scheme of finite dimension and assume

that for all x ∈ S, cd`(k(x)) < ∞. Suppose that E ∈ SH(S) is an MGL-module which is cellular,
then Eét/`ν is cellular.

Proof. Follows from Theorem 6.28 because cellular objects are closed under colimits and
thus E/`ν[(τMGL

`ν )−1
S ] is cellular. �

Remark 7.14. It is unclear whether the `-completion E∧` is actually cellular. This is a delicate
issue as cellular objects are not closed under infinite limits, see [79, §5].

8. APPENDIX A: PERIODIZATION AND LOCALIZATIONS

8.1. Periodization. We begin by reviewing the process of periodization/inversion of objects
in a presentably symmetric monoidal ∞-category. Our main reference is [29, Section 3]. The
set-up is as follows: C is a presentably symmetric monoidal ∞-category and S a collection
of objects of C/1 i.e., objects x equipped with a map α : x → 1. Let M be a C⊗-module.

8.1.1. Let us first recall the periodization procedure which does not take into account
coherence. We have already used this procedure in §6.4 and in other places throughout the
paper. Here, we consider the category Ho(C) as a symmetric monoidal category.

Suppose m ∈ Ho(C) admits a unital multiplication (which is not necessarily associative)
and x ∈ Ho(C) acquires a unital pairing m⊗ x → x. If m is an associative monoid in Ho(C)
and x is an m-module, we may take the module action as this pairing. Let α : y→ m be a
map from an ⊗-invertible object y. For example if C = SH(S), then y could be Σp,q1 and
α : Σp,q1→ m is a homotopy element. We define α· : x → y−1 ⊗ x by applying y⊗−1 to the
“multiplication by α map”:

y⊗ x α→ m⊗ x → x.

The α-inversion x[α−1] of x is defined as the colimit of the diagram:

(90) x α·→ y−1 ⊗ x id⊗α·→ y−1 ⊗ y−1 ⊗ x · · · .
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8.1.2. Let us now tackle the homotopy coherent situation.

Definition 8.1. The ∞-category PSM of S-periodic objects in M is the full subcategory of M
spanned by objects m ∈ M such that for all α : x → 1 in S, the map α∗ : Hom(1, m) ' m→
Hom(x, m) is an equivalence.

Example 8.2. Let n : 1→ 1 be the multiplication by n map in SH, the stable ∞-category of
spectra. A spectrum is {n : 1→ 1}-periodic if and only if n acts invertibly.

Proposition 8.3. Suppose the domains of elements in S are κ-compact. Then the fully faithful
embedding of PSM into M admits a left adjoint PS : M → PSM which witnesses the latter as an
κ-accessible localization at {idm⊗α}, where m ∈ M, and α : x → 1 ∈ S.

Proof. It is clear that limits of periodic objects are also periodic. To see that PSM ↪→ M
preserves κ-filtered colimits, note that for all α : x → 1 ∈ S we have, by compactness of x,:

Maps(x, colim
α

Eα) ' colim
α

Maps(x, Eα) ' colim
α

Eα,

and thus the left adjoint exists. By the adjunction Hom(m⊗ x, n) ' Hom(m, Hom(x, n)),
we see that we are exactly inverting the maps idm⊗x : m⊗ x → m⊗ 1 ' m. �

8.1.3. The localization turns out to be compatible with the monoidal structure in the sense
of [46, Proposition 2.2.1.9]. Thus A ∈ CAlg(C) implies PS A ∈ CAlg(C), and the map
A→ PS A is one of algebras.

8.1.4. Let S0 denote the set of domains of the morphisms in S. By the machinery explained
in Theorem 2.4 we can consider the monoidal inversion M[S−1

0 ] for which there is an
equivalence of symmetric monoidal ∞-categories [29, Proposition 3.2]:

PSM[S−1
0 ] � PSM.

Thus every S-periodic object in CAlg(C) uniquely defines an S-periodic object in CAlg(C[S−1
0 ]).

8.1.5. An explicit formula for periodization is given in [29, Section 3]. We are interested
in inverting a single map α : x → 1, so the formula explained prior to Theorem 3.8 of [29]
simplifies to:

Qαm := colim m α∗→ map(x, m)
α∗→ map(x, map(x, m)) ' map(x⊗2, m) · · · .

According to [29, Theorem 3.8], this formula computes exactly the α-periodiziation in certain
cases. For our purposes it suffices to prove a simpler result.

Suppose Γ is a symmetric monoidal 1-groupoid, and D is a 1-category. The 1-category DΓ

of Γ-graded objects in D is the functor category Fun(Γ, D). For F : Γ→ D we set Fγ := F(γ)
and for γ, γ′ ∈ Γ we set Fγ+γ′ := F(γ⊗ γ′). If Γ is the groupoid of integers with a unique
invertible morphism and monoidal structure given by addition, then DΓ is the category
of graded objects in D. If Γ := Ho(Pic(SH(S)), where Pic(SH(S)) denotes ⊗-invertible
objects in SH(S), then AbΓ corresponds to homotopy groups graded by ⊗-invertible objects.
The point of the above definition is that we often have a functor π : C→ D such that the
collection of functors {π(map(γ,−))}γ∈Γ is conservative for Γ ⊂ C a 1-subgroupoid. This
reduces the checking of certain higher coherences to simpler 1-categorical coherences.

Proposition 8.4. Let C be a presentably symmetric monoidal ∞-category and let α : x → 1 be a
morphism. Suppose we are given the following data:

(1) Γ ⊂ C a 1-subgroupoid of C containing the morphism α and the permutation isomorphisms
σn : x⊗n → x⊗n for all n ≥ 1.

(2) A filtered colimit preserving functor:

π : C→ D,

so that the functors {π(map(γ,−)) =: πγ(−)}γ∈Γ form a conservative family.
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(3) For any m ∈ C, consider the diagram π(map(−, m)) ∈ DΓ. Then there exists n� 0 such
that for any m ≥ n there is a commutative diagram in D:

(91) π(map(−, m))Σm x
id //

σn,∗

��

π(map(−, m))Σm x

π(map(−, m))Σm x.
id

55

Then for x any n-symmetric object and n ≥ 2, we have Qα ' Pα.

Proof. For m ∈ C we claim that Qαm is α-periodic, i.e., α∗ : Qαm → map(x, Qαm) is an
equivalence in C. In effect, consider the (solid) commutative diagram:

m //

��

map(x, m) //

��

map(x⊗2, m) //

��

· · · //

��

Qαm

α∗

��

map(x, m) //

44

map(x, map(x, m)) ' map(x⊗2, m) //

44

map(x, map(x⊗2, m)) //

77

· · · // map(x, Qαm).

We construct a quasi-inverse to α∗ by constructing the indicated dotted arrows rendering
the diagrams commutative. Letting the dotted arrows be identities, we see that while the
top triangles commute, the bottom triangles do not necessarily commute. The problem is that
the horizontal arrow is given by α∗, while the vertical arrow is given by map(id, α∗). Hence,
after adjunction, the two maps differ by a cyclic permutation. However, for γ ∈ Γ, applying
πγ to the above solid diagram yields a diagram in the 1-category D:

πγm //

��

πγ+xm //

��

πγ+x+xm //

��

· · · //

��

colimn πγ+nxm

πγα∗

��

πγ+xm //

99

πγ+x+xm //

88

πγ+x+x+xm //

::

· · · // colimn πγ+nxmap(x, Qαm).

Here we have identified the last terms with πγ(Qαm) using the fact that π preserves filtered
colimits. By the conservativity of πγ, we need only prove that πγ(α∗) is an isomorphism.
To see this, we examine the diagram:

πγ+kxm

��
πγ+kxm //

id
77

πγ+(k+1)xm.

If this diagram commutes for k � 0, then we can produce the desired inverse. The
commutativity of the above diagram is thus given by the third hypothesis.

It remains to apply [29, Lemma 3.3] which states that if Qαm is α-periodic then it must
coincide with Pαm. �

Note that the third hypothesis is a weaker form of the condition that the map α : x → 1 is
n-symmetric since we need only check a commutative diagram of 1-categories. According
to the coherence results of Dugger in [18, Proposition 4.20-21] for invertible objects, the
conclusion of Proposition 8.4 holds for C = SH(S) and Γ = Ho(Pic(SH(S)).

8.1.6. We shall apply Proposition 8.4 to C = SH(S) (resp. ModE for E ∈ CAlg(SH(S) or a
presheaf of E∞-ring spectra), and to Γ the 1-subgroupoid of SH(S) (resp. ModE) spanned
by Σ2n,nΣ∞

T X+, n ∈ Z (resp. E ∧ Σ2n,nΣ∞
T X+, n ∈ Z) and all invertible 1-morphisms. We

let π := [S0,−] so that {π(map(Σ2n,nΣ∞
T X+,−))}Γ (resp. {π(map(E∧ Σ2n,nΣ∞

T X+,−))}Γ)
forms a conservative family.
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8.1.7. Examples. We review some examples relevant for the main body of the paper.

Example 8.5. (K-theory) We work with C = ModK. As explained in [29, Example 3.4] there
is a map:

γ : Σ∞((P1 \ 0)ä
Gm

A1)→ Σ∞Σ(Gm, 1)→ K,

in presheaves of spectra on SmS, which defines a map γ : K ∧ Σ∞(P1 \ 0 äGm)A
1 → K in

ModK. The nonconnective Bass-Thomason-Trobaugh K-theory is the presheaf of E∞-ring
spectra defined by the periodization KB := QγK in ModK. Taking Lm of K (actually LA1

suffices) γ-periodization coincides with β-periodization, where β is the second map defining
γ. Using Proposition 8.4, we obtain the motivic E∞-ring spectrum representing algebraic
K-theory KGL such that Ω∞KGL ' LmKB. This is the main content of [12]. See also [24]
and [77] for another perspective of how Bott inversion on the infinite projective space gives
KGL. In the language of this paper, this is also discussed in [29, Section 5], in the equivariant
setting.

Example 8.6. (Étale Cohomology) We work with C = DMeff
ét (S; Z/`). If ` is prime to all

the residue characteristics of S, the presheaf µ` is a homotopy invariant étale sheaf with
transfers; thus µ` ∈ C. The choice of an `-th root of unity is a map Z/`ét → µ`; since µ` is
invertible in C, this amounts to a map τ : µ⊗−1

` → Z/`ét. Then Hµ` := QτZ/`ét represents
étale cohomology with µ`-coefficients. By Proposition 8.4, Hµ` is an object of DMét(S; Z/`).
Recall that DMét(S; Z/`) ' C and Z/`ét(1) ' µ`. Since τ : Z/`ét → Hom(µ`, Z/`ét) is
an equivalence, the unit object in C is τ-periodic and Hµ` ' Z/`ét in DMét(S; Z/`). The
spectrum Hétµ` := utrHµ` in SHét(S) represents étale cohomology with µ`-coefficients in
the sense that [Σp,qΣ∞

T X+, Hétµ`] ∼= H−p
ét (X, µ

⊗−q
` ).

Example 8.7. (Inverting elements in SH(S)) Suppose that E ∈ CAlg(SH(S)) so that ModE
is a symmetric monoidal ∞-category (inverting elements for a noncommutative algebra is
trickier). Given F→ E in SH(S), we get α : E∧ F→ E in ModE and set E[α−1] := QαE. More
generally, given α : F→ E, we may α-periodize any E-module M by setting M[α−1] := PαM.

8.2. Localization. A theory for Bousfield localization of motivic spectra, in the language
of stable model categories was carried out in [64]. We quickly adopt their results to ∞-
categories; the results stated here are surely well-known to experts. Throughout (C,⊗, 1) is
a presentably symmetric monoidal stable ∞-category.

Definition 8.8. For M,E,F ∈ C we define:
(1) f : E→ F in C to be an M-equivalence if f ⊗ idM is an equivalence,
(2) E to be M-acyclic if E⊗M ' 0,
(3) F to be M-local if for any M-acyclic object E, the mapping space Maps(E,F) is con-

tractible.

In the case that C = SH, the stable ∞-category of spectra, this is just a homotopy-theoretic
refinement of the definition of [10]. In the case of C = SH(S), which is our primary case of
interest, this is just an ∞-categorical reformulation of the definitions of [64, Appendix A].

From now on we assume in addition that C is presentably symmetric monoidal. In many
cases M will at least be an E1-algebra object in C.

Proposition 8.9. Any M-module is M-local.

Proof. Suppose that F is an M-acyclic object. Then, for any M-module E, we have:

MapsC(F,E) ' MapsModM
(F∧M,E)

' MapsModM
(0,E)

' 0.

�
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8.2.1. Let CM ⊂ C denote the full subcategory of C spanned by the M-local objects. We
would like to construct a Bousfield localization functor:

LM : C→ CM,

as a left adjoint to the inclusion CM ⊂ C. In this situation, we also call LM an M-completion
functor. Such a functor is produced in [45, Proposition 5.5.4.15]. Indeed, the collection of
all morphisms f such that f ⊗ idM is an equivalence forms a strongly saturated class by
Proposition [45, Proposition 5.5.4.16], and thus the inclusion CM has a left adjoint. The
following lemma is a slight refinements of this existence result.

Lemma 8.10. Let C be a presentable stable ∞-category. Suppose ` : C⊥0 ⊂ C is a full subcategory,
and let r : C0 ⊂ C be the full subcategory spanned by objects X in C for which Maps(Y, X) ' 0 for
all Y ∈ C⊥0 . Then the following are equivalent:

(1) the inclusion r : C0 ⊂ C admits a left adjoint L : C→ C0 such that r ◦ L : C→ C is exact
and κ-accessible;

(2) the full subcategory r : C0 ⊂ C is presentable, stable, and closed under κ-filtered colimits
under sufficiently large κ.

Furthermore, the following equivalent statements:
(3) the inclusion ` : C⊥0 ⊂ C admits a right adjoint R : C→ C⊥0 such that ` ◦ R : C→ C is

exact and accessible;
(4) the full subcategory ` : C⊥0 ⊂ C is presentable and stable,

imply the above two statements.

Proof. Assuming (1) we get C0 ' LC. By [46, Lemma 1.1.3.3], we need only show that C0
is stable under cofibers and translations. Stability under cofibers follows since L is a left
adjoint and hence preserves cofibers in C. To see stability under translations, it suffices to
prove that X[−1] ∈ C0 for any X ∈ C0. We have a cofiber sequence in C, X[−1]→ 0→ X.
Then rL(X[−1])→ rL(0) ' 0→ rL(X) ' X is still a cofiber sequence in C by exactness of
r ◦ L, and is thus a fiber sequence by the stability of C. Now since the inclusion r is fully
faithful and a right adjoint, r creates limits and thus L(X[−1])→ 0→ X is a fiber sequence
in C0, and therefore the shift X[−1] is indeed in C0. The presentability of C0 follows from
[45, Proposition 5.5.4.15], by letting S be all morphisms of the form rL( f ). In particular C0 is
κ-accessible for some large enough cardinal κ, and thus admits κ-filtered colimits.

Assume that (2) holds. Since C and C0 are presentable, r preserves small limits and
κ-filtered colimits for some cardinal κ. We deduce from the adjoint functor theorem [45,
Corollary 5.5.2.9] that r admits a left adjoint L : C→ C0. By [45, Proposition 5.4.7.7], we see
that both L and r are accessible. By [46, Proposition 1.1.4.1] both r and L are exact, and thus
their composite is accessible and exact.

The equivalence between (3) and (4) follows analogously by replacing left with right
adjoints and using the adjoint functor theorem [45, Corollary 5.5.2.9] with right adjoints.

Next, assuming (3) we show (1). The cofiber of the counit transformation `R → id
yields an endofunctor L′ : C → C. Since `R and id are exact and accessible, L′ is exact
and accessible. We claim that its essential image lies in C0 and that the resulting functor
L : C→ C0 is the desired left adjoint. For any X ∈ C, we show that L′(X) ∈ C0. If Y ∈ C⊥0
there is a cofiber sequence of spectra:

Maps(Y, `R(X))→ Maps(Y, X)→ Maps(Y, L′(X)).

By the assumption on Y, Maps(Y, `R(X)) ' Maps(Y, X) and therefore the final term is
contractible and indeed the functor lies in the essential image. To check that it is left adjoint,
it suffices to show that for any X′ ∈ C0, the map L′(X) → X induces an equivalence
Maps(X, X′) → Maps(L′(X), X′). To this end we consider the defining cofiber sequence
`R(X)→ X → L′(X). It induces a cofiber sequence of spectra:

Maps(L′(X), X′)→ Maps(X, X′)→ Maps(`R(X), X′),

where the final term is contractible since X′ ∈ C0. �
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Remark 8.11. The following standard warning applies: even though L preserves colimits, the
composite r ◦ L may not. An example is the process of étale sheafification: if r ◦ L preserves
filtered colimits then representables would remain compact but, as discussed earlier, this is
not the case without finiteness of cohomological dimension. In the case of localization at an
E1-ring spectrum E, r ◦ L preserves colimits if and only if it is computed at a spectrum F by
smashing F with r ◦ L(1).

8.2.2. Example: `-completion. Let M = 1/` for 1 < ` ∈ N. In this case M is not an E1-object in
SH(S). The Bousfield localization functor:

L1/` : SH(S)→ SH(S)1/`,

admits an explicit formula. Define the `-adic completion functor as:

(−)∧` : SH(S)→ SH(S); E∧` := lim(E← E/`← E/`2 ← · · · ),
where the transition maps E/`k+1 → E/`k are induced by the natural equivalence at the
bottom row of the following diagram of cofiber sequences:

(92) E ×`
//

id
��

E

×`k

��

// E/` //

��

Σ1,0E

Σ1,0 id
��

E ×`k+1
//

��

E //

��

E/`k+1 //

��

Σ1,0E

��

0 // E/`k ' // C // 0.

Proposition 8.12. The Bousfield localization functor L1/` : SH(S) → SH(S)1/` coincides with
the `-adic completion functor (−)∧` : SH(S)→ SH(S).

Proof. The proof in [64, Example 3.5] applies in the ∞-categorical setting. �

Thus the ∞-category SH(S)1/` is the `-adic completion of SH(S); we write SH(S)∧` :=
SH(S)1/`.

8.2.3. Example: localization. Applying Lemma 8.10 to E ∈ SH(S) we can construct an
adjunction:

LE : SH(S) � SH(S)E : rE,
where SH(S)E is the full subcategory of E-local objects.

Proposition 8.13. If M ∈ SH(S), the inclusion i : SH(S)M ⊂ SH(S) admits a left adjoint
LM : SH(S)→ SH(S)M.

Proof. Let SH(S)⊥M denote the M-acyclic objects. To verify condition (4) of Lemma 8.10, the
nontrivial thing to check is that SH(S)⊥M is κ-accessible for some large cardinal κ. In other
words, it is of the form Indκ(C0) for a small ∞-category C0. For κ we choose the minimal
cardinal larger than

⋃
p,q,X∈SmS

|Mp,q(X)|, where | − | denotes the cardinality of a set. Let C0
be the full subcategory of SH(S)M spanned by objects A such that |Hom(Σp,qX+, A)| < κ.
The objects of C0 form a set and is thus a small ∞-category. The verification that this choice
of κ works is in [64, Appendix A]. �

8.2.4. Fracture squares. We record Bousfield localization fracture squares in the context of
motivic homotopy theory [60, Theorem A.1].

Theorem 8.14. Let E,F, G ∈ SH(S), and suppose that E∧ LFG ' E∧ LFLEG ' 0. Then there is
a Cartesian square in SH(S):

LE∨FG
ηE

//

ηF

��

LEG

��

LFG
LFηE

// LFLEG.
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A special case we will use repeatedly is the so-called arithmetic fracture square.

Theorem 8.15. For any E ∈ SH(S) there is a Cartesian square in SH(S):

E
ηE

//

��

∏` E
∧
`

��

EQ

LFηE
// (∏` E

∧
` )Q.

8.2.5. Finally, we record a lemma about localization and the six functors formalism.

Lemma 8.16. Suppose M is a Cartesian section of SH(−) and f : S → T is a map of schemes.
Then for E ∈ SH(T) there is a canonical equivalence:

f ∗LME
'→ LM f ∗E.

Proof. First we show that f∗ preserves M-local objects. If M ∈ SH(S) is M-local and F ∈
SH(T) is M-acyclic, then f ∗F is M-acyclic since M ∧ f ∗F ' f ∗(M ∧ F) ' 0 (here we use
that M is Cartesian and f ∗ is monoidal). As a result, [F, f∗E] ' [ f ∗F,E] ' 0 and thus the
following diagram of right adjoints commute:

SH(S)M

f∗
��

// SH(S)

f∗
��

SH(T)M // SH(T).

Thus the diagram with the corresponding left adjoints commutes too, i.e., f ∗LM ' LM f ∗. �

9. APPENDIX B: HYPERDESCENT

In this paper, we have meant for SHét(S) to be the version of stable étale motivic homo-
topy theory built from hypercovers. There is a version, which we denote by S̃Hét(S) built
from Čech covers: this is obtained by inverting

{Σp,qΣ∞
T,+Lm,ét(U ↪→ X) : X ∈ SmS, U ↪→ X is an ét-sieve of X, p, q ∈ Z}.

We also have an adjunction:

π̃∗ : SH(S) � S̃Hét(S) : π̃∗,

and we denote π̃∗π̃∗E := Ẽét. We have a comparison map Ẽét → Eét.

Lemma 9.1. Let ` be a prime and S be a Noetherian Z[ 1
` ]-scheme of finite dimension and assume

that for all x ∈ S, cd`(k(x)) < ∞. Then for all ν ≥ 1, the map M̃GLS
ét

/`ν → MGLét
S /`ν is an

equivalence.

Proof. The lemma asserts that M̃GLS
ét

/`ν is, in fact, hypercomplete. By the criterion of
[16, Theorem 4.37], it then suffices to prove the claim for fields. Unpacking the proof for
the field case §6.5.1, our arguments assert that Bott inverted MGLS/`ν is filtered by the
étale version of the slice tower and the associated graded are spectra representing étale
cohomology each of which has hyperdescent. Since hypercomplete sheaves are stable
under limits (it is a Bousfield localization of the category of sheaves), an induction along
the Postnikov tower tells us that Bott inverted MGLS/`ν is, in fact, hypercomplete and is

equivalent to both M̃GLS
ét

/`ν and MGLét
S /`ν. �

Using Lemma 9.1 we can replace our results expressing various Bott-inverted motivic
spectra as the localization at étale hypercovers by the analogous statement for étale covers
instead.
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10. APPENDIX C: E-SLICE COMPLETENESS AND E-LOCALITY

Here we record the following result related to [32, Lemma 4.1] which we will not need
directly but inspired the proof of Theorem 6.32, and is generally useful.

Proposition 10.1. Let E be a motivic E∞-ring spectrum. Suppose M ∈ ModE is E-slice complete
and eventually effective, i.e., there exists q ∈ N such that Σd

TE ∈ Modeff
E (S). Then M is sE0 E-local.

Proof. By the discussions in §3.0.5 M is E-slice complete if it is equivalent to lim f q
EM. Since

the ∞-category of sE0 E-local objects is colocalizing, thus closed under limits, it suffices to
prove f q

EM is sE0 E-local for all q ∈ Z. Without loss of generality we may assume that M is
E-effective and so we may assume q ≥ −1. In this case, fE0 M ' M and thus the cofiber
sequence fE1 M→ fE0 M ' E→ f−1

E M implies that f−1
E M ' sE0 M. Since sE0 M is a module over

the E∞-ring spectrum sE0 E [25, Section 6 (v)], we have that f−1
E M is sE0 E-local. Assume now

that f q′

E M is sE0 E-local for all q′ < q. We claim f q
EM is sE0 E-local. To see this, we use the cofiber

sequence sEq M→ f q
EM→ f q−1

E M. Since sEq M is an sE0 M-module, the claim follows from the
inductive hypothesis. �

Remark 10.2. Suppose S = Spec k is a perfect field of finite cohomological dimension and
exponential characteristic c. Then according to [44, Theorem 4] objects in SH(k)proj[ 1

c ] are
slice complete and thus s0(1[ 1

c ]) ' MZ[ 1
c ]-local.

11. APPENDIX D: TRANSFERS FOR MGL

In this appendix we prove the following statement about transfers for MGL-modules:

Proposition 11.1. Suppose that A ⊂ B is a finite Galois extension of commutative rings of degree
d with Galois group G := AutA(B), i.e., the map A → B is finite étale and A ∼= BG. Denote by
p : Spec B→ Spec A the map on prime spectra. Then there exists a transfer map:

p∗ : E∗,∗(Spec B)→ E∗,∗(Spec A)

such that
(1) The map p∗ is G-equivariant.
(2) The composite p∗p∗ is multiplication by |G| = d.
(3) The composite p∗p∗ = ∑g∈G g∗.

Proof. According to [17, Definition 3.3.2] we have the Gysin morphism f∗ : E∗,∗(X)→ E∗,∗(Y)
for any proper morphism f : X → Y. In the situation of finite étale extensions, this map
preserves degrees and this is our transfer map of interest. This map is constructed via
cupping with the fundamental class, see [17, Section 2] for a construction which is functorial
along gci morphisms, whence the map f∗ is G-equivariant; in fact in the situation of étale
extensions the construction of this fundamental class is easy and clearly independent of any
factorization of morphisms [17, Example 2.1.2]. This proves property (1).

Property (2) is a consequence of Proposition [17, Proposition 3.3.9]; indeed since A→ B
is finite étale we can let L0/S in loc. cit. to be trivial and hence p∗p∗ = |G| = d. To prove
property (3), we have the following Cartesian diagram

(93) ä
g∈G

Spec B

π2

��

π1 // Spec B

p

��

Spec B
p

// Spec A

of schemes. By base change we have an equality p∗p∗ = π2∗π∗1 , whence we compute the
composite

E∗,∗(Spec B)
π∗1→ E∗,∗(ä

g∈G
Spec B) ∼=

⊕
g∈G

E∗,∗(Spec B)
π2∗→ E∗,∗(Spec B).
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Now, we note that π2∗ identifies with the fold map, while π∗1 (x) = (x, (g1)∗x, · · · , (gi∗)x, · · · )
for gi ∈ G, whence we have the desired formula. �

12. APPENDIX E: TRANSFINITE CONSTRUCTIONS

Let τ be a topology on SmS where S is a qcqs scheme. We review two transfinite
constructions used in this paper.

12.0.1. Motivic localization. Recall that if τ = Nis, then the motivic localization functor
LNis,m : P(SmS)→ H(S) is obtained by a filtered colimit:

(94) LNis,m ' colim
n→∞

(LNis ◦ SingA1
)◦n ' (LNisSingA1

)◦N.

Here SingA1
is the construction introduced in [56] for an arbitrary site with an interval;

this formula in our situation is reviewed in [2, Definition 4.23]. The following is simply an
∞-categorical formulation of [56, Lemma 3.21].

Proposition 12.1. Let τ be a topology on SmS and κ be regular cardinal such that the endofunctor:

P(SmS)
Lτ→ Pτ(SmS) ↪→ P(SmS),

preserves κ-filtered colimits. Then we have an equivalence of endofunctors on P(SmS):

(95) Lτ,m ' (LτSingA1
)◦κ .

Proof. We sketch a modification of the proof in [2, Theorem 4.27]. Let Φ := LτSingA1
. We

need to check that (1) Φ◦κX is τ-local for any X ∈ P(SmS), (2) Φ◦κX is A1-invariant, and
(3) Φ◦κX preserves Lτ and LA1 -equivalences. The proofs for (2) and (3) are the same as for
the Nisnevich topology in [2, Theorem 4.27] with N replaced by the cardinal κ. The only
difference is (1): by definition the presheaf LτSingA1

X is τ-local. The presheaf Φ◦κX is a
κ-filtered colimit of τ-local presheaves taken in P(SmS). Hence we are done if the inclusion
Pτ(SmS) ↪→ P(SmS) preserves κ-filtered colimits. This is true by hypothesis. �

Corollary 12.2. For X ∈ SmS the objects X ∈ Hτ(S), Σ∞
S1 X+ ∈ SHS1

τ (S), and Σ∞
T X+ ∈ SHτ(S)

are κ-compact.

Proof. The case of X follows from (95) since Lτ,m is a transfinite composite of endofunctors
in P(SmS) that preserve κ-compact objects (SingA1

preserves compact objects since the
category of A1-invariant presheaves are closed under filtered colimits). To check that Σ∞

S1 X+

(resp. Σ∞
T X+) is κ-compact, it suffices to check that Ω∞

S1 (resp. Ω∞
T ) is κ-compact. This

follows since MapsHτ(S)•(S
1,−) (resp. MapsHτ(S)•(T,−)) is κ-compact because S1 (resp. T)

is the pushout of κ-compact objects, and hence κ-compact. �

12.0.2. Spectrification. In the notation of §4.1.1, there is an adjunction:

Q : SHpre
τ (S) � SHτ(S) : u.

Intuitively, the functor Q should be computed as:

(96) Q(E)i ' colim
n

Ei
ε→ ΩGmEi+1

Ωε→ Ω2
Gm

Ei+2 · · · = colim
n

Ωn
Gm

Ei+n.

This is only true whenever the endofunctor ΩGm : SHS1

τ (S) → SHS1

τ (S) preserves filtered
colimits. In general, we have to perform a transfinite construction. We define an endofunctor
on SHpre

τ (S) as:

(97) s : SHpre
τ (S)→ SHpre

τ (S), s(E)i = Maps
SHS1

τ (S)
(Gm,Ei+1).
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Proposition 12.3. Let τ be a topology on SmS and κ be a regular cardinal such that the functor
Lτ : P(SmS)→ Pτ(SmS) preserves κ-filtered colimits. Then Q : SHpre

τ (S) � SHτ(S) is computed
on E ∈ SHpre

τ (S) as:

(98) Q(E)i ' s◦κ(E)i.

Proof. The formula in (98) is given in [29, Page 7] using the fact that Gm is κ-compact in
SHS1

τ (S); it is the cofiber of the map of κ-compact objects, S0 → Σ∞
S1 A1 \ 0+. �

Remark 12.4. If a site has < τ arrows, then the Lτ preserves τ-filtered colimits as explained
in [11, Proposition 3.4.16]. So, for example, when τ = ét, setting κ = ℵ1 suffices.

13. APPENDIX F: COMPLEMENTS ON THE RATIONAL ÉTALE MOTIVIC SPHERE SPECTRUM

In this section, we piece together known facts about the rational motivic sphere spectrum
and describe 1ét

S,Q, its rational counterpart.

13.0.1. Recall that DA1(S; Q) denote the A1-derived category (see [55, Section 5.2] for a
reference). As an ∞-category DA1(S; Q) is constructed in parallel as in SH(S)Q. First we
consider DS1

A1(S; Q), which is the full subcategory of presheaves of complexes of rational
vector spaces on SmS, PD(Q)(SmS), spanned by objects which are A1-invariant and satisfy

Nisnevich descent. The ∞-category DS1

A1(S; Q) is presentably symmetric monoidal and
stable. Recall that there is an equivalence

SptQ ' D(Q)

between the ∞-category of rational spectra and the ∞-category of category of (unbounded)
complexes of Q-vector spaces; this is a result of the basic fact that the rationalized sphere
spectrum, S0

Q
, is equivalent to the rationalized Eilenberg-MacLane spectrum HQ and D(Q)

is the ∞-category of HQ-modules; see [72] for details. Therefore we have an equivalence of
∞-categories:

(99) SHS1
(S)Q ' DS1

A1(S)Q.

In the same way as discussed in §2.1, we can invert the object Q(P1, ∞) of DS1

A1(S)Q to obtain
the ∞-category DA1(S)Q or the rational A1-derived category. The equivalence (99) persists after
⊗-inverting Σ∞

S1(P1, ∞) on the left and Q(P1, ∞) on the right; see the discussion preceding
[13, (5.3.35.2)]:

Proposition 13.1. For any qcqs base scheme S there is a canonical equivalence:

(100) SH(S)Q ' DA1(S, Q).

Hence there is an equivalence after étale localizations:

(101) SHét(S)Q ' Dét,A1(S, Q).

13.0.2. Any story on rational motivic homotopy theory starts with the decomposition of
SH(S)Q. According to Morel [53, Section 6.1], there is an involution on the sphere spectrum,
i.e. an endomorphism:

sw : 1S → 1S

such that sw2 = id . This gives a decomposition of the motivic sphere spectrum with
2-inverted into + and −1-eigenspectra:

1S[
1
2
] ' 1+S [

1
2
]⊕ 1−S [

1
2
],

where τ acts on 1+S [
1
2 ] (resp. 1−S [

1
2 ]) by +1 (resp. −1). This decomposition of the motivic

sphere spectrum then induces a decomposition:

SH(S)[
1
2
] ' SH(S)[

1
2
]− × SH(S)[

1
2
]+,
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and this a decomposition:

SH(S)Q ' SH(S)−
Q
× SH(S)+

Q
.

Hence we also obtain a decomposition upon étale localization:

SHét(S)Q ' SHét(S)−Q × SHét(S)+Q.

13.0.3. The main result of rational étale motives is:

Theorem 13.2 (Cisinski-Déglise). For any Noetherian, geometrically unibranch scheme S of finite
dimension there is an equivalence of ∞-categories:

DM(S)Q ' SHét(S)Q ' SH(S)+
Q

.

In particular, SHét(S)−Q vanishes.

Proof. This is a matter of parsing definitions. In [13, Theorem 16.2.18] it is proved that the
rational étale A1-derived category is equivalent to “Beilinson motives” for any Noetherian
scheme of finite dimension. Under étale localization on both categories, the equivalence of
Proposition 13.1 tells us that SHét(Q) is naturally equivalent to the rational étale A1-derived
category. On the other hand in [13, Theorem 16.1.4], it is proved that the category “Beilinson
motives” is equivalent to DM(S)Q supposing further that S is geometrically unibranch.
The last statement follows from [13, Lemma 16.2.19] where it is proved that 1−

Q
vanishes in

SHét(Q) and thus the negative part of SHét(S)Q vanishes.
�
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Bois-Marie 1963–1964 (SGA 4), Dirigé par M. Artin, A. Grothendieck et J. L. Verdier. Avec la collaboration de P.
Deligne et B. Saint-Donat. ↑4.2.2, 4.15, 4.4

[2] B. Antieau and E. Elmanto, A primer for unstable motivic homotopy theory, Surveys on recent developments in
algebraic geometry, 2017, pp. 305–370. ↑12.0.1, 12.0.1

[3] J. Ayoub, Les six opérations de Grothendieck et le formalisme des cycles évanescents dans le monde motivique. I,
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