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Abstract: Satellite-based interferometric synthetic aperture radar (InSAR) is an invaluable technique
in the detection and monitoring of changes on the surface of the earth. Its high spatial coverage,
weather friendly and remote nature are among the advantages of the tool. The multi-temporal differ-
ential InSAR (DInSAR) methods in particular estimate the spatio-temporal evolution of deformation
by incorporating information from multiple SAR images. Moreover, opportunities from the DIn-
SAR techniques are accompanied by challenges that affect the final outputs. Resolving the inherent
ambiguities of interferometric phases, especially in areas with a high spatio-temporal deformation
gradient, represents the main challenge. This brings the necessity of quality indices as important
DInSAR data processing tools in achieving ultimate processing outcomes. Often such indices are
not provided with the deformation products. In this work, we propose four scores associated with
(i) measurement points, (ii) dates of time series, (iii) interferograms and (iv) images involved in
the processing. These scores are derived from a redundant set of interferograms and are calculated
based on the consistency of the unwrapped interferometric phases in the frame of a least-squares
adjustment. The scores reflect the occurrence of phase unwrapping errors and represent valuable
input for the analysis and exploitation of the DInSAR results. The proposed tools were tested on
432,311 points, 1795 interferograms and 263 Sentinel-1 single look complex images by employing the
small baseline technique in the PSI processing chain, PSIG of the geomatics division of the Centre
Tecnològic de Telecomunicacions de Catalunya (CTTC). The results illustrate the importance of the
scores—mainly in the interpretation of the DInSAR outputs.

Keywords: deformation monitoring; DInSAR; pixel-selection; phase unwrapping; quality indicators;
spatio-temporal; sentinel-1; time-series

1. Introduction

Advancements in recent synthetic aperture radar (SAR) missions, specifically the
introduction of the C-band Sentinel-1 SAR mission with a short revisit time, have boosted
the use of differential interferometric SAR (DInSAR) processing and analysis methods to a
wide range of remote sensing applications. The DInSAR technique works by exploiting
the phase difference between two or more complex-valued SAR images acquired over the
same area, taken from slightly different sensor positions [1]. It can detect subtle surface
deformations with wide coverage and high spatial resolution [2]. The availability of
measurements at all weather conditions and in locations that are inaccessible, remote,
or hazardous [3], presents another area of advantage compared to traditional geodetic
techniques. Such advantages render the approach applicable for land subsidence [4–6] and
infrastructure [7] monitoring, and in the analysis of deformations due to mining [8] and
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volcanic [9] activities, to mention a few. In the past two decades, a broad and significant
development has been made. Advances in methods and algorithms for pixel selection,
phase unwrapping (PhU), and atmospheric phase component estimation drew greater
attention in the scientific community [10]. Development of DInSAR data integration
methodologies (with other terrestrial geodetic measurements), use of polarimetric data, the
introduction of deep/machine learning techniques are, in addition, receiving more attention
very recently. A critical review in the development of DInSAR methodologies including
main advantages and limitations are discussed in the research by authors of [1,10,11].

One of the main goals of the advanced DInSAR analysis is obtaining the Time Series
(TS) of ground deformations of a target relative to spatial and temporal references. TS anal-
ysis methods estimate the temporal evolution of deformation by incorporating information
from multiple SAR interferograms [12]. Forming interferogram networks by constraining
the spatial and temporal baselines of images presents one method to select pixels coherent
in space and time. Generally, for TS analysis, interferograms are generated based on the
principle that lies either on a persistent scatterers (PS) [13] approach or on using small
baseline interferograms [14], which is intended for incorporating distributed scatterers
(DS), or based on a technique combining both PS and DS [15]. Furthermore, following the
interferogram selection, points with significant decorrelation effects would be discarded–
mostly based on either the criteria of dispersion of amplitude [13] or coherence [16]. The
dispersion of amplitude criterion can preserve the full resolution of a SAR image though it
results in a low density of PSs, especially in rural areas. On the other hand, the coherence
criterion can provide a higher density of PSs in rural areas compared with the former
criteria. However, the multi-looking and spatial averaging employed in the coherence
calculation affects the resolution of the final outputs, unlike the dispersion of amplitudes
criterion. The threshold used in either criterion is a decisive factor and represents a tradeoff
between quality and density of points that also highly influences the quality of results.
Moreover, target points could be selected based on the temporal coherence criterion [9],
the maximum likelihood estimation [17,18], phase stability [19], the polarimetric phase
information [20], the coherence matrix derived from the interferograms [21], or based on
deep learning networks [22].

Attempts have additionally been made to ensure optimal phase estimation by integer
least square (LS) [23], goodness-of-fit [15], adaptive phase optimization [24], and by using
corner reflectors to validate phase observations [25,26]. However, the spatio-temporal
PhU [27,28] remains yet a challenging and ill-posed problem that possibly leads to the
incorrect estimation of deformation TS. Among many others, the phase inversion algo-
rithm based on L1- norm minimization [29] and phase closure technique [30] have been
implemented to correct such errors. However, achieving high quality TS is still not straight-
forward and depends on many factors including the number of available SAR images,
density and quality of selected PSs, spatial extent and deformation rates, and the quality
and location of the reference point [10]. This highlights the need for DInSAR quality checks
as an important part of the processing algorithms. Accordingly, the following section
summarizes some of the existing quality indices in TS DInSAR processing.

Quality Indices

The most widely used index is the fit to linear model, also called temporal coher-
ence, which describes how well the interferometric phase observations fit to the linear
displacement model. To obtain the index, first the N samples of the TS are transformed
from deformations [mm] to phases [rad], obtaining ϕk for each temporal sample. Then, the
corresponding mean velocity is computed from the TS by LS linear fit to get ϕ̂km

. Finally,
the degree-of-fit is calculated based on [13]:

γτ =
1
N

∣∣∣∣∣ N

∑
k=1

ej(ϕ̂k−ϕ̂km)

∣∣∣∣∣ (1)
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where ϕ̂k is the interferometric phase in the kth interferogram after unwrapping and
atmospheric-signal mitigation, and ϕ̂km

is the estimated phase TS from the model.
The index indicates the quality of the estimated deformation velocities and not the

quality of the corresponding deformation TS. It describes measurement noise, model
errors and noise due to the scattering property of the PS. However, the dependency of the
temporal coherence on a displacement model illustrates a disadvantage and does not allow
for distinguishing between measurement noise and deformation model imperfections.
Moreover, the dependency of the index on the reference point leads to a decrease in the
value of a PS as it gets farther from a reference point, which makes the assessment of the
reliability of the delivered results difficult.

Temporal coherence is employed by several research groups and monitoring services.
For instance, the European Ground Motion Service [31], the major existing DInSAR-based
deformation monitoring service, provides the temporal coherence value of each measure-
ment point along with the estimated standard deviation of the mean velocity computed
using variance propagation on the regression model.

Another index is provided by the spatio-temporal consistency (STC) check [32], which
is computed for each PS by comparing its behavior in time and space with nearby PSs. It
contains a combination of information on the spatial consistency of the TS and the point
quality. It is assumed that two close PS points describe the same deformation behavior
in time. Therefore, the STC is especially suitable for the analysis of spatially correlated
deformation phenomena. The STC at p0, denoted by ρ0, is computed as:

ρ0 = min
∀p∈Ω

λ

4π

√√√√ 1
m− 1

m−1

∑
i=1

(
∆ϕi+1

p − ∆ϕi+1
p0

)2
; where ∆ϕi+1

p = ϕi+1
p −ϕi

p (2)

m is the number of SAR image acquisitions, λ the radar wavelength and ϕ the unwrapped
phase in the TS. Ω refers to the neighborhood of p0 containing all PSs in the annulus
satisfying rmin < ‖p− p0‖ < rmax.

The minimum radius rmin is set to exclude the inclusion of points that are related to the
same physical scatterer, such as, side lobes and the maximum radius rmax is set to prevent
the influence of the low-frequency deformation patterns on the quality estimate. This index
works well for high point density, but its suitability is in question for sparsely distributed
PSs. Therefore, the reliability of the index is spatially variable due to the unequal number
of elements of the set Ω.

The indices described above relate to a single measurement point, and not to the
corresponding time stamp of a TS. Obtaining quality indices at the level of TS, i.e., an index
for each date of a TS, would be of much importance in the interpretation of TS results.
An effort to respond to those limitations was made in [33], though it still lacks breadth.
This paper is thus aimed at augmenting and extending previous works by incorporating
quality indicators (QIs) not only for the measurement points or TS but also for images and
interferograms. These QIs make use of post-PhU estimated residual information and hence
are intended to quantify the errors attributed to the PhU. Complementing features such as
PSs, interferograms and images with such QIs will help to build trust and confidence in
interpretation and decision making based on DInSAR outputs.

The study is limited to internal data QIs for Satellite DInSAR measurements—use
of measurement points from other geodetic techniques such as that of GNSS are not the
focus of this study. Datasets used in this study are generated by the PSI processing chain,
PSIG of the geomatics division of CTTC. The datasets, tools and methods used in the phase
estimation and proposed quality indicators are discussed briefly in Sections 2 and 3. Results
and discussions are addressed in Section 4, followed by conclusions and future directions
presented in Section 5.
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2. Datasets and Tools

The constellation of C-band SAR imaging Sentinel-1 A/B satellites, launched in
2014/16, has brought significant opportunities to the field of interferometric data pro-
cessing. Operating day and night at all weather conditions along with their free of charge
image availability at high temporal acquisition frequency boost their broad remote sensing
applications. Unlike many other previous missions, the improvement in the temporal
frequency along with recent methodologies [2,14,34] provide relatively dense and coherent
signals that could mitigate phase unwrapping errors in the DInSAR TS analysis.

For illustrating the proposed approach, we have used Sentinel-1 SAR datasets—single
look complex (SLC) images collected in Interferometric wide swath mode from the Venice
lagoon, Italy. The area constitutes a densely urbanized environment, a tourist coastland,
and rural areas. The availability of the data sets and richness in land cover types are also
among the motivations behind the choice of the case area. For the study, 1795 multi-looked
(2 × 10) interferograms were generated by constraining the maximum temporal baseline to
84 days and ±250 m as perpendicular baseline and based on the PSIG processing chain [33]
tools from 263 Sentinel-1A/B SLC images (covering the period from October 10, 2014, to
May 5, 2020). Sentinel-1A/B SLC images are available at the European Space Agency (ESA)
Open Access Data Hub (https://scihub.copernicus.eu) and NASA’s Alaska Satellite Facility
platform (https://search.asf.alaska.edu).

Figure 1 below illustrates the temporal and spatial baselines of interferograms used
in the small baseline subset (SBAS) processing. From Figure 1a edges correspond to
interferograms and nodes to the images. In this network, the redundancy of interferograms
ranges from 5 to 16. It gets denser after the launch of Sentinel-1B.
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3. Methods

The advanced DInSAR techniques involve simultaneous processing of multiple SAR
acquisitions over the same area to reduce errors associated with the deformation estimates.
The phase value of a target point in the differential interferograms contains the deformation
phase, atmospheric delay phase, DEM error phase, and noise phase. The differential
interferometric phase in the direction of a radar line of sight ∆ϕj at a point p0 of the jth

interferogram is thus modelled as:

∆ϕj(p0) = ∆ϕdefo
j (p0) + ∆ϕrte

j (p0) + ∆ϕatmo
j (p0) + ∆ϕnoise

j (p0) + 2kp0π (3)

where:

• ∆ϕdefo = 4π
λ δlos stands for the phase difference resulting from the displacement of

the target point that occurred between image acquisitions dates, δlos is the compo-

https://scihub.copernicus.eu
https://search.asf.alaska.edu
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nent of displacement vector along the line-of-sight direction and λ denotes the radar
wavelength.

• ∆ϕrte = − 4π
λ

b⊥
rsinϑ ∆h refers the residual topography induced on phase, ∆h is the

difference in height between the DEM and effective target. b⊥ is the interferometric
perpendicular baseline, ϑ is the looking angle and r the slant-range distance from the
sensor to target.

• ∆ϕatmo is the phase component due to the variation of a medium of signal propagation
between image acquisitions.

• ∆ϕnoise is for phase noise—due to temporal decorrelation, soil moisture, and thermal
noise and in general due to all ambient influence that apport little and uncorrelated
variation of phase.

• k in 2kp0π is the phase ambiguity due to the wrapped nature of phase measurements.

As the main goal of DInSAR is to reconstruct ∆ϕdefo
j from ∆ϕj, various phase compo-

nents must be separated, which presents a challenging task [35]. To compensate for the
residual DEM errors [36] and the atmospheric components from the deformation phases,
the method of periodogram followed by a least-squares procedure and spatial low-pass fil-
ters along with a temporal high-pass filter are used, respectively. Reconstruction of absolute
differential phases from the wrapped phases—called PhU—is another important aspect of
the multi-temporal DInSAR. The PhU procedure is formulated to resolve the inherent cycle
ambiguities of interferometric phases by adding integer multiples of 2π to the wrapped
differential phases [37]. The process represents a crucial and error-prone processing step.
The errors could be attributed to high deformation rates, phase noise or isolated pixels. In
the PSIG chain, the PhU algorithm involves a spatial 2D PhU using a Minimum Cost Flow
method [27] accompanied by a temporal 1D phase estimation procedure. For big datasets,
the estimation could be performed in temporal blocks to improve computational time. The
estimation is undertaken pointwise in exploiting the temporal evolution of each point to
detect and correct errors generated in the 2D PhU [38]. This procedure, which is a type of
2+1D PhU and represents the core of the PSIG chain, is described below.

3.1. Post Unwrapping Phase Estimation

Suppose ` interferograms are generated from
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SAR images acquired in an ordered
time sequence {ti}n−1

i=0 based on the multi-master small baseline principle. Let Φ be the
vector of ` known unwrapped phases computed from the chronologically ordered master

and co-master images. If
^
ϕ stands for the vector of

Remote Sens. 2022, 14, x FOR PEER REVIEW 7 of 16 
 

 

Interferogram score (𝐒𝐢𝐧) − a score assigned to interferograms. It indicates the global effect 
of PhU errors per interferogram. If needed, the interferogram scores would be used to 
exclude affected interferograms, if any, and hence to update the network and recompute 
the estimation. 
Image score (𝐒𝐢𝐦) − a score assigned to images. As with the case of interferograms, S୧୫ 
shows spatially global effects. This score could also be used to remove one or more images, 
adjust the network and recompute the estimation.  
Point score (𝐒𝐩𝐭) − a score assigned to each measurement point. It defines spatially local 
and temporally global characteristics of a point. The score also provides supplementary 
information in the interpretation of TS results by separating reliable points from unrelia-
ble ones.  
TS scores (𝐒𝐭𝐬) − a detailed score associated with each date of SAR image acquisitions 
within a given TS of a point. This score indicates temporally local as well as spatially local 
effects of PhU error influences. 

Let 𝓂, ℓ and 𝓃 , respectively, refer to the number of images, the number of inter-
ferograms and the number of points processed. Automatic assignment of the above scores 
for interferograms, images, points and TS thus involves the following steps:   
1. Computing residuals from the first LS estimation Equation 4. 
5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
ferogram, and 𝜀଴ denotes the residual threshold. 
6. Compute a matrix of order 𝓃 × 𝓂 whose entries are obtained from 𝓀୧𝔯 as: 

𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
୨ୀଵ  (11) 

where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 

Β = ൥𝓀ଵଵ ⋯ 𝓀ଵ௠⋮ ⋱ ⋮𝓀௡ଵ ⋯ 𝓀௡௠൩௡௫௠ × ൥ 𝓌ଵିଵ⋮𝓌௠ିଵ൩௠௫ଵ               (12) 

min୨ ൛𝓌୨ൟ ≥ 4 for 1 ≤ j ≤ m also holds.  

8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
  (13) 

unknown parameters with respect to
time t0, its values can be estimated from the system of equations [14]:

H
^
ϕ = Φ (4)

where H stands for the incidence matrix. Assuming uT = [u1, u2, . . . , u`] and vT =
[v1, v2, . . . , v`] are acquisition time-index vectors, respectively, associated with the mas-
ter and co-master image pairs used in the interferogram generation, the jth unwrapped
interferogram could be described as:

Φj = ϕ
(

tvj

)
−ϕ

(
tuj

)
, ∀j ∈ [1, `] (5)

For instance, if the first differential interferogram is formed by the first master and the
third co-master images, the associated differential interferogram would be Φ1 = ϕ(t2)−ϕ(t0)
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and similarly if Φ2 = ϕ(t3)−ϕ(t1), the first two rows of the incidence matrix is formulated
as in H in the system below:

0 1 0 0 . . . 0 0
−1 0 1 0 . . . 0 0

...
...

...
...

...
...

...
. . . . . . 1


`×(
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−1)︸ ︷︷ ︸
H

.


ϕ̂1
ϕ̂2
...

ϕ̂
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−1


(
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−1)×1︸ ︷︷ ︸
ϕ̂

=


Φ1
Φ2
...

Φ`


`×1︸ ︷︷ ︸

Φ

(6)

ϕ̂i for 1 ≤ i ≤
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− 1, denotes the phases at different SAR acquisition dates ti. In the
construction of Equation (6) the deformation at the first acquisition date, ϕ̂0 is constrained
to be zero to sane the rank of normal matrix (see below). When all the acquisitions belong to
a single SBAS block, the incidence matrix H becomes a column rank-full matrix. In which
case, the deformation phases are estimated by using the LS approach. If
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4. The procedure is executed iteratively for each observation until there are no remain-
ing outlier candidates.  
Residuals and redundancy of network of interferograms represent the main param-

eters in the 1D phase estimation step. The redundancy parameter relates the observations 
vector to the estimated residual vector [33,40] and helps to mitigate the distribution of 
errors from the LS estimates. The redundancy values are used as indicators of the reliabil-
ity of observations [27]. Moreover, residuals are useful in the analysis of erroneous inter-
ferograms and/or images [33]. The residual of the i௧௛ measurement point in the j௧௛ inter-
ferogram denoted by 𝜀௜௝ is computed by taking the difference of the unwrapped interfer-
ometric phase Φ௜௝ and LS estimated phases of the associated master φෝ୑౟ౠ and co-master φෝୗ౟ౠ images.  ε୧୨ = Φ୧୨ − ቀφෝୗ౟ౠ − φෝ୑౟ౠቁ  (9) 

In this study, we used the residual information to derive quality indicators for PSs, 
interferograms, images and for images in a TS based on the following scores.  

3.2. Proposed Quality Indicators 
QIs would be essential to assess the reliability of DInSAR measurements and to iden-

tify and quantify features with uncertainty both spatially and temporally. Accordingly, 
we have introduced four scores as QIs of measurement points as well as for TS, images 
and interferograms.  

is the associated
weight matrix, the deformation vector ϕ̂ can be retrieved by solving Equation (7):
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following steps [33]: 
1. LS estimation, computing the residuals.  
2. Temporally removing the highest outlier candidate from the network and perform-

ing a new LS estimation. The observation is considered as an outlier candidate when 
the corresponding residual is greater than the residual threshold. 

3. Checking the residual of the outlier candidate: if it is a multiple of 2π (within a given 
tolerance), the observation is corrected and reaccepted. For unwrapping tolerance, 𝓊଴ if an error lies within 2𝓀𝜋 ± 𝓊଴, 𝓀 ∈ ℤ then it is considered as an unwrapping 
error and will be corrected. Otherwise, the decision of re-entering or rejecting the 
outlier candidate is based on the comparison of its old and new residuals.  

4. The procedure is executed iteratively for each observation until there are no remain-
ing outlier candidates.  
Residuals and redundancy of network of interferograms represent the main param-

eters in the 1D phase estimation step. The redundancy parameter relates the observations 
vector to the estimated residual vector [33,40] and helps to mitigate the distribution of 
errors from the LS estimates. The redundancy values are used as indicators of the reliabil-
ity of observations [27]. Moreover, residuals are useful in the analysis of erroneous inter-
ferograms and/or images [33]. The residual of the i௧௛ measurement point in the j௧௛ inter-
ferogram denoted by 𝜀௜௝ is computed by taking the difference of the unwrapped interfer-
ometric phase Φ௜௝ and LS estimated phases of the associated master φෝ୑౟ౠ and co-master φෝୗ౟ౠ images.  ε୧୨ = Φ୧୨ − ቀφෝୗ౟ౠ − φෝ୑౟ౠቁ  (9) 

In this study, we used the residual information to derive quality indicators for PSs, 
interferograms, images and for images in a TS based on the following scores.  

3.2. Proposed Quality Indicators 
QIs would be essential to assess the reliability of DInSAR measurements and to iden-

tify and quantify features with uncertainty both spatially and temporally. Accordingly, 
we have introduced four scores as QIs of measurement points as well as for TS, images 
and interferograms.  

Φ (7)

If otherwise, differential interferograms belong to different blocks, H becomes rank
deficient. This time, the SVD solution derived from the pseudo inverse of matrix H is used
to estimate ϕ̂ Equation (8):

^
ϕ=VS+UTΦ (8)

where H+ = VS+UT is the pseudo inverse of matrix H. U is an orthogonal `× ` matrix
whose first
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ble ones.  
TS scores (𝐒𝐭𝐬) − a detailed score associated with each date of SAR image acquisitions 
within a given TS of a point. This score indicates temporally local as well as spatially local 
effects of PhU error influences. 

Let 𝓂, ℓ and 𝓃 , respectively, refer to the number of images, the number of inter-
ferograms and the number of points processed. Automatic assignment of the above scores 
for interferograms, images, points and TS thus involves the following steps:   
1. Computing residuals from the first LS estimation Equation 4. 
5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
ferogram, and 𝜀଴ denotes the residual threshold. 
6. Compute a matrix of order 𝓃 × 𝓂 whose entries are obtained from 𝓀୧𝔯 as: 

𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
୨ୀଵ  (11) 

where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 

Β = ൥𝓀ଵଵ ⋯ 𝓀ଵ௠⋮ ⋱ ⋮𝓀௡ଵ ⋯ 𝓀௡௠൩௡௫௠ × ൥ 𝓌ଵିଵ⋮𝓌௠ିଵ൩௠௫ଵ               (12) 

min୨ ൛𝓌୨ൟ ≥ 4 for 1 ≤ j ≤ m also holds.  

8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
  (13) 

columns are the eigenvectors of HHT; V is an orthogonal
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columns that are the eigenvectors of HTH, and S is `×
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matrix containing the non-zero
singular values of H. The solution of the system would be the one that minimizes the L2
norm of both residuals of the system in Equation (4), and that of the estimated phase vector
ϕ̂. More information on the SVD is available in [14,39]. In the PSIG approach, a unique
block of interferograms is used with redundant observations. The phase estimation algo-
rithm is also accompanied by outlier correction/rejection criterion involving the following
steps [33]:

1. LS estimation, computing the residuals.
2. Temporally removing the highest outlier candidate from the network and performing

a new LS estimation. The observation is considered as an outlier candidate when the
corresponding residual is greater than the residual threshold.

3. Checking the residual of the outlier candidate: if it is a multiple of 2π (within a given
tolerance), the observation is corrected and reaccepted. For unwrapping tolerance,
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ferogram denoted by 𝜀௜௝ is computed by taking the difference of the unwrapped interfer-
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3.2. Proposed Quality Indicators 
QIs would be essential to assess the reliability of DInSAR measurements and to iden-

tify and quantify features with uncertainty both spatially and temporally. Accordingly, 
we have introduced four scores as QIs of measurement points as well as for TS, images 
and interferograms.  

0
if an error lies within 2

Remote Sens. 2022, 14, x FOR PEER REVIEW 7 of 16 
 

 

Interferogram score (𝐒𝐢𝐧) − a score assigned to interferograms. It indicates the global effect 
of PhU errors per interferogram. If needed, the interferogram scores would be used to 
exclude affected interferograms, if any, and hence to update the network and recompute 
the estimation. 
Image score (𝐒𝐢𝐦) − a score assigned to images. As with the case of interferograms, S୧୫ 
shows spatially global effects. This score could also be used to remove one or more images, 
adjust the network and recompute the estimation.  
Point score (𝐒𝐩𝐭) − a score assigned to each measurement point. It defines spatially local 
and temporally global characteristics of a point. The score also provides supplementary 
information in the interpretation of TS results by separating reliable points from unrelia-
ble ones.  
TS scores (𝐒𝐭𝐬) − a detailed score associated with each date of SAR image acquisitions 
within a given TS of a point. This score indicates temporally local as well as spatially local 
effects of PhU error influences. 

Let 𝓂, ℓ and 𝓃 , respectively, refer to the number of images, the number of inter-
ferograms and the number of points processed. Automatic assignment of the above scores 
for interferograms, images, points and TS thus involves the following steps:   
1. Computing residuals from the first LS estimation Equation 4. 
5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
ferogram, and 𝜀଴ denotes the residual threshold. 
6. Compute a matrix of order 𝓃 × 𝓂 whose entries are obtained from 𝓀୧𝔯 as: 

𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
୨ୀଵ  (11) 

where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 

Β = ൥𝓀ଵଵ ⋯ 𝓀ଵ௠⋮ ⋱ ⋮𝓀௡ଵ ⋯ 𝓀௡௠൩௡௫௠ × ൥ 𝓌ଵିଵ⋮𝓌௠ିଵ൩௠௫ଵ               (12) 

min୨ ൛𝓌୨ൟ ≥ 4 for 1 ≤ j ≤ m also holds.  

8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
  (13) 

π ±

Remote Sens. 2022, 14, x FOR PEER REVIEW 6 of 16 
 

 

φෝ୧ for 1 ≤ i ≤ 𝓃 − 1, denotes the phases at different SAR acquisition dates t௜. In the con-
struction of Equation 6) the deformation at the first acquisition date, φෝ଴ is constrained to 
be zero to sane the rank of normal matrix (see below). When all the acquisitions belong to 
a single SBAS block, the incidence matrix 𝐇 becomes a column rank-full matrix. In which 
case, the deformation phases are estimated by using the LS approach. If 𝔀 is the associ-
ated weight matrix, the deformation vector φෝ can be retrieved by solving Equation 7: 𝛗ෝ = (𝐇𝐓𝔀𝐇)ି𝟏𝐇୘𝔀𝚽       (7) 

If otherwise, differential interferograms belong to different blocks, 𝐇 becomes rank 
deficient. This time, the SVD solution derived from the pseudo inverse of matrix 𝐇 is 
used to estimate φෝ Equation 8: 𝛗ෝ = 𝐕𝑺ା𝐔𝐓𝚽    (8) where 𝐇ା = 𝐕𝐒ା𝐔𝐓 is the pseudo inverse of matrix 𝐇. U is an orthogonal ℓ × ℓ matrix 
whose first 𝓃 columns are the eigenvectors of 𝐇𝐇୘; 𝐕 is an orthogonal 𝓃𝑥𝓃 matrix of 
columns that are the eigenvectors of 𝐇୘𝐇, and 𝐒 is ℓ × 𝓃 matrix containing the non-zero 
singular values of 𝐇. The solution of the system would be the one that minimizes the 𝐿ଶ norm of both residuals of the system in Equation 4, and that of the estimated phase 
vector φෝ. More information on the SVD is available in [14,39]. In the PSIG approach, a 
unique block of interferograms is used with redundant observations. The phase estima-
tion algorithm is also accompanied by outlier correction/rejection criterion involving the 
following steps [33]: 
1. LS estimation, computing the residuals.  
2. Temporally removing the highest outlier candidate from the network and perform-

ing a new LS estimation. The observation is considered as an outlier candidate when 
the corresponding residual is greater than the residual threshold. 

3. Checking the residual of the outlier candidate: if it is a multiple of 2π (within a given 
tolerance), the observation is corrected and reaccepted. For unwrapping tolerance, 𝓊଴ if an error lies within 2𝓀𝜋 ± 𝓊଴, 𝓀 ∈ ℤ then it is considered as an unwrapping 
error and will be corrected. Otherwise, the decision of re-entering or rejecting the 
outlier candidate is based on the comparison of its old and new residuals.  

4. The procedure is executed iteratively for each observation until there are no remain-
ing outlier candidates.  
Residuals and redundancy of network of interferograms represent the main param-

eters in the 1D phase estimation step. The redundancy parameter relates the observations 
vector to the estimated residual vector [33,40] and helps to mitigate the distribution of 
errors from the LS estimates. The redundancy values are used as indicators of the reliabil-
ity of observations [27]. Moreover, residuals are useful in the analysis of erroneous inter-
ferograms and/or images [33]. The residual of the i௧௛ measurement point in the j௧௛ inter-
ferogram denoted by 𝜀௜௝ is computed by taking the difference of the unwrapped interfer-
ometric phase Φ௜௝ and LS estimated phases of the associated master φෝ୑౟ౠ and co-master φෝୗ౟ౠ images.  ε୧୨ = Φ୧୨ − ቀφෝୗ౟ౠ − φෝ୑౟ౠቁ  (9) 

In this study, we used the residual information to derive quality indicators for PSs, 
interferograms, images and for images in a TS based on the following scores.  

3.2. Proposed Quality Indicators 
QIs would be essential to assess the reliability of DInSAR measurements and to iden-

tify and quantify features with uncertainty both spatially and temporally. Accordingly, 
we have introduced four scores as QIs of measurement points as well as for TS, images 
and interferograms.  

0,

Remote Sens. 2022, 14, x FOR PEER REVIEW 7 of 16 
 

 

Interferogram score (𝐒𝐢𝐧) − a score assigned to interferograms. It indicates the global effect 
of PhU errors per interferogram. If needed, the interferogram scores would be used to 
exclude affected interferograms, if any, and hence to update the network and recompute 
the estimation. 
Image score (𝐒𝐢𝐦) − a score assigned to images. As with the case of interferograms, S୧୫ 
shows spatially global effects. This score could also be used to remove one or more images, 
adjust the network and recompute the estimation.  
Point score (𝐒𝐩𝐭) − a score assigned to each measurement point. It defines spatially local 
and temporally global characteristics of a point. The score also provides supplementary 
information in the interpretation of TS results by separating reliable points from unrelia-
ble ones.  
TS scores (𝐒𝐭𝐬) − a detailed score associated with each date of SAR image acquisitions 
within a given TS of a point. This score indicates temporally local as well as spatially local 
effects of PhU error influences. 

Let 𝓂, ℓ and 𝓃 , respectively, refer to the number of images, the number of inter-
ferograms and the number of points processed. Automatic assignment of the above scores 
for interferograms, images, points and TS thus involves the following steps:   
1. Computing residuals from the first LS estimation Equation 4. 
5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
ferogram, and 𝜀଴ denotes the residual threshold. 
6. Compute a matrix of order 𝓃 × 𝓂 whose entries are obtained from 𝓀୧𝔯 as: 

𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
୨ୀଵ  (11) 

where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 

Β = ൥𝓀ଵଵ ⋯ 𝓀ଵ௠⋮ ⋱ ⋮𝓀௡ଵ ⋯ 𝓀௡௠൩௡௫௠ × ൥ 𝓌ଵିଵ⋮𝓌௠ିଵ൩௠௫ଵ               (12) 

min୨ ൛𝓌୨ൟ ≥ 4 for 1 ≤ j ≤ m also holds.  

8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
  (13) 

∈ Z then it is considered as an unwrapping error
and will be corrected. Otherwise, the decision of re-entering or rejecting the outlier
candidate is based on the comparison of its old and new residuals.

4. The procedure is executed iteratively for each observation until there are no remaining
outlier candidates.

Residuals and redundancy of network of interferograms represent the main parameters
in the 1D phase estimation step. The redundancy parameter relates the observations vector
to the estimated residual vector [33,40] and helps to mitigate the distribution of errors
from the LS estimates. The redundancy values are used as indicators of the reliability of
observations [27]. Moreover, residuals are useful in the analysis of erroneous interferograms
and/or images [33]. The residual of the ith measurement point in the jth interferogram
denoted by εij is computed by taking the difference of the unwrapped interferometric phase
Φij and LS estimated phases of the associated master ϕ̂Mij and co-master ϕ̂Sij images.

εij = Φij −
(
ϕ̂Sij − ϕ̂Mij

)
(9)
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In this study, we used the residual information to derive quality indicators for PSs,
interferograms, images and for images in a TS based on the following scores.

3.2. Proposed Quality Indicators

QIs would be essential to assess the reliability of DInSAR measurements and to
identify and quantify features with uncertainty both spatially and temporally. Accordingly,
we have introduced four scores as QIs of measurement points as well as for TS, images
and interferograms.

Interferogram score (Sin)—a score assigned to interferograms. It indicates the global effect
of PhU errors per interferogram. If needed, the interferogram scores would be used to
exclude affected interferograms, if any, and hence to update the network and recompute
the estimation.
Image score (Sim)—a score assigned to images. As with the case of interferograms, Sim
shows spatially global effects. This score could also be used to remove one or more images,
adjust the network and recompute the estimation.
Point score (Spt)—a score assigned to each measurement point. It defines spatially local
and temporally global characteristics of a point. The score also provides supplementary
information in the interpretation of TS results by separating reliable points from unreli-
able ones.
TS scores (Sts)—a detailed score associated with each date of SAR image acquisitions
within a given TS of a point. This score indicates temporally local as well as spatially local
effects of PhU error influences.

Let
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, respectively, refer to the number of images, the number of interfero-
grams and the number of points processed. Automatic assignment of the above scores for
interferograms, images, points and TS thus involves the following steps:

1. Computing residuals from the first LS estimation Equation (4).
2. Defining a binary matrix of order n× ` based on the piecewise function ξij:

ξij =

{
1, if

∣∣εij
∣∣ > ε0

0, otherwise
(10)

for 1 ≤ i ≤ n and 1 ≤ j ≤ `. While εij stands for the residual of ith point and jth

interferogram, and ε0 denotes the residual threshold.
3. Compute a matrix of order
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5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
ferogram, and 𝜀଴ denotes the residual threshold. 
6. Compute a matrix of order 𝓃 × 𝓂 whose entries are obtained from 𝓀୧𝔯 as: 

𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
୨ୀଵ  (11) 

where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 

Β = ൥𝓀ଵଵ ⋯ 𝓀ଵ௠⋮ ⋱ ⋮𝓀௡ଵ ⋯ 𝓀௡௠൩௡௫௠ × ൥ 𝓌ଵିଵ⋮𝓌௠ିଵ൩௠௫ଵ               (12) 

min୨ ൛𝓌୨ൟ ≥ 4 for 1 ≤ j ≤ m also holds.  

8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
  (13) 
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                 I୨ ∈
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⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬
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where qr represents the number of interferograms connected to image r in the network.
4. Values of the matrix derived in Equation (11) are then multiplied by the corresponding

weights assigned per image—multiplicative inverses of the number of interferograms
in the network associated with each image.
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Interferogram score (𝐒𝐢𝐧) − a score assigned to interferograms. It indicates the global effect 
of PhU errors per interferogram. If needed, the interferogram scores would be used to 
exclude affected interferograms, if any, and hence to update the network and recompute 
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Image score (𝐒𝐢𝐦) − a score assigned to images. As with the case of interferograms, S୧୫ 
shows spatially global effects. This score could also be used to remove one or more images, 
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𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
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where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 
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8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬
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Interferogram score (𝐒𝐢𝐧) − a score assigned to interferograms. It indicates the global effect 
of PhU errors per interferogram. If needed, the interferogram scores would be used to 
exclude affected interferograms, if any, and hence to update the network and recompute 
the estimation. 
Image score (𝐒𝐢𝐦) − a score assigned to images. As with the case of interferograms, S୧୫ 
shows spatially global effects. This score could also be used to remove one or more images, 
adjust the network and recompute the estimation.  
Point score (𝐒𝐩𝐭) − a score assigned to each measurement point. It defines spatially local 
and temporally global characteristics of a point. The score also provides supplementary 
information in the interpretation of TS results by separating reliable points from unrelia-
ble ones.  
TS scores (𝐒𝐭𝐬) − a detailed score associated with each date of SAR image acquisitions 
within a given TS of a point. This score indicates temporally local as well as spatially local 
effects of PhU error influences. 

Let 𝓂, ℓ and 𝓃 , respectively, refer to the number of images, the number of inter-
ferograms and the number of points processed. Automatic assignment of the above scores 
for interferograms, images, points and TS thus involves the following steps:   
1. Computing residuals from the first LS estimation Equation 4. 
5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
ferogram, and 𝜀଴ denotes the residual threshold. 
6. Compute a matrix of order 𝓃 × 𝓂 whose entries are obtained from 𝓀୧𝔯 as: 

𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
୨ୀଵ  (11) 

where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 

Β = ൥𝓀ଵଵ ⋯ 𝓀ଵ௠⋮ ⋱ ⋮𝓀௡ଵ ⋯ 𝓀௡௠൩௡௫௠ × ൥ 𝓌ଵିଵ⋮𝓌௠ିଵ൩௠௫ଵ               (12) 

min୨ ൛𝓌୨ൟ ≥ 4 for 1 ≤ j ≤ m also holds.  

8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
  (13) 
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Interferogram score (𝐒𝐢𝐧) − a score assigned to interferograms. It indicates the global effect 
of PhU errors per interferogram. If needed, the interferogram scores would be used to 
exclude affected interferograms, if any, and hence to update the network and recompute 
the estimation. 
Image score (𝐒𝐢𝐦) − a score assigned to images. As with the case of interferograms, S୧୫ 
shows spatially global effects. This score could also be used to remove one or more images, 
adjust the network and recompute the estimation.  
Point score (𝐒𝐩𝐭) − a score assigned to each measurement point. It defines spatially local 
and temporally global characteristics of a point. The score also provides supplementary 
information in the interpretation of TS results by separating reliable points from unrelia-
ble ones.  
TS scores (𝐒𝐭𝐬) − a detailed score associated with each date of SAR image acquisitions 
within a given TS of a point. This score indicates temporally local as well as spatially local 
effects of PhU error influences. 

Let 𝓂, ℓ and 𝓃 , respectively, refer to the number of images, the number of inter-
ferograms and the number of points processed. Automatic assignment of the above scores 
for interferograms, images, points and TS thus involves the following steps:   
1. Computing residuals from the first LS estimation Equation 4. 
5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
ferogram, and 𝜀଴ denotes the residual threshold. 
6. Compute a matrix of order 𝓃 × 𝓂 whose entries are obtained from 𝓀୧𝔯 as: 

𝓀୧𝔯 = ෍ 𝜉௜௝𝔮𝔯
୨ୀଵ  (11) 

where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 

Β = ൥𝓀ଵଵ ⋯ 𝓀ଵ௠⋮ ⋱ ⋮𝓀௡ଵ ⋯ 𝓀௡௠൩௡௫௠ × ൥𝓌      ଵିଵ⋮𝓌௠ିଵ ൩௠௫ଵ               (12) 

min୨ ൛𝓌୨ൟ ≥ 4 for 1 ≤ j ≤ m also holds.  

8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
that are considered as quality indicators.  

By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
signed to either of the classes−  Cଵ,   Cଶ or  Cଷ based on Equation 13. 

                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
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Interferogram score (𝐒𝐢𝐧) − a score assigned to interferograms. It indicates the global effect 
of PhU errors per interferogram. If needed, the interferogram scores would be used to 
exclude affected interferograms, if any, and hence to update the network and recompute 
the estimation. 
Image score (𝐒𝐢𝐦) − a score assigned to images. As with the case of interferograms, S୧୫ 
shows spatially global effects. This score could also be used to remove one or more images, 
adjust the network and recompute the estimation.  
Point score (𝐒𝐩𝐭) − a score assigned to each measurement point. It defines spatially local 
and temporally global characteristics of a point. The score also provides supplementary 
information in the interpretation of TS results by separating reliable points from unrelia-
ble ones.  
TS scores (𝐒𝐭𝐬) − a detailed score associated with each date of SAR image acquisitions 
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effects of PhU error influences. 

Let 𝓂, ℓ and 𝓃 , respectively, refer to the number of images, the number of inter-
ferograms and the number of points processed. Automatic assignment of the above scores 
for interferograms, images, points and TS thus involves the following steps:   
1. Computing residuals from the first LS estimation Equation 4. 
5. Defining a binary matrix of order 𝑛 × ℓ based on the piecewise function 𝜉௜௝: 𝜉௜௝ = ൜1, if ห𝜀௜௝ห > 𝜀଴0, otherwise   (10) 

for 1 ≤ 𝑖 ≤ 𝑛 and 1 ≤ 𝑗 ≤ ℓ. While 𝜀௜௝ stands for the residual of 𝑖௧௛ point and j୲୦ inter-
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where 𝔮𝔯 represents the number of interferograms connected to image 𝔯 in the network.  
7. Values of the matrix derived in Equation 11 are then multiplied by the corresponding 

weights assigned per image−multiplicative inverses of the number of interferograms 
in the network associated with each image. 
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8. The resulting weighted matrix Β, Equation 12, is finally analysed to get scores for 
PSs and images. These scores correspond to three classes denoted by Cଵ, Cଶ and Cଷ 
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By analyzing all points within each of the images, a score providing a global picture on 
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the j୲୦ image I୨ is as-
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                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬

୧ୀଵ   
Cଶ, if   ෍ ቈ𝓀୧୨𝓌୨ > αଵ቉  >   αଷ୬

୧ୀଵ     Cଵ,          otherwise                              
  (13) 

m
−1


mx1

(12)

min
j

{
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j
}
≥ 4 for 1 ≤ j ≤ m also holds.

5. The resulting weighted matrix B, Equation (12), is finally analysed to get scores for
PSs and images. These scores correspond to three classes denoted by C1, C2 and C3
that are considered as quality indicators.
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By analyzing all points within each of the images, a score providing a global picture on
the reliability of the image is assigned. For each j, and 1 ≤ i ≤ n the jth image Ij is assigned
to either of the classes— C1, C2 or C3 based on Equation (13).

Ij ∈


C3, if

n
∑

i=1

[
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                 I୨ ∈
⎩⎪⎪⎨
⎪⎪⎧    Cଷ, if   ෍ ቈ𝓀୧୨𝓌୨ > α଴቉  >   αଶ୬
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  (13) 

j
> α0

]
> α2

C2, if
n
∑

i=1

[
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                 I୨ ∈
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j
> α1

]
> α3

C1, otherwise

(13)

The image score is thus the set Sim =
{

Ij, 1 ≤ j ≤ m
}

. Similarly, assessing the values
of the weighted matrix temporally enables us to judge reliabilities of the score of the ith

point pi. For instance, for each i, and 1 ≤ j ≤ m; the ith point pi is assigned to either of the
classes based on Equation (14).

pi ∈


C3, if

m
∑

j=1

[
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By analyzing all points within each of the images, a score providing a global picture on 
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where [.] denotes the Iverson bracket and 𝛼𝓈, β𝓈, for 𝓈 ∈ ሼ0,1,2,3ሽ are threshold parame-
ters. 

The set of all 𝔭௜ s is the same as the union of the C௜ s and is given by S୮୲ =ሼ𝔭୧, 1 ≤ i ≤ n ሽ = ⋃ C୧ଷ୧ୀଵ . For the case of interferogram scores, vectors of residuals of meas-
urement points per interferogram at iteration zero would be considered to determine ele-
ments of S୧୬. Apart from the difference in the input dataset, the procedures to determine S୧୬ is similar to S୧୫. In the case of S୲ୱ a single measurement point would have as many 
scores as the length of the TS. At the 𝑖௧௛ TS a point would be assigned to one of the scores. 
While S୮୲ defines whether a point is reliable or not, the S୲ୱ indicates the exact date(s) of 
concern.  

Extensive data analysis and expert judgment have been followed in setting thresh-
olds for assigning the features of interest to different classes automatically. While class Cଵ 
is meant to contain the most reliable elements, the elements in Cଷ are the least reliable. 
Those elements of Cଷ could also be excluded from subsequent processing steps if most 
of the PSs are not in the area of interest. Such action could be considered as part of the PSs 
selection strategy and would bear an advantage owing to its data reduction effect. On the 
other hand, detailed investigation−including analysis of possible effects of modifying the 
network and the resulting temporal baseline on the PhU needs to be made before taking 
similar measures for an image and interferogram assigned in Cଷ. Scores of PSs can be 
geocoded and visualized in a GIS environment to ease understanding and interpretation 
of the spatial distribution of reliable measurement points. Below we discuss results ob-
tained by implementing the tools for the Venice case area, Italy.  

4. Results and Discussion 
This section illustrates results achieved from the proposed quality scores. The vali-

dation of the scores was carried out for 432,311 points, 1795 interferograms and 263 im-
ages.  

The first quality indicator−the interferograms score, S୧୬ tool was implemented on the 
residuals of the estimated phases at the first iteration. Generally, the interferograms con-
sidered in this study appear acceptable. However, lowering the threshold to 0.4 rad 
brought in 8% of the total number interferograms into the unreliable class. Figure 2a illus-
trates one of those interferograms grouped in Cଷ. The second quality indicator− images 
score, S୧୫ had also justified that unreliable images are those associated with more unre-
liable interferograms.  
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The first quality indicator−the interferograms score, S୧୬ tool was implemented on the 
residuals of the estimated phases at the first iteration. Generally, the interferograms con-
sidered in this study appear acceptable. However, lowering the threshold to 0.4 rad 
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∈ {0, 1, 2, 3} are threshold parameters.
The set of all pis is the same as the union of the Cis and is given by Spt = {pi, 1 ≤ i ≤ n } =

∪3
i=1Ci. For the case of interferogram scores, vectors of residuals of measurement points per

interferogram at iteration zero would be considered to determine elements of Sin. Apart from
the difference in the input dataset, the procedures to determine Sin is similar to Sim. In the
case of Sts a single measurement point would have as many scores as the length of the TS. At
the ith TS a point would be assigned to one of the scores. While Spt defines whether a point is
reliable or not, the Sts indicates the exact date(s) of concern.

Extensive data analysis and expert judgment have been followed in setting thresholds
for assigning the features of interest to different classes automatically. While class C1 is
meant to contain the most reliable elements, the elements in C3 are the least reliable. Those
elements of C3 could also be excluded from subsequent processing steps if most of the
PSs are not in the area of interest. Such action could be considered as part of the PSs
selection strategy and would bear an advantage owing to its data reduction effect. On the
other hand, detailed investigation—including analysis of possible effects of modifying the
network and the resulting temporal baseline on the PhU needs to be made before taking
similar measures for an image and interferogram assigned in C3. Scores of PSs can be
geocoded and visualized in a GIS environment to ease understanding and interpretation of
the spatial distribution of reliable measurement points. Below we discuss results obtained
by implementing the tools for the Venice case area, Italy.

4. Results and Discussion

This section illustrates results achieved from the proposed quality scores. The valida-
tion of the scores was carried out for 432,311 points, 1795 interferograms and 263 images.

The first quality indicator—the interferograms score, Sin tool was implemented on the
residuals of the estimated phases at the first iteration. Generally, the interferograms consid-
ered in this study appear acceptable. However, lowering the threshold to 0.4 rad brought
in 8% of the total number interferograms into the unreliable class. Figure 2a illustrates
one of those interferograms grouped in C3. The second quality indicator—images score,
Sim had also justified that unreliable images are those associated with more unreliable
interferograms.
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Figure 2. Example of unwrapped interferogram classified in C3 (a) and plot of scores of interfero-
grams associated with image 44− the image classified in C3 (b). 

Image 44 displays one of the two images classified in the unreliable class from the 
total of 263 images. Assessing the interferogram scores of this image, we found that five 
of the seven interferograms associated with image 44 are classified in Cଷ (Figure 2b). We 
have also noticed that many of the erroneous measurement points are located in the tour-
ist coastland Sottomarina area− bottom part of the scene in Figure 3b.  

 
Figure 3. Subsets of processed images of cumulative phases with different scores (in radar geome-
try): image 43 classified in C1 (a) and image 44 classified in C3 (b). The scatter plot in (c) is ob-
tained from phase information of image 43 (horizontal axis) and image 44 (vertical axis). 

Although the temporal gap between images 43 and 44 appear to represent 12 days, 
phase discontinuities are observed from the 43rd to the 44th cumulative phase (Figure 3c). 
With prior knowledge regarding the nature of the area and based on the phase infor-
mation, the problem could be attributed to phase unwrapping errors. In line with this, we 

Figure 2. Example of unwrapped interferogram classified in C3 (a) and plot of scores of interferograms
associated with image 44—the image classified in C3 (b).

Image 44 displays one of the two images classified in the unreliable class from the
total of 263 images. Assessing the interferogram scores of this image, we found that five
of the seven interferograms associated with image 44 are classified in C3 (Figure 2b). We
have also noticed that many of the erroneous measurement points are located in the tourist
coastland Sottomarina area—bottom part of the scene in Figure 3b.
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Figure 3. Subsets of processed images of cumulative phases with different scores (in radar geometry):
image 43 classified in C1 (a) and image 44 classified in C3 (b). The scatter plot in (c) is obtained from
phase information of image 43 (horizontal axis) and image 44 (vertical axis).

Although the temporal gap between images 43 and 44 appear to represent 12 days,
phase discontinuities are observed from the 43rd to the 44th cumulative phase (Figure 3c).
With prior knowledge regarding the nature of the area and based on the phase information,
the problem could be attributed to phase unwrapping errors. In line with this, we have
explored the phase history of the PSs in the affected area. We discovered that a clear phase
unwrapping error occurred in image 44. A phase jump of around 6.21 rad was recorded
from 2016-07-09 to 2016-07-21. This particular result has supported the Sim score. We
then reprocessed the dataset by excluding those affected images and identified better TS
information, as can be seen in Figure 4. The example in the figure justifies the role of
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the scores in the detection of PhU errors that are not correctly identified by the phase
estimation approach.
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Figure 4. Improvement in the TS of phases of a PS before (in blue color) and after (in black color)
excluding erroneous images. The images and the point were identified based on Sim and Spt, respectively.

The third quality indicator is the so-called point score, Spt tool. In this study, the tool
was tested for 432,311 coherent measurement points with a threshold β0 = 0.4. We found
that 95.81%, 3.80% and 0.39% of the points were, respectively, classified in C1, C2 and C3
classes. This indicates that less than a percent of the processed points is unreliable. The spatial
distribution of all scores and those classified in C1, C2 and C3 are depicted in Figure 5.
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color) and C3 (maroon color), (b) Bar graph of the number of PSs per each class and (c) an example of
a phase TS with unwrapping error taken from C3.
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The spatial distribution of the cumulative phase TS was also assessed in addition to
the distribution of associated point scores. We have discovered that most of the points
classified in C3 are found in and around the Venice lagoon as seen in Figure 6. This is in
line with our expectations due to the scattering property of the land cover. Among the
elements of C3, the plot in (c) of Figure 5 is a typical example of a TS with PhU error. One
of the interesting facts regarding this result is—such TS are classified in the unreliable class
by using the residual information at the first iteration of the phase estimation and not by
directly using the TS phase information at the final iteration.
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Figure 6. A comparison of geocoded cumulative phase information at the final image (a) with the
quality scores (b) for the PSs taken from the sub-area of Venice lagoon, Italy.

For each TS of a PS, we have also generated TS of scores Sts— with each score cor-
responding to an acquisition date of the SAR image. Below, the TS scores for four of the
processed PSs are demonstrated. These scores additionally indicate the reliabilities of a
measurement point at a particular date/image. The scores in Figure 7a for instance are
all one in the period, justifying the corresponding stable TS. The unwrapping jump in
Figure 7c is also captured in the TS score. Moreover, it is worthy of note that score C3 of
a TS does not always correspond to unwrapping errors as can be seen on some occasions
at plots from (b–d) of Figure 7. The corrections at later iterations of the phase estimation
could be a possible cause of such results.
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Figure 7. TS measurements and the corresponding scores are indicated in blue and in orange colors,
respectively. All the TS scores belong to C1—indicating the measurement point is reliable (a). From
(b–d), we noticed TS scores from all the classes.

Points Score-Spt for Point Selection

Here we describe how we could utilize the point score, Spt to set a threshold parameter
for measurement point selection in DInSAR processing. For this purpose, the set of coherent
measurement points was selected based on the metric shown on Equation (15) [38]. For
a point p in the azimuth-range plane Az × Rg, first an estimation of the spatial low-pass
interferometric phase ∆ϕLP

k (p) is computed using a boxcar averaging window, then the
spatial low-pass phase is subtracted modulo-2π from the original interferometric phase
∆ϕk(p), giving a high-pass estimate of the interferometric phase. For each pixel, the
high-pass complex phase vectors are then averaged coherently to mitigate the effect of the
phase noise—and the resulting metric is computed by taking the modulus of the resultant
vector as:

Ω(p) =
1
`

∣∣∣∣∣ `

∑
k=1

exp[j
(

∆ϕk(p)− ∆ϕLP
k (p)

]∣∣∣∣∣ (15)

where ` is the number of interferograms, and k is the interferogram index. The values
of Ω range between 0 and 1 inclusive. The higher the value of Ω the more coherent the
measurement point would be.

First, we tested the point selection on a representative subset of the case area by setting
Ω thresholds to 0.6, 0.7, 0.8 and 0.9 and we got the results in Figure 8.
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To select the appropriate threshold, we used the labelling performance criteria Equa-
tion (16) derived based on the Spt information. The labelling performance indicates the
percentage of points labelled in the more reliable group. The higher the value of q the better
the set of points involved in the processing would be.

q =

(
1− α2c2 + α3c3

α1c1

)
∗ 100% (16)

where ci and αi, 1 ≤ i ≤ 3 denotes the number of points in each class and associated
weights, respectively. For this experiment, we obtained q ≥ 95% as an acceptable range.
Accordingly, we found the results by 0.8 and 0.9 thresholds in the range, and selected the
former as a convenient choice due to the density of PSs (Figure 9). The decision to pick
the right threshold parameter should also depend on the effect of the parameter on the
PhU steps. The approach could be taken as an extended points selection technique. It can
additionally be used along with other pixel selection criteria.
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5. Conclusions

In this paper, we introduced quality indicator tools to multi-temporal DInSAR outputs
based on post-PhU phase estimation residual information. Key features of the proposed
technique include four scores used to quantify the reliabilities of measurement points,
images in a TS, images and interferograms. The techniques proposed are applied pixel
by pixel in space and time to associate reliability scores highlighting the influence of PhU
errors. Moreover, the tools are valuable in quantifying spatially and temporally global
and local effects of phase estimation errors. The results highlight the importance of the
proposed quality indicators mainly for data reduction and in assisting the interpretation
of TS outputs. We believe the tool will contribute its part at such a high time to integrate
quality checks with DInSAR processing chains. Additionally, it is worth noting that the
proposed tools are only applicable for multi-master redundant networks. Besides, more
work is required in identifying errors due to phase unwrapping from errors attributed to
other sources—including those from atmospheric artefacts. Thus, we have envisioned an
upgrading of the depth and breadth of the tools mainly in improving the accuracy and
compatibility for more processing chains.
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NASA National Aeronautics and Space Administration
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