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#### Abstract

The present thesis focuses on three distinct yet complementary areas in QCD. The first area concerns the resummation of large logarithmic contributions appearing in transverse momentum distributions. In particular, we focus on the hadroproduction of colour singlet final states such as Higgs boson produced via gluon fusion and the production of a leptonpair via Drell-Yan mechanism. We present phenomenological studies of a combined resummation formalism in which standard resummation of logarithms of $Q / p_{T}$ is supplemented with the resummation of logarithmic contributions at large $x=Q^{2} / \hat{s}$. In such a formalism, small- $p_{T}$ and threshold logarithms are resummed up to NNLL and NNLL* respectively. The second area concerns the construction of an approximate NNLO expression for the transverse momentum spectra of the Higgs boson production by exploiting the analytical structure of various resummed formulae in Mellin space. The approximation we construct relies on the combination of two types of resummations, namely threshold and high-energy (or small- $x$ ). Detailed phenomenological studies, both at the partonic and hadronic level, are presented. And finally, the third area concerns the a posteriori treatment of Parton Distribution Functions (PDFs), specifically the compression of Monte Carlo PDF replicas using techniques from deep generative models such as generative adversarial models (or GANs in short). We show that such a GAN-based methodology results in a compression methodology that is able to provide a compressed set with smaller number of replicas and a more adequate representation of the original probability distribution. The possibility of using this methodology to address the problem of finite size effects in PDF determination is also investigated.
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## LIST OF FIGURES

Figure 1 Sample of the squared amplitudes for the tree level diagrams that contribute to the five-point amplitude $q q \rightarrow g g g$. For both diagrams, the time runs from the bottom to the top. The dashed lines that divide the diagrams represent the Cutkosky cut [1-3]. The gluon that is emitted collinearly to the outgoing gluon $k_{1}$ is represented by the blue-coloured coiled lines. Similarly, the soft gluon that is emitted from the quark $p$ is labelled by the red-coloured coiled line. The internal unlabelled lines represent the outgoing gluon $k_{2}$ and the incoming anti-quark $q$.
Figure 2 Amplitude squares arising from the virtual three-point contribution where two of the outgoing gluons are collinear. For both diagrams, the time runs from left to right. The dashed lines that slices both diagrams represent the Cutkosky cuts [1-3].
Figure $3 \quad$ Various prescriptions indicating the sampled values of the factorization scale $\kappa_{R}$ and renormalization scale $\kappa_{F}$. From left to right, we show the five-point prescription, the seven-point prescription, and the nine-point prescription. The are spanned by the variation of scales are represented by the gray shapes. The origin of coordinates corresponds to the central scale.
Figure 4 The relative parton luminosities as a function of the invariant mass $m_{X}$ and the rapidity $y$ for various channels, namely $g g$ (top), $g q$ (middle), and $u \bar{d}$ (bottom). The results are shown the the two families of NNPDF sets: NNPDF3.1 (left) and NNPDF4.0 (right). The colour-bars on the right represent the relative uncertainty in terms of percentage. Plots are taken from Ref. [4].32

Figure $5 \quad$ Phase space available for the production of a final-state system F with an invariant mass $M$ in the three kinematic limits: threshold, collinear, and high energy. The hadronic variable $\tau$ is defined in terms of the center-of-mass energy $\sqrt{s}$ and the scale $Q$ defined according to the conventions in Sec. (1.1.1).
Figure 6 A possible path in complex Mellin space that can be chosen to evaluate the inverse Mellin transform. The branch cut related to the Landau pole is plotted in orange while the path of the Minimal prescription is plotted in blue. $N_{0}$ is the parameter of the integration. The path comes at some angle $\phi$ from negative complex infinity, crosses the real axis at $N_{0}$, and goes to positive complex infinity at a symmetric angle.

Figure $7 \quad$ Comparison of the baseline set NNPDF3.1 with its expansion on the basis of the Chebyshev polynomials for the gluon and quark $(s, d, \bar{d})$ flavours at $Q^{2}=1.65 \mathrm{GeV}$. The solid blue line represent the central value of the baseline PDF with the blue band representing its standard deviation $1 \sigma$-error. The dashed dark line represent the Chebyshev approximation. The lower panels shows the absolute difference, $\left(x f_{\text {cheb }}-x f\right) / x f$, between the two central values.

Figure 8 The integral contour $H$ that encloses the branch cut (plotted in red) and the pole at the origin $\xi=0$. The contour is usually taken to be a circle, here centered at $\xi_{0}=w / 2$ and with radius $R=\xi_{0}+1 / 2$. In practice, we noticed that the numerical integration converge faster if instead of a circle one considers an ellipse where the major axis is chosen to be along the real axis.

Figure 9 Ratio between the terms appearing in the expansion of the resummed expressions (standard and improved transverse momentum resummations) and the fixed-order results. The plot on the left shows the ratio between the first order term in the expansion and the LO predictions, while the plot on the right shows the ratio between the second order term in the expansion and the second order term appearing in the fixed order computations. The plots were produced with a center-of-mass energy $\sqrt{s}=13 \mathrm{TeV}$ with a Higgs mass $m_{H}=125 \mathrm{GeV}$.

Figure 10 Comparison of the Borel and Minimal Prescription for the transverse momentum distribution of the Higgs (left) and $Z$ boson (right). The dashed lines represent the results of taking the large- $\hat{b}$ limit of the soft-improved transverse momentum resummation and using the Borel method to perform the inverse Fourier transform. The solid lines represent the results from the standard resummation formalism. The renormalization $\left(\mu_{R}\right)$ and factorization $\left(\mu_{F}\right)$ scales are set equal to the Higgs $\left(m_{H}\right)$ and $Z$ boson mass $\left(m_{Z}\right)$ in the case of Higgs and $Z$ boson production respectively. The lower panel shows the ration between the two prescriptions.

Figure 11 Normalized hadronic cross sections for different values of the cutoff C. The results are shown for different logarithmic accuracies, LL (top left), NLL (top right), and NNLL (bottom). The upper panels show the absolute values while the lower panel show the relative difference between the numerical errors for each value of the cutoff and the result for the reference value $C_{2},\left(d \sigma\left(C_{i}\right)-d \sigma\left(C_{2}\right)\right) / d \sigma\left(C_{2}\right)$ for $i=2,3,4,6,10$. We emphasize that the contour integration is exactly the same for all the different values of the cutoff. In the subsequent analyses, we use as default the cutoff value $C=2$.

Figure $12 \quad$ Higgs transverse momentum spectra from gluon fusion at $\sqrt{s}=$ 13 TeV for the two types of resummation formalisms, namely the standard CFG (left) and the soft-improved transverse momentum resummation (right). The top panels show the pure resummed results at various logarithmic accuracies along with the NLO fixedorder result. The lower panels show the ratio of the various predictions w.r.t to the NNLL. The central scale is set to $m_{H}$. The uncertainty bands are computed using the seven-point scale varia-


Figure $13 \quad$ Higgs transverse momentum spectra from gluon fusion at $\sqrt{s}=$ 13 TeV for the two types of resummation formalisms, namely the standard CFG (left) and the soft-improved transverse momentum resummation (right), when matched to fixed-order predictions. The top panels show the matched results at various logarithmic accuracies (NLO+LO and NNLL+NLO) along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL+NLO result. The central scale is set to $m_{H}$. The uncertainty bands are computed using the seven-point scale


Figure 14 Transverse momentum spectra of the $Z$ boson production at Tevatron run II with $\sqrt{s}=1.96 \mathrm{TeV}$ for the two types of resummation formalisms, namely the standard CFG (left) and the soft-improved transverse momentum resummation (right). The top panels show the pure resummed results at various logarithmic accuracies along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL. The central scale is set to $m_{Z}$. The uncertainty bands are computed using the seven-point scale variation method, and in all cases, the resummation scale is fixed to $Q=m_{Z}$

Figure 15 Transverse momentum spectra of the $Z$ boson production at Tevatron run II with $\sqrt{s}=1.96 \mathrm{TeV}$ for the two types of resummation formalisms, namely the standard CFG (left) and the soft-improved transverse momentum resummation (right), when matched to fixed-order predictions. The top panels show the matched results at various logarithmic accuracies (NLO+LO and NNLL+NLO) along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL+NLO result. The central scale is set to $m_{Z}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases, $Q=m_{Z} . . . . . . . . . .106$

Figure $16 \quad$ Higgs transverse momentum spectra from gluon fusion at $\sqrt{s}=13 \mathrm{TeV}$ for the combined resummation formalisms. The pure resummed results are shown on the left when the results matched to fixedorder calculations are shown on the right. The top panels show the absolute results for the various logarithmic orders along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL (+NLO) result. The central scale is set to $m_{H}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases, the resummation scale is set to $Q=m_{H}$.

Figure 17 Transverse momentum spectra of the $Z$ boson production at Tevatron run II with $\sqrt{s}=1.96 \mathrm{TeV}$ for the combined resummation formalisms. The pure resummed results are shown on the left when the results matched to fixed-order calculations are shown on the right. The top panels show the absolute results for the various logarithmic orders along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL (+NLO) result. The central scale is set to $m_{Z}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases,


Figure 18 Contribution of the various (sub) channels $(g g, g q, q \bar{q})$ to the full hadronic cross section at the center of mass energy $\sqrt{s}=13 \mathrm{GeV}$. The full hadronic result (blue) is also for reference. The results are shown for both the LO (left) and NLO (right). The upper panels show the absolute results while the lower panels show the ratio between the various channels and the full hadronic result. the uncertainty bands are computed using the seven-point scale variation method depicted in Fig. 3. In all cases the mass of the Higgs is set to $m_{H}=125 \mathrm{GeV}$.

Figure 19 Contribution of the various partonic (sub) channels $(g g, g q, q \bar{q})$ to the partonic cross section in Mellin space. The results are shown for the Higgs boson production at the LHC with $\sqrt{s}=13 \mathrm{TeV}$ for different values of the transverse momentum, namely $p_{T}=5 \mathrm{GeV}$ (top) and $p_{T}=150 \mathrm{GeV}$ (bottom). The results have been computed at the central scale, i.e. the normalization, factorization, and resummation scales have been set to the Higgs boson mass

Figure 20 Second-order contributions of the Higgs transverse momentum distribution at the LHC with $\sqrt{s}=13 \mathrm{TeV}$. The coefficient includes the strong coupling and the Born level cross section. The fixedorder result is compared to the two different types of soft approximations given in Eq. (3.4.4) and Eq. (3.4.7). The results are shown for different values of the transverse momentum, namely $p_{T}=5,10,90,250 \mathrm{GeV}$. The results have been computed at the central scale, i.e. $m_{H}^{2}=\mu_{F}^{2}=\mu_{R}^{2}$.115

Figure 21 Second-order contributions of the Higgs transverse momentum distribution at the LHC with $\sqrt{s}=13 \mathrm{TeV}$. The coefficient includes the strong coupling and the Born level cross section. The fixedorder result is compared to the high-energy approximation given in Eq. (3.4.12) and considering only the second-order terms. The results are shown for different values of the transverse momentum, namely $p_{T}=5,10,90,250 \mathrm{GeV}$. The results have been computed at the central scale.
Figure 22 Comparison of the second order coefficient of the Higgs transverse momentum distribution (blue) to the various approximations resulting from the expansion of the threshold (orange), high-energy (green), and combined threshold and high-energy resummations (red). The Higgs boson is produced via gluon fusion from a collision of protons at $\sqrt{s}=13 \mathrm{GeV}$. The top panels show the absolute results while the bottom panels show the ratio of the various predictions to the the exact NLO. The results are shown for different values of the transverse momentum, namely $p_{T}=5,10,90,250 \mathrm{GeV} .118$
Figure 23 Same as Fig. 22 but zoomed in the small-N region. . . . . . . . . . . 119
Figure 24 Approximate NNLO Higgs transverse momentum distribution for the $g g$-channel by combining threshold and high energy resummations. The NNLO prediction is represented by the red curve. For comparison, the LO (blue) and NLO (green) are also shown. The top panel represents the absolute results while the bottom panel represents the relative difference between the various predictions and the NNLO. As usual, the uncertainty bands are computed using the seven-point scale variation. In all the plots, the resummation scale $Q$ is set to the Higgs mass $m_{H}$.
Figure 25 An example of a multilayer perceptron model. The right network represents how the input data are fed to the perceptrons, traverse through one single hidden layer and results into a prediction $\vec{Y}$. The left network describes how a perceptron is activated with an input vector $\vec{X}$, weights $\vec{w}$, bias $w_{0}$, and an activation function $f \ldots 133$
Figure $26 \quad$ Given a complicated distribution $\mathcal{X}$, a deep generative model $G_{\theta}$ is trained to map samples from a simple distribution $\mathcal{Z}$ defined over $\mathbb{R}^{m}$ to a more complicated distribution $G_{\theta}(\mathcal{Z})$ that is similar to $\mathcal{X}$ defined over $\mathbb{R}^{n}$. If the deep generative model is inverible as is the case for Invertible Neural Networks (INNs) such as Normalizing Flows, an inverse mapping is also possible. Notice that this is not the case for generative adversarial models.137

Figure $27 \quad \begin{aligned} & \text { Diagrammatic structure of a generative adversarial neural network. } \\ & \text { Both neural networks are represented in terms of deep convolu- } \\ & \text { tional neural networks (DCNNs). The discriminator is expressed } \\ & \text { by } D_{\phi} \text { while the generator is expressed by } G_{\theta} \text {. Both the true in- } \\ & \text { put data and the generated samples are fed into the discriminator } \\ & \text { which evaluates whether or not the generated samples are similar } \\ & \text { to the true data. . . . . . . . . . . . . . . . . . . . . . . . . . . . } 140\end{aligned}$

Figure 28 Flowchart describing the methodology for the compression of Monte Carlo PDF replicas. It takes as input a prior PDF set constructed as a grid in $\left(N_{R}, n_{f}, x\right)$-space and additional parameters such as the size of the compressed set and the choice of minimization algorithm. The output is a Monte Carlo replicas with a reduced size that follows the LHAPDF [5] grid format.

Figure 29 Speed benchmark comparing the old and new compression codes using the GA as the minimizer. The prior set is a NNPDF3.1 set with $N_{p}=1000$ replicas. On the $y$-axis is shown the time (in minutes) that it takes to perform a compression while the $x$-axis represents the various size of compressed sets. For the purpose of these benchmarks, the parameters entering the Genetic Algorithm (GA) are chosen to be exactly the same across both implementations.150

Figure 30 Illustration of non-convergence (left) and mode collapse (right) when generating Monte Carlo PDF replica. Here, we show the PDF for the $\bar{d}$-quark. The priors are represented by the green curves while the synthetic replicas are represented by the orange curves. The two plots we generated using the vanilla implementation of the generative neural network.152

Figure 31 Flowchart describing the GANPDFS framework. The discriminator receives as input the prior PDF set computed as a grid in ( $N_{p}, n_{f}, x_{\text {LHA }}$ )-points while the generator receives as input the latent variable constructed as Gaussian noise of linear combination of the prior set. In addition to the real sample, the output of the generator also goes through the discriminator. The simoultaneous training of both neural networks goes on until a certain number of epochs is reached. The final output is an enhanced PDF following the LHAPDF grid format.155

Figure 32 Flowchart describing the combined GANPDFs-PYCOMPRESSOR framework. The workflow starts with the computation of the prior MC PDF as a grid of ( $\left.N_{p}, n_{f}, x_{\text {LHA }}\right)$. If GAN-enhanced is required, the prior replicas are supplemented with synthetic replicas. If not, the compression follows the standard methodology. The output is always a compressed set containing smaller numbers of replicas.157

Figure 33 Graphical representation of an hyperparameter scan for a few selected parameters. The results were produced with a certain number of trial searches using the TPE algorithm. On the $y$-axis is represented the different values of the FID while the various hyperparameters are represented on the $x$-axis. The violin plots represent the behaviour of the training for a given hyperparameter and violins with denser tails are considered better choices due to their stability.158

Figure 34 Histograms representing the number of disjoint replicas that are present in the GAN-enhanced compressed set but not in the standard. That is, the green histograms are constructed by counting the number of replicas from the GAN-enhanced compression that are not seen after the standard compression. Out of these numbers, the green histograms represent the number of replicas that are coming from the synthetic replicas. The results are shown as a function of the size of the compressed set.

Figure 35 Comparison of the PDF central values resulting from the compression using the GAN-enhanced methodology for different values of $N_{c}=50,70,100$ and different PDF flavours ( $g, s, d, u, \bar{d}$ ). Results are normalized to the central value of the prior set. The $68 \%$ confidence interval is represented by the green hatched band whole the 1 -sigma band is represented by the dashed green lines. The PDFs are computed at $Q=1.65 \mathrm{GeV}$. Plots produced using RE-portEngine-based ValidPhys [6] suite.

Figure 36 Comparison of the PDF luminosities between the prior and the GAN-enhanced compressed sets at LHC with $\sqrt{s}=13 \mathrm{TeV}$. The results are shown for different sizes of compressed sets, namely ( $N_{c}=50,70,100$ ) and for different PDF luminosities ( $g-g, d-\bar{u}$, and $d-\bar{u})$. The hatched error bands and the region envelopped with the dashed lines represent the $68 \%$ confidence level and 1 -sigma deviation respectively. Plots produced using ReportEngine-based VALIDPHYs [6].162

Figure 37 Comparison of the best ERF values for the compression of a Monte Carlo PDF set with $N_{p}=1000$ replicas for various sizes of the compressed sets. For each compressed set, we show the contribution of the statistical estimators (see Sec. (5.1)) that contribute to the total error function using the standard compression (green) and the GAN-enhanced compression (orange) methodology. Notice that the ERFs on the plot are non-normalized. For illustration purposes, the mean (purple) and median (light blue) resulting from the average of $N_{R}=1000$ random selections are shown. The resulting confidence intervals from the random selections are represented by the blue ( $50 \%$ ), green ( $68 \%$ ), and red ( $90 \%$ ) error bars. . . . . . . . 164

Figure 38 Comparison of the performance of the new generative-based compression algorithm (GANPDFs) and the previous methodology (standard). The normalized ERF values of the standard compression are plotted as a function of the size $N_{c}$ of the compressed set (solid black line). The dashed blue, orange, and green lines represent $N_{c}=70,90,100$ respectively. The solid lines represent the corresponding ERF values of the enhanced compression.165

Figure 39 Comparison of the correlations between various pairs of flavours. The results are shown for different size of the compressed sets, namely $N_{c}=50,100$. The energy scale $Q$ has been chosen to be $Q=100 \mathrm{GeV}$. The correlation extracted from the results of the GAN-compressor (orange) is compared to the results from the standard compressor (green). For a comparison, the results from the random selection are also shown in purple. Plots produced using ReportEngine-based ValidPhys [6].
Figure 40 Difference between the correlation matrices of the prior and the compressed set resulting from the standard (first row) or enhanced (second row) compression. The correlation matrices are shown for different sizes of the compressed set.167

Figure 41 Integrated LHC cross sections at $\sqrt{s}=13 \mathrm{TeV}$ for $W$ production (1st row), Z production (2nd row), top pair production (3rd row), and Higgs via VBF (4th row). The left column compares the prior with the $N_{c}=50$ compressed sets while the right column compares the prior with the $N_{c}=70$ compressed sets. Plots produced using PineAPPL [7] scripts.
Figure 42 Differential distributions in rapidity $\eta_{X}$ (where $X=W, Z$ ) during the production of a $W$ (top) and $Z$ bosons (bottom). The heading in each plot represents the decay mode of the corresponding weak boson. As previously, the results are shown for $N_{c}=50$ (left) and $N_{c}=70$ (right). The top panels show the absolute PDFs with the seven-point scale variation uncertainties, the middle panel show the relative uncertainties for all PDF sets, and the bottom panels show the pull defined in Eq. (5.4.2) between the prior and the compressed sets generated using the standard (red) and GANenhanced approach (orange). Plots produced using PineAPPL [7] scripts.
Figure 43 Same as Fig. 42 but for top-quark pair production (top) and Higgs boson production via VBF (bottom). Similar as before, the results are shown for $N_{c}=50$ (left) and $N_{c}=70$ (right)Plots produced using PineAPPL [7] scripts.
Figure 44 The KL distance as expressed in Eq. (5.4.3) between the prior Monte Carlo PDF replicas and the compressed sets resulting from the standard (green) and GAN-enhanced (orange) approach. For reference, the KL distance between the prior and its Hessian representation with $N=50$ eigenvectors (blue) is also shown. For each class of observables, the various production modes are detailed in Table 4. . 176
Figure $45 \quad$ Same as Fig. 44 but for compressed sets with $N_{c}=70$ replicas. . . . . 177
Figure $46 \quad$ Positivity constraints for the prior (green) and synthetic (orange) Monte Carlo PDF replicas. The constraints correspond to the positivity of a few selected observables from Eq. (14) of Ref. [8], namely $F_{2}^{u}\left(x, Q^{2}\right), F_{2}^{d}\left(x, Q^{2}\right), d \sigma_{d \bar{d}}^{2} / d M^{2} d y\left(x_{1}, x_{2}, Q^{2}\right)$, and $d \sigma_{u \bar{u}}^{2} / d M^{2} d y\left(x_{1}, x_{2}, Q^{2}\right) .178$

Figure 47 Comparison of the real and synthetic fits for various statistical estimators. The histograms are constructed by computing the distance between the two subsets of real replicas $\mathrm{S}_{1}-\mathrm{S}_{2}$ (green) and the distance between the synthetic replicas and one of the original subsets $\mathrm{S}_{1}-\mathrm{S}_{3}$ (orange). The error bars are computed by performing the delete-1 Jackknife (left) and the bootstrap (right). In the bootstrap resampling, the results have been evaluated by performing $N_{B}=100.181$
Figure 48 Same as Fig. 37 but using as a prior a Monte Carlo PDF set generated using the NNPDF4.0 methodology.
Figure 49 Same as Fig. 40 but using as a prior a Monte Carlo PDF set generated using the NNPDF4.0 methodology.
Figure $50 \quad$ The left plot compares the performance of the generative-based compression algorithm and the standard approach. The plot on the right represents the number of disjoint replicas that are present in the GAN-enhanced set but not in the standard. These plots are resepectively similar to Fig. 38 and Fig. 34 with the difference that the prior was generated using the NNPDF4.0 methodology. . . . . 184
Figure $51 \quad$ Measure of the degree of Gaussianity for all the differential distributions listed in Table 4. The $x$-axis represents the shifts between the central value and the median as represented in Eq. (5.6.1) while the $y$-axis represents the shift between the standard deviation and the $68 \%$ interval as represented in Eq. (5.6.1). The color map represents the KL divergence between the priors (NNPDF3.1 top and NNPDF4.0 below) and their respective Gaussian approximations. 185
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INTRODUCTION

## QCD at high energies

It is now an accepted fact that most of the visible matter in the universe is composed of hadrons. Hadrons, with the examples of protons and neutrons, are bound states of quarks and gluons. The interaction between these elementary constituents-quarks and gluons (collectively known as partons)-are dictated by the strong nuclear force whose mathematical description is formulated in a quantum field theory known as Quantum Chromodynamics (or QCD in short). In this picture, partons carry colour charges that transform under the (anti-) fundamental and adjoint representation of the group $\operatorname{SU}(3)$, but which at the level of hadrons lead to a neutral colour combination. QCD, in turns, constitutes a part of a larger theory called Standard Model (SM) which provides a theoretical framework to the description of all known interactions (electromagnetic, weak and strong interactions) except gravity.

One of the defining features of QCD is that as the energy grows, the elementary interactions taking place in a collision of hadrons occur at distances much smaller than the confinement scale, allowing for their descriptions to be formulated in terms of quasi-free quarks and gluons. In this respect, theoretical predictions of hard scatterings are calculated using perturbative QCD (or pQCD). In pQCD, the observable of interest is expanded as a power series in the QCD strong coupling $\alpha_{s}$. In the case where the strong coupling is small compared to other scales involved in the process, truncating the perturbative series at some finite power of $\alpha_{s}$ is an accurate approximation to the full calculation. This is crucial since the exact computation of physical observables is not feasible within the realm of QCD. To the present day, several observables that are of interests to hadron colliders such as LHC have been computed to very high accuracy in perturbation theory both at the integrated [9-21] and differential [22-33] levels. Whilst pushing the frontier of currently known perturbative orders seems to be a gigantic task, it is natural to extract as much information as possible concerning the unknown orders from known orders. Hereinafter, we refer to this as the estimation of the missing higher-order uncertainties.

However, in order to compute measurable observables that can be compared to experimental measurements, the results from perturbative calculations have to be supplemented with the knowledge of the momentum distributions of the partons inside the colliding hadrons. Such information are encapsulated in what is known as Parton Distribution Functions (PDFs). This suggests that in order to perform precision calculations for hadroninitiated processes (henceforth referred to as hadroproduction), an accurate knowledge of the PDFs is crucial. As a matter of fact, not only PDFs are vital to high-precision physics at LHC, but as will be briefly discussed later, they are essential tools to interpret experimental measurements for a variety of hard processes in light of the quest for new physics (beyond the Standard Model or BSM). Since they contain information on long-distance interactions, parton distributions are non-perturbative objects, and hence they cannot be computed from first principle. Instead, they have to be determined through a fitting procedure in which theoretical predictions are compared to experimental measurements.

The problem of accurately determining PDFs has seen considerable advancements in the past decades. There exists thus far various PDF fitting groups [34-74] that implement different methodology and provide different estimation of the PDF errors. Remarkably, despite the fact the resulting PDFs may differ, they agree within a reasonable uncertainty. Roughly speaking, the underpinning idea behind a PDF determination consists in learning from experimental data a set of functions. That is, a parton density function is modelled in terms of a function whose parameters are adjusted during the fit to yield matching theoretical predictions. Such a function, for instance, can be defined in terms of a suitable polynomials whose functional form is chosen based on physical arguments such as Regge theory [75], Brodsky-Farrar quark counting rules [76], et cetera. This approach is used by all the PDF fitting groups mentioned previously except the NNPDF. The NNPDF collaboration takes a different approach by modelling the parton density functions in terms of neural networks. This approach turns out to be very robust as it removes the bias introduced in the choice of a particular functional form to fit the PDFs. Very recently [4,77], thanks to the adoption of state-of-the-art machine learning methodologies and the inclusion of new datasets, the NNPDF collaboration claims to reach-in a wide range of kinematic regions-one-percent relative uncertainties. This is a milestone toward reaching the objective of having smaller PDF errors, which so far represented one of the dominant sources of uncertainties in LHC processes such as the Higgs boson production. However, in order to consistently produce PDFs accurate at a percent-level, theoretical uncertainties [52, 53] (especially those arising from missing higher-orders) have to be taken into account. Hopefully, with the current NNPDF4.0 methodology [77] and evolution codes such as ЕкО [78] and YADISM [79], this will become possible in the very near future.

Returning back to the short-distance interactions, perturbative computations suffer from two main pathologies: first the appearance of large logarithmic enhanced terms in a multiscale process even if the observable in question is Infrared and Collinear (IRC) safe, second the non-existence of a robust and reliable method to estimate missing higher-order uncertainties. In the former, the smallness of the QCD coupling $\alpha_{s}$ is compensated by the largeness of $\ln \mu^{2}$ (where $\mu$ denotes an arbitrary ratio of scales) such that $\alpha_{s} \ln \mu^{2} \sim \mathcal{O}(1)$. In such a scenario, the convergence of the perturbative series is spoiled and any truncation at a given power of $\alpha_{s}$ is meaningless. These types of logarithmic divergences are cured by performing an all-order computation through a procedure known as resummation. Generally, different resummation techniques are required for different classes of large logarithms. For instance, logarithmic enhancements arising when the invariant mass of the final-state system approaches the kinematic threshold are resummed in threshold resummation.

The issue related to finding an efficient method to estimate theoretical uncertainties associated with missing higher-order corrections is still arguably an open question. Currently, the most standard way to evaluate such uncertainties is by varying the unphysical scales involved in the process according to a scale variation prescription. This approach, however, has a number of caveats. Various approaches have recently emerged [80-82] in order to address the shortcomings related to the scale variation method. However, most of these approaches are only applicable to particular types of processes and observables.

All of this said, in order to push forward precision and discovery physics at the LHC, the three pillars of QCD-namely the fixed-order calculations, resummations, and PDFsneed to be determined at the highest accuracy possible. While significant efforts have been underway at the PDF level to achieve this objective, much works remain both in
terms of fixed-order computations (especially with regards to the estimation of missing higher-order uncertainties), and resummations. The present thesis attempts to fill the tiny gaps in those areas by combining theoretical computations and machine learning.

## Structure of the thesis

In Chapter 1, we first establishes background notations and definitions on which the theoretical part of the present thesis is based upon. In particular, we review how theoretical predictions in QCD are computed. Specifically, we briefly review how matrix elements factorize in the collinear and soft limits and re-derive the expression of the splitting functions using non-classical approach such as spinor helicity formalism and MHV techniques. This is followed by a description of the underlying ideas behind a PDF determination. We then conclude the introductory part by commenting on the estimation of missing higher-order uncertainties in fixed-order computations and the road toward one-percent accuracy.

In Chapter 2, we detail how the large logarithmic contributions appearing in perturbative computations due to kinematic enhancements are cured using resummation techniques in the context of transverse momentum distributions. Specifically, we focus on the resummations of contributions that are enhanced at the partonic threshold and at small transverse momentum. We then provide detailed derivations on how subclasses of the threshold logarithms can be consistently incorporated into the transverse momentum resummation. In doing so, we extensively study the relation between the soft and collinear logarithms which drive the transverse momentum distribution.

In Chapter 3, we perform extensive phenomenological studies in which the soft-improved standard transverse momentum resummation is compared with the standard transverse momentum resummation in the context of Higgs boson production at the LHC and Zboson production via Drell-Yan (DY) mechanism. This eventually requires us to construct prescriptions to perform the inverse Fourier and Mellin transforms in which the resummations are derived. Then, by studying the singularity structure of the resummed expressions (specifically threshold and high energy resummations), we try to construct an approximation to the NNLO transverse momentum distribution of the Higgs boson produced via gluon fusion in the HEFT approximation.

In Chapter 4, we introduce machine learning concepts that are relevant for the treatment of Monte Carlo PDF sets. For the sake of pedagogical clarity, we purposefully give a brief review of deep learning and analyse, through explicit illustrations the mechanism behind the training of a deep neural network. We then describe how deep learning can be used to model posterior probability distributions. In particular, we concentrate our attention to a specific deep generative model known as Generative Adversarial Network (or GANs in short). To conclude the chapter, we give a brief survey of how GANs have been applied so far to tackle problems in high energy physics.

In Chapter 5, we apply the concept of GANs to the problem of compressing Monte Carlo PDF sets. The need for a PDF compression can be stated as follows: the main published PDFs are typically based on a $N_{R}=1000$ replicas fit, however, having to deal with such a large set of replicas is not ideal when performing Monte Carlo simulations, for example. For this reason, it is therefore advantageous to construct a set of replicas with smaller sizes
while maintaining the same underlying probability distribution as the prior. The role of the GAN is then to further enhance the statistics of a given PDF set by generating synthetic replicas before a compression is performed. This, as will be discussed further, results in a compression methodology that is able to provide a compressed set with smaller number of replicas and a more adequate representation of the original probability distribution. Before closing the chapter, we investigate the possibility of using the GANs to tackle finite size effects in PDFs.

Finally, we conclude by first summarizing the main guiding ideas and results presented in the present thesis. In particular, we highlight the relevance of resummation in perturbative computations and the possibility of combining different categories of resummation to construct approximate predictions for yet unknown higher-order contributions.

Part I
PROLOGUE

## I

## PARTON DISTRIBUTION FUNCTIONS AT COLLIDER PHYSICS

In the following chapter, we set the stage to the research topics studied in the present thesis. In particular, we highlight the role the QCD factorization theorem plays in perturbative calculations in order to separate short-distance interactions from long-distance ones. The concept of Mellin transforms is then introduced in the context of transverse momentum observables, which turns out to be crucial for all-order computations. As very well known in PQCD, scattering amplitudes factorize in presence of radiative (soft and / or collinear) emissions. These properties are reviewed in Sec. (1.1.1) using the spinor helicity formalism and Maximally Helicity Violating (MHV) techniques. Such computations eventually lead to the introduction of splitting functions that govern the DGLAP equations. We then explicitly show how the solutions to the DGLAP equations are computed. Such a derivation is relevant in the context of soft-improved transverse momentum resummation (discussed in Sec. (2.4)) where the PDF evolutions need to be treated in a particular way. While the $\mu^{2}$-dependence of the PDFs is predicted at all values by the DGLAP equations, the $x$-dependence must be derived through a fit to the experimental data. Details on such determinations are briefly described in Sec. (1.1.3). To conclude the chapter, we discuss the main missing pieces in terms of PDF determination and perturbative computations toward achieving a one-percent accuracy.

### 1.1 Structure of QCD predictions

### 1.1.1 Perturbative computations

At hadron colliders such as LHC, the colliding particles are bound configurations of quarks and gluons. As mentioned in the introduction, these bound states are held together by the strong nuclear force whose mathematical descriptions are described by the Quantum Chromodynamics (or QCD in short). A proton, for example, can be thought as a bound state of one down quark $(d)$ and two up quarks $(u)^{1}$. At high-energies (greater than $\Lambda_{\mathrm{QCD}} \sim 200 \mathrm{MeV}$ ) where hadrons behave as bunches of quasi-free partons (phenomenon known as Asymptotic Freedom), QCD effects modify the effective composition of the protons where they also contain gluons, and quarks \& antiquarks of all flavours. In the parton model, interactions of hadrons taking place at such energy can be described through the interactions of partons via the QCD factorization theorem.
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## Hadron collisions $\mathcal{E}$ QCD factorization theorem

Physical processes (specifically hadroproduction) typically studied at hadron colliders take place at very high energies ${ }^{2}$ allowing for the separation of the long-distance physics and the short-distance ones. The assumption of the parton model states that physical observables can be computed in terms of perturbative objects such as partonic cross sections. Thus, for a collision of two hadrons $h_{1}$ and $h_{2}$ leading to the creation of a final-state system F, an observable $\mathcal{O}$ (typically cross section) can be factorized as follows

$$
\begin{equation*}
\mathcal{O}=\sum_{a, b} f_{a / 1}(\mu) \otimes f_{b / 2}(\mu) \otimes \mathcal{O}_{a b}(\mu) \tag{1.1.1}
\end{equation*}
$$

where the sum takes into account all the possible sub-partonic channels and $\otimes$ denotes the convolution. The function $f_{a / h}$ represents the Parton Distribution Function (PDF) and describes the fraction of momentum carried out by a parton $a$ from a hadron $h$. The partonic version of the physical observable is represented by $\mathcal{O}$. The scale $\mu$-conventionally known as factorization scale-separates soft (long-distance) and hard (short-distance) physics. As physical quantities should not depend on the scale $\mu$, Eq. (1.1.1) suggests that the scale dependence must cancel when the perturbative part is convoluted with the PDFs. However, in perturbative computations, only a few orders in the strong coupling are included in $\hat{\mathcal{O}}$, leaving the scale dependence present. Based on renormalization group invariance, such a scale dependence is, however, expected to decrease as the perturbative order increases. As a result, the residual scale dependence $\mu$ is typically used to estimate the size of the next unknown contribution in the perturbative expansion.

The PDFs, as opposed to the hard scattering part, are process-agnostic. They cannot be computed using perturbative QCD and therefore needs to be extracted from experimental data using some fitting procedure. In order for the PDFs to have a probabilistic interpretation, they need to satisfy a set of constraints known as sum rules. In other words, PDFs are constrained such that integrating a parton PDF over all the momentum fraction $x$ must yield the number of valence partons present in the hadron. For instance, a proton must be composed of one valence down quark and two valence up quarks. In addition, for the remaining quark flavours ( $\ell=s, c, b, t$ ), the valence must be equal to zero as these quarkantiquark pairs fluctuate in and out of existence within the proton. These constraints can be mathematically written as

$$
\begin{equation*}
\int_{0}^{1} d x\left(f_{\ell}(x)-f_{\bar{\ell}}(x)\right)=0, \int_{0}^{1} d x\left(f_{d}(x)-f_{\bar{d}}(x)\right)=1, \int_{0}^{1} d x\left(f_{u}(x)-f_{\bar{u}}(x)\right)=2 \tag{1.1.2}
\end{equation*}
$$

Since there is no number conservation law for gluons, gluons are only constrained by momentum conservation, i.e. satisfy $\sum_{i} \int x f_{i}(x)=1$ where $i$ sums over the gluon and all quark \& antiquark flavours.

The factorization formula given in Eq. (1.1.1) thus far has only been rigorously proven for sufficiently inclusive observable such as Deep Inelastic Scatterings (DIS) and its validity for more exclusive observables remain to be proved (especially at higher perturbative order). That is, for most of the physical observables that are of interests to LHC phenomenology,

[^1]such as differential distributions, the factorization theorem is simply assumed to hold true. In addition, Eq. (1.1.1) is only valid up to power corrections $\mathcal{O}\left(\Lambda_{\mathrm{QCD}} / Q\right)$ therefore neglecting hadronization corrections and higher-twist contributions which at the energy considered in this thesis are negligible.

Let us make a final comment on the partonic component of Eq. (1.1.1). As mentioned before, the hard parton scattering $\mathcal{O}$ can be computed using perturbative approach. In the presence of collinear emission in either the initial or final sate, it exhibits collinear divergences. Such divergences can be factorized out from the hard scattering as

$$
\begin{equation*}
\mathcal{O}_{a b}(\mu)=\sum_{i, j} \mathcal{C}_{i / a}(\mu) \otimes \mathcal{C}_{j / b}(\mu) \otimes \mathcal{O}_{i j} \tag{1.1.3}
\end{equation*}
$$

where $\mathcal{C}_{i / a}$ are referred to as collinear counter-terms describing the singular part of the parton-in-parton distribution due to higher order corrections to the parton $a$. In the case where the observable we are considering is both Infrared and Collinear Safe (IRC safe), the functions $\mathcal{C}_{i / a}$ and $\mathcal{O}_{i j}$ are well defined (finite) perturbative functions. Details on this subject are explored in the subsequent sections.

## Notations \& Definitions for transverse momentum distributions

Consider the collision of two protons $p_{1}+p_{2} \longrightarrow \mathrm{~F}+X$ in which a colour singlet object F is produced with an invariant mass $M$ and transverse momentum $p_{T}$. We can define a scaling variable $\tau$ as follows

$$
\begin{equation*}
\tau=\frac{\left(E_{T}+p_{T}\right)^{2}}{s} \tag{1.1.4}
\end{equation*}
$$

where $s=\left(p_{1}+p_{2}\right)^{2}$ represent the hadronic center-of-mass energy squared. The analogue of $\tau$ and $s$ at the partonic level is given by

$$
\begin{equation*}
x=\frac{\left(E_{T}+p_{T}\right)^{2}}{\hat{s}} \quad \text { where } \quad E_{T}=\sqrt{M^{2}+p_{T}^{2}} \text { and } \hat{s}=x_{1} x_{2} s \tag{1.1.5}
\end{equation*}
$$

with $x_{1}$ and $x_{2}$ representing the momentum fractions. By introducing a new variable $Q=E_{T}+p_{T}$, the hadronic and partonic scaling variables become $\tau=Q^{2} / s$ and $x=Q^{2} / \hat{s}$ respectively. Here, $Q$ is the threshold energy, i.e. the minimum energy needed to produce the final state system $F$ with an invariant mass $M$. This ensures that $0 \leq \tau \leq 1$. Using the factorization formula given in Eq. (1.1.1), the hadronic cross section for the transverse momentum distribution can be written as

$$
\begin{equation*}
\frac{1}{\tau} \frac{d \sigma}{d \xi_{p}}\left(\tau, \frac{M^{2}}{Q^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)=\sum_{a, b} \int \frac{d x}{x} \mathcal{L}_{a b}\left(\frac{\tau}{x}, \mu_{F}^{2}\right) \frac{1}{x} \frac{d \hat{\sigma}_{a b}}{d \xi_{p}}\left(x, \frac{M^{2}}{Q^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) \tag{1.1.6}
\end{equation*}
$$

where we have defined the dimensionless variable $\xi_{p}=p_{T}^{2} / M^{2}$. For brevity, we have omitted the explicit dependence on the strong coupling $\alpha_{s}$. It should always be kept in mind that $d \hat{\sigma}_{a b} / d \xi_{p}$ is a perturbative function admitting a series expansion in $\alpha_{s}$. The luminosity function $\mathcal{L}_{a b}$ is expressed in terms of the two parton densities as

$$
\begin{equation*}
\mathcal{L}_{a b}\left(z, \mu_{F}^{2}\right)=\int_{z}^{1} \frac{d y}{y} f_{a}(y) f_{b}\left(\frac{z}{y}\right) \tag{1.1.7}
\end{equation*}
$$

In the context of all-order computations, it is clear that Eq. (1.1.6) is not suitable due to the presence of convolution. However, it turns out that in Mellin space, the convolution becomes a normal product. The Mellin transform of Eq. (1.1.6) can be constructed by defining the following transformations

$$
\begin{align*}
& \frac{d \sigma}{d \xi_{p}}\left(N, \frac{M^{2}}{Q^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)=\int_{0}^{1} d \tau \tau^{N-1} \frac{d \sigma}{d \xi_{p}}\left(\tau, \frac{M^{2}}{M^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)  \tag{1.1.8}\\
& \frac{d \hat{\sigma}}{d \xi_{p}}\left(N, \frac{M^{2}}{Q^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{R}^{2}}\right)=\int_{0}^{1} d x x^{N-1} \frac{d \hat{\sigma}}{d \xi_{p}}\left(x, \frac{M^{2}}{Q^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) . \tag{1.1.9}
\end{align*}
$$

Using Eq. (1.1.8) and Eq. (1.1.9), it can be shown that Eq. (1.1.6) can be written as

$$
\begin{equation*}
\frac{d \sigma}{d \xi_{p}}\left(N, \frac{M^{2}}{Q^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)=\sum_{a, b} \mathcal{L}_{a b}\left(N+1, \mu_{F}^{2}\right) \frac{d \hat{\sigma}_{a b}}{d \xi_{p}}\left(N, \frac{M^{2}}{Q^{2}}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) . \tag{1.1.10}
\end{equation*}
$$

Notice that the cross sections and their Mellin transforms are denoted with the same symbol and only distinguished through their arguments. It is worth emphasizing that the Mellin transform of the hadronic cross section in Eq. (1.1.8) is taken w.r.t. the scaling variable $\tau$ while the Mellin transform of the hard partonic cross section in Eq. (1.1.9) is taken w.r.t. the partonic variable $x$.

## Matrix element factorization in the collinear limit

To see how matrix elements factorize in the collinear limit, let us consider a 2 to 3 process where two of the outgoing particles are collinear. In particular, let us consider a process in which a quark and an antiquark annihilates and produces three gluons ( $q \bar{q} \rightarrow g g g$ ), as depicted in Fig. 1. Using the spinor helicity formalism, each momentum involved in the process can be expressed in terms of a left and right-handed spinors $k_{a \dot{a}}=\lambda_{a} \tilde{\lambda}_{\dot{a}}$ (where $a$ and $\dot{a}$ are spinor indices running from 1 to 2 ). For real-valued momenta, the holomorphic and anti-holomorphic spinors ( $\lambda_{a}$ and $\tilde{\lambda}_{\dot{a}}$ respectively) are complex conjugate of each other, $\lambda_{a}^{\star}=\tilde{\lambda}_{\dot{a}}$. In such a representation, massless tree-level amplitudes are straightforwardly computed by considering all the momenta to be either incoming or outgoing in which the leading non-vanishing contribution is given by the Maximally Helicity Violating (MHV) amplitudes [83-86]. By virtue of the colour kinematic decomposition [87-91], the full amplitude for a given helicity configuration of a process involving three gluons and a quark-antiquark pair is given by

$$
\begin{equation*}
\mathcal{M}_{5}(p, 1,2,3, \bar{p})=g_{s}^{3} \sum_{\mathcal{P}_{3}}\left(T_{a_{1}} T_{a_{2}} T_{a_{3}}\right) \tilde{\mathcal{M}}_{5}(p, 1,2,3, \bar{p}) \tag{1.1.11}
\end{equation*}
$$

where $\mathcal{P}_{3}$ sums over the permutations of all three gluons, $g_{s}$ is the fine structure constant $\left(g_{s}^{2}=4 \pi \alpha_{s}\right), T_{a}$ are the generator matrices of $\operatorname{SU}(3)$, and $\tilde{\mathcal{M}}$ are called colour-ordered partial amplitudes which have all the colour factors removed. It is worth emphasizing that each partial amplitude corresponds to a particular colour flow, which naively can be thought as the ordering in which the gluons are emitted. Let us first consider an MHV configuration in which only the quark $p$ and gluon $k_{1}$ possess negative helicities. Using the Parke-Taylor


Figure 1 Sample of the squared amplitudes for the tree level diagrams that contribute to the five-point amplitude $q q \rightarrow g g g$. For both diagrams, the time runs from the bottom to the top. The dashed lines that divide the diagrams represent the Cutkosky cut [1-3]. The gluon that is emitted collinearly to the outgoing gluon $k_{1}$ is represented by the blue-coloured coiled lines. Similarly, the soft gluon that is emitted from the quark $p$ is labelled by the red-coloured coiled line. The internal unlabelled lines represent the outgoing gluon $k_{2}$ and the incoming anti-quark $q$.
formula [92] (see discussions in App. 1.C), the MHV colour-ordered amplitude for our five-point process is given by the following expression

$$
\begin{equation*}
\tilde{\mathcal{M}}_{5}\left(p^{-}, 1^{-}, 2^{+}, 3^{+}, \bar{p}^{+}\right)=\frac{\langle p 1\rangle^{3}\langle\bar{p} 1\rangle}{\langle p 1\rangle\langle 12\rangle\langle 23\rangle\langle 3 \bar{p}\rangle\langle\bar{p} p\rangle} \tag{1.1.12}
\end{equation*}
$$

where the angle brackets are defined in terms of the scalar product of two momenta as $2\left(k_{i} k_{j}\right)=\left(\varepsilon^{a b} \lambda_{a} \mu_{b}\right)\left(\varepsilon^{\dot{b}} \tilde{\lambda}_{\dot{\jmath}} \tilde{\mu}_{\dot{b}}\right)=\langle i j\rangle[i j]$. Therefore, the angle and square brackets representation of the spinors are defined as $\langle i j\rangle=\varepsilon^{a b} \lambda_{a} \mu_{b}$ and $[i j]=\varepsilon^{\dot{a}} \dot{\bar{j}} \tilde{\lambda}_{\dot{a}} \tilde{\mu}_{\dot{b}}$. Hereinafter, we drop the dependence on $p$ and $\bar{p}$ and only keep $\tilde{\mathcal{M}}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)$. Indeed, due to the parity of the partial amplitudes, the helicity of the quark-antiquark line is immaterial and one only has to take into account in the full amplitude configurations where the helicities of the gluons change.

In the limit where the two gluons $k_{2}$ and $k_{3}$ are collinear, the spinor products $\langle 23\rangle$ and [23] vanish. This can be used to simplify further the expression of the full amplitude since in this limit only terms that contain $\langle 23\rangle$ and/or [23] in the denominator contribute. That is, the partial amplitudes $\tilde{\mathcal{M}}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)$and $\tilde{\mathcal{M}}_{5}\left(2^{-}, 3^{+}, 1^{+}\right)$will contribute to the full amplitude while partial amplitudes with helicity configurations $\tilde{\mathcal{M}}_{5}\left(2^{-}, 1^{+}, 3^{+}\right)$and $\tilde{\mathcal{M}}_{5}\left(3^{-}, 1^{+}, 2^{+}\right)$will be suppressed. Introducing an intermediate momentum $q=\left(k_{2}+k_{3}\right)$, the collinearity condition implies that $k_{2}=x q$ and $k_{3}=(1-x) q$ where $x$ is the fraction of momentum carried out by the gluon $k_{2}$. Defining the momenta to be $q=\mu_{a} \tilde{\mu}_{\dot{a}}, k_{2}=\lambda_{a} \tilde{\lambda}_{a}$, and $k_{3}=\eta_{a} \tilde{\eta}_{\dot{a}}$, the aforementioned parametrization can be translated into spinor variables as follows

$$
\left\{\begin{array} { l } 
{ \lambda _ { a } = \sqrt { x } \mu _ { a } }  \tag{1.1.13}\\
{ \tilde { \lambda } _ { \dot { a } } = \sqrt { x } \tilde { \mu } _ { \dot { a } } }
\end{array} , \quad \text { and } \quad \left\{\begin{array}{l}
\eta_{a}=\sqrt{1-x} \mu_{a} \\
\tilde{\eta}_{\dot{a}}=\sqrt{1-x} \tilde{\mu}_{\dot{a}}
\end{array}\right.\right.
$$

Plugging the above relations into Eq. (1.1.12) and exploiting the linearity of the angle brackets in order to factorize the fraction of momentum $x$, we can write the partial amplitude for the helicity configuration $\tilde{\mathcal{M}}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)$as follows

$$
\begin{equation*}
\tilde{\mathcal{M}}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)=\frac{1}{\langle 23\rangle \sqrt{x(1-x)}} \frac{\langle p 1\rangle^{3}\langle\bar{p} 1\rangle}{\langle p 1\rangle\langle 1 q\rangle\langle q \bar{p}\rangle\langle\bar{p} p\rangle}, \tag{1.1.14}
\end{equation*}
$$

where we have made explicit the term coming from the four-point partial amplitude $\tilde{\mathcal{M}}_{4}\left(1^{-}, q^{+}\right)$. Indeed, it is clear from Eq. (1.1.14) that in the collinear limit, the MHV amplitude for the helicity configuration considered factorizes into a four-point part and a collinear term, $\tilde{\mathcal{M}}_{5} \sim f(2,3, x) \tilde{\mathcal{M}}_{4}$. The same exact calculations can be performed for all possible helicity configurations that lead to non-vanishing partial amplitudes. For completeness, we list the two remaining MHV configurations below

$$
\begin{align*}
& \tilde{\mathcal{M}}_{5}\left(1^{+}, 2^{-}, 3^{+}\right)=\frac{x^{2}}{\langle 23\rangle \sqrt{x(1-x)}} \tilde{\mathcal{M}}_{5}\left(1^{+}, q^{-}\right)  \tag{1.1.15}\\
& \tilde{\mathcal{M}}_{5}\left(1^{+}, 2^{+}, 3^{-}\right)=\frac{(1-x)^{2}}{\langle 23\rangle \sqrt{x(1-x)}} \tilde{\mathcal{M}}_{5}\left(1^{+}, q^{-}\right) \tag{1.1.16}
\end{align*}
$$

Notice that the anti-MHV partial amplitudes can be straightforwardly computed from the MHV configurations by realizing that $\tilde{\mathcal{M}}\left(\left\{h_{i}\right\}\right)$ and $\tilde{\mathcal{M}}\left(\left\{-h_{i}\right\}\right)$ (with $h_{i}$ denoting the helicity) are related by a change of angle brackets into square brackets. That is,

$$
\begin{align*}
& \tilde{\mathcal{M}}_{5}\left(1^{+}, 2^{-}, 3^{-}\right)=\frac{1}{[23] \sqrt{x(1-x)}} \tilde{\mathcal{M}}_{5}\left(1^{+}, q^{-}\right)  \tag{1.1.17}\\
& \tilde{\mathcal{M}}_{5}\left(1^{-}, 2^{+}, 3^{-}\right)=\frac{x^{2}}{[23] \sqrt{x(1-x)}} \tilde{\mathcal{M}}_{5}\left(1^{-}, q^{+}\right)  \tag{1.1.18}\\
& \tilde{\mathcal{M}}_{5}\left(1^{-}, 2^{-}, 3^{+}\right)=\frac{(1-x)^{2}}{[23] \sqrt{x(1-x)}} \tilde{\mathcal{M}}_{5}\left(1^{-}, q^{+}\right) \tag{1.1.19}
\end{align*}
$$

In order to complete the computation of the full amplitude, for say the configuration $\left(1^{-}, 2^{+}, 3^{+}\right)$, we need to consider all the possible permutations of gluons as expressed in Eq. (1.1.11). This can be effortlessly done by realizing that: (a) due to the cyclic ordering of the gluons the partial amplitude $\tilde{\mathcal{M}}_{5}(2,3,1)$ is related to $\tilde{\mathcal{M}}_{5}(1,2,3)$ by a swap of $k_{1}$ and $q$ in the four-point partial amplitude, (b) due to the antisymmetric property of the angle and square brackets $\tilde{\mathcal{M}}_{5}(1,2,3)$ and $\tilde{\mathcal{M}}_{5}(1,3,2)$ are related by an overall minus sign. Combining these observations and exploiting the normalization of the generator matrices $\left[T_{a}, T_{b}\right]=f_{a b c} T_{c}$, we can finally write down the expression of the full amplitude for the helicity configuration $\left(1^{-}, 2^{+}, 3^{+}\right)$

$$
\begin{equation*}
\mathcal{M}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)=-\frac{g_{s} f_{a_{2} a_{3} c}}{\langle 23\rangle \sqrt{x(1-x)}} \sum_{\mathcal{P}_{2}}\left(T_{a_{1}} T_{c}\right) \tilde{\mathcal{M}}_{4}\left(1^{-}, q^{+}\right) \tag{1.1.20}
\end{equation*}
$$

where $\mathcal{P}_{2}$ sums over the permutation of the two gluons $k_{1}$ and $q$. We can now take the modulus square of the above amplitude and sum over the colours by promoting the generator matrices to structure constants and finally using $\sum f_{a_{2} a_{3} c} f_{a_{2} a_{3} d}=C_{A} \delta_{c d}$. Doing
so leads to an expression where the collinear term and the four-point amplitude are independent of each other

$$
\begin{equation*}
\left|\mathcal{M}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)\right|^{2}=\frac{g_{s}^{2}}{2\left(k_{2} k_{3}\right)} \frac{C_{A}}{x(1-x)}\left|\mathcal{M}_{4}\left(1^{-}, q^{+}\right)\right|^{2} \tag{1.1.21}
\end{equation*}
$$

The final step consists in summing the square amplitudes (as in Eq. (1.1.21)) over all the possible helicity configurations (including $\overline{\mathrm{MHV}}$ ). Provided with Eqs. (1.1.15-1.1.19), this just amounts to a few algebraic simplifications. The final expression now writes as

$$
\begin{equation*}
\sum_{\text {hel. }}\left|\mathcal{M}_{5}(1,2,3)\right|^{2}=\alpha_{s}\left(\frac{4 \pi}{q}\right)^{2} \tilde{P}_{g g}^{(0)}(x) \sum_{\text {hel. }}\left|\mathcal{M}_{4}(1, q)\right|^{2} \tag{1.1.22}
\end{equation*}
$$

where we have defined the leading-order Altarelli-Parisi splitting function associated with the probability of the gluon to split into two gluons $(g \rightarrow g g)$ to be

$$
\begin{equation*}
\tilde{P}_{g g}^{(0)}(x)=\frac{C_{A}}{\pi}\left[\frac{x}{1-x}+\frac{1-x}{x}+x(1-x)\right] . \tag{1.1.23}
\end{equation*}
$$

Notice that the above expression is symmetric under the interchange of $x$ and $(1-x)$ reflecting the fact that it does not matter which gluon carries the fraction $x$ of the parent's momentum. It is then clear that there are different splitting functions associated with the different possible branching and each of them can be expanded as a series in powers of the strong coupling $\alpha_{s}$. For instance, by performing the same procedure as described before, one can show that the splitting functions $\tilde{P}_{g q}^{(0)}(x)$ and $\tilde{P}_{q g}^{(0)}(x)$ are given by

$$
\begin{equation*}
\tilde{P}_{g q}^{(0)}(x)=\frac{C_{F}}{2 \pi}\left[\frac{1}{x}+\frac{(1-x)^{2}}{x}\right], \quad \tilde{P}_{q g}^{(0)}(x)=\frac{n_{f}}{2 \pi}\left[x^{2}+(1-x)^{2}\right] . \tag{1.1.24}
\end{equation*}
$$

Notice that we have used the shorthand notation $\tilde{P}_{a b}^{(0)}(x)$ to label splittings associated to the branching $a \rightarrow b X$. By inspection of $\tilde{P}_{g g}^{(0)}(x)$ in Eq. (1.1.23) one notice that the expression is singular when $x \rightarrow 1$. This reflects the double divergence that arise when the emitted gluon is both soft and collinear at the same time. In order to cure such a divergence, one needs to include virtual contributions depicted in Fig. 2. Since virtual contributions can only affect terms that are proportional to $\delta(1-x)$, the virtual corrections can be encoded in a function $V$ generically written as

$$
\begin{equation*}
P_{g g}^{(0)}(x)=\tilde{P}_{g g}^{(0)}(x)+V \delta(1-x) . \tag{1.1.25}
\end{equation*}
$$

Notice that this does not apply to the $\tilde{P}_{g q}^{(0)}(x)$ and $\tilde{P}_{q g}^{(0)}(x)$ splitting functions since Eq. (1.1.24) is free of divergence when $x \rightarrow 1$ and therefore $P_{g q}^{(0)}(x) \equiv \tilde{P}_{g q}^{(0)}(x)$ and $P_{q g}^{(0)}(x) \equiv \tilde{P}_{q g}^{(0)}(x)$. Unlike for fermions, the computation of the $P_{g g}^{(0)}(x)$ splitting is slightly more difficult since


Figure 2 Amplitude squares arising from the virtual three-point contribution where two of the outgoing gluons are collinear. For both diagrams, the time runs from left to right. The dashed lines that slices both diagrams represent the Cutkosky cuts [1-3].
the number of gluons is not conserved and therefore one has to use as a constraint the conservation of momentum of the incoming gluon which can be written as follows ${ }^{3}$

$$
\begin{equation*}
\int_{0}^{1} d x x\left(P_{g g}^{(0)}(x)+P_{q g}^{(0)}(x)\right)=0 \tag{1.1.26}
\end{equation*}
$$

The above momentum conservation can therefore be used to determine the value of the function $V$ in Eq. (1.1.25). By isolating the singular part and performing the integration, one can express the $g g$-splitting function in terms of a plus distribution,

$$
\begin{align*}
P_{g g}^{(0)}(x) & =\left[\tilde{P}_{g q}^{(0)}(x)-x \delta(1-x) \int_{0}^{1} d \tilde{x} \frac{C_{A}}{\pi(1-\tilde{x})}\right]+\beta_{0} \delta(1-x)  \tag{1.1.27}\\
& =\frac{C_{A}}{\pi}\left[\frac{x}{(1-x)_{+}}+\frac{1-x}{x}+x(1-x)\right]+\beta_{0} \delta(1-x) \tag{1.1.28}
\end{align*}
$$

where $\beta_{0}$ is the first coefficient of the QCD $\beta$-function. Explicit expressions of the QCD $\beta$-functions including higher-orders are given in App. 1.A. The $P_{q 9}^{(0)}(x)$ splitting function can be derived in a similar way using instead the conservation of the number of fermions in which the total fraction of momentum carried away by an emitted quark $x P_{q q}^{(0)}(x)$ integrated over $x$ vanishes. Repeating the same calculations as performed above, the splitting associated with the branching $q \rightarrow q g$ is given by

$$
\begin{equation*}
P_{q q}^{(0)}(x)=\frac{C_{F}}{2 \pi}\left[\frac{1+x^{2}}{(1-x)_{+}}+\frac{3}{2} \delta(1-x)\right] . \tag{1.1.29}
\end{equation*}
$$

The results presented above are only the leading-order coefficients of the perturbative splitting functions. To the present day, splitting functions are fully known up to three-loop in both the singlet and non-singlet case [93,94], and up to four-loop in the planar [95-97] and small- $x$ [98] limit. Since resummation of transverse momentum distributions are mainly performed in the Mellin space (as will be discussed later), the following thesis mainly focuses on the Mellin space version of the splitting functions known as Anomalous Dimensions. Their expressions up to three-loop are given in Refs. [93,94].

[^2]
## Matrix element factorization in the soft limit

In this section, we see how the matrix element factorize in the case where the gluon, say with momentum $k_{3}$, radiated from the quark or antiquark line goes soft. Let us start again with the colour kinematic decomposition of the amplitude as expressed in Eq. (1.1.11) and consider the helicity configuration as given in Eq. (1.1.12). The sum over the permutation $\mathcal{P}_{3}$ can be decomposed into a sum over the permutation $\mathcal{P}_{2}$,

$$
\begin{align*}
& \mathcal{M}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)=g_{s}^{3} \sum_{\mathcal{P}_{2}(1,2)} \frac{\langle p 1\rangle^{3}\langle\bar{p} 1\rangle}{\langle p 1\rangle\langle 12\rangle\langle 2 \bar{p}\rangle\langle\bar{p} p\rangle} \times  \tag{1.1.30}\\
& \quad\left[\left(T_{a_{3}} T_{a_{1}} T_{a_{2}}\right) \frac{\langle p 1\rangle}{\langle p 3\rangle\langle 31\rangle}+\left(T_{a_{1}} T_{a_{3}} T_{a_{2}}\right) \frac{\langle 12\rangle}{\langle 13\rangle\langle 32\rangle}+\left(T_{a_{1}} T_{a_{2}} T_{a_{3}}\right) \frac{\langle 2 \bar{p}\rangle}{\langle 23\rangle\langle\bar{p} 1\rangle}\right]
\end{align*}
$$

where we recognize the partial amplitude for the four-point scattering $\tilde{\mathcal{M}}_{4}\left(1^{-}, 2^{+}\right)$. Notice, however, that its colour structure is entangled with the factorized piece. In order to recover the full amplitude of the four-point process, one has to decompose the colour factors. The idea is to regroup the colour terms of the four-point amplitude in such a way that the colour term for the radiative process can be factorized out. This can be done by realizing that product of generator matrices can always be written in terms of (anti) commutators. One possible decomposition is given by the following

$$
\begin{align*}
& \mathcal{M}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)=g_{s}^{3} \sum_{\mathcal{P}_{2}(1,2)}\left(T_{a_{1}} T_{a_{2}} T_{a_{3}}\right)\left[\frac{\langle p 1\rangle}{\langle p 3\rangle\langle 31\rangle}+\frac{\langle 12\rangle}{\langle 13\rangle\langle 32\rangle}+\frac{\langle 2 \bar{p}\rangle}{\langle 23\rangle\langle\bar{p} 1\rangle}\right]  \tag{1.1.31}\\
& \quad \times \tilde{\mathcal{M}}_{4}\left(1^{-}, 2^{+}\right)+g_{s}^{3} \sum_{\mathcal{P}_{2}(1,2)} \tilde{\mathcal{M}}_{4}\left(1^{-}, 2^{+}\right)\left[\left[T_{a_{3}}, T_{a_{1}} T_{a_{2}}\right] \frac{\langle p 1\rangle}{\langle p 3\rangle\langle 31\rangle} T_{a_{1}}\left[T_{a_{3}}, T_{a_{2}}\right] \frac{\langle 12\rangle}{\langle 13\rangle\langle 32\rangle}\right]
\end{align*}
$$

Some comments are in order. First, we are here interested in the case where the radiative gluon is emitted from the quark or antiquark line (as depicted on the right-hand side of Fig. 1), therefore neglecting the possibility that the gluon is emitted from the outgoing gluon legs. In the MHV formalism, this corresponds to requiring the gauge fields of QCD to commute by setting the Casimir factor $C_{A}$ to zero. Based on this observation, the second term in Eq. (1.1.31) can be neglected. Second, the colour structure of the radiative process has now been factorized out from the four-point amplitude. Indeed, the sum over the permutation $\mathcal{P}_{2}$ is independent of the soft gluon $k_{3}$ and therefore $T_{a_{3}}$ can be extracted from the summation. Finally, the square brackets appearing in the first term can be simplified using the Schouten identity [85] $\langle i j\rangle\langle l k\rangle+\langle j k\rangle\langle i l\rangle=\langle i k\rangle\langle l j\rangle$. As a result, in the soft limit, the expression of the five-point amplitude is given by the following

$$
\begin{equation*}
\mathcal{M}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)=\left(g_{s}^{2} \sum_{\mathcal{P}_{2}(1,2)}\left(T_{a_{1}} T_{a_{2}}\right) \tilde{\mathcal{M}}_{4}\left(1^{-}, 2^{+}\right)\right) \times g_{s} \frac{T_{a_{3}}\langle p \bar{p}\rangle}{\langle p 3\rangle\langle 3 \bar{p}\rangle}, \tag{1.1.32}
\end{equation*}
$$

where one recognizes immediately the full amplitude for the four-point process with the helicity configuration $\left(1^{-}, 2^{+}, 3^{+}\right)$. The factorized terms is usually referred to as the (partial) eikonal current $\mathcal{J}_{g}$ for a single soft gluon emission. Therefore, writing Eq. (1.1.32) in a compact form yields

$$
\begin{equation*}
\mathcal{M}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)=\mathcal{M}_{4}\left(1^{-}, 2^{+}\right) \times \mathcal{J}_{g}\left(3^{+}\right) \quad \text { with } \quad \mathcal{J}_{g}\left(3^{+}\right)=g_{s} \frac{T_{a_{3}}\langle p \bar{p}\rangle}{\langle p 3\rangle\langle 3 \bar{p}\rangle} . \tag{1.1.33}
\end{equation*}
$$

The expression of the eikonal current is interesting in two ways: first, it is invariant under the rescaling of $\langle p| \rightarrow a\langle p|$ and $|\bar{p}\rangle \rightarrow b|\bar{p}\rangle$; second it does not depend on the momentum of the two hard gluons. For the helicity configuration we are currently considering, we can now compute the modulus square of the five-point amplitude and sum over the colours. Multiplying Eq. (1.1.33) by its complex conjugate, summing over the colours, and using the cyclic property of the trace, we have

$$
\begin{equation*}
\left|\mathcal{M}_{5}\left(1^{-}, 2^{+}, 3^{+}\right)\right|^{2}=g_{s}^{2} C_{F} \frac{(p \bar{p})}{2\left(p k_{3}\right)\left(k_{3} \bar{p}\right)} \times\left|\mathcal{M}_{4}\left(1^{-}, 2^{+}\right)\right|^{2} \tag{1.1.34}
\end{equation*}
$$

We recall that taking the complex conjugate of the eikonal current just amounts to replacing the angle brackets to square brackets and use the definition $\langle i j\rangle[i j]=2\left(k_{i} k_{j}\right)$ to recover the usual scalar products.

In order to get the full expression of the amplitude in the soft limit, we have to sum the amplitude in Eq. (1.1.34) over all possible helicity configurations. Let us recall that from the properties of the partial amplitudes, we have $\mathcal{M}_{5}\left(\left\{h_{i}\right\}\right)=\mathcal{M}_{5}^{\star}\left(\left\{-h_{i}\right\}\right)$ which obviously implies that the modulus squares are also equal. With this property, it is clear that one only has to compute in total three MHV amplitudes associated with the configurations $\left(1^{-}, 2^{+}, 3^{+}\right),\left(1^{+}, 2^{-}, 3^{+}\right)$, and $\left(1^{+}, 2^{+}, 3^{-}\right)$. But even the first two configurations are related since flipping the helicity of the two gluons involved in the hard scattering is equivalent to simply swapping the gluons $(1 \leftrightarrow 2)$. In addition, one can notice immediately that in the limit $k_{3} \rightarrow 0$, the amplitude arising from the third helicity configuration is subleading due to the presence of $\langle p 3\rangle$ and $\langle 3 \bar{p}\rangle$ in the numerator. Since the first helicity configuration has already been computed, the expression for $\left(1^{+}, 2^{-}, 3^{+}\right)$can be read-off directly from Eq. (1.1.34) by swapping $1 \leftrightarrow 2$ which leaves the whole expression unchanged. Reading-off the $\overline{\mathrm{MHV}}$ configurations ( $1^{+}, 2^{-}, 3^{-}$) and ( $1^{-}, 2^{+}, 3^{-}$) from the two MHV amplitudes and combining everything, we finally find

$$
\begin{equation*}
\sum_{\text {hel. }}\left|\mathcal{M}_{5}(1,2,3)\right|^{2}=g_{s}^{2} C_{F} \frac{2(p \bar{p})}{\left(p k_{3}\right)\left(k_{3} \bar{p}\right)} \times \sum_{\text {hel. }}\left|\mathcal{M}_{4}(1,2)\right|^{2} \tag{1.1.35}
\end{equation*}
$$

One should notice that in the soft limit, the Lorentz invariant phase space also factorizes. We can therefore deduce the expression of the gluon multiplicity distribution $d \omega_{g}^{(1)}$ that a single gluon is radiated from a quark-antiquark line. In terms of the transverse momentum $k_{T}$ of the soft gluon, the distribution writes as

$$
\begin{equation*}
d \mathcal{W}_{g}^{(1)}\left(x, k_{T}^{2}\right)=\left(\frac{\alpha_{s}}{\pi}\right) C_{F} \frac{d k_{T}^{2}}{k_{T}^{2}} \frac{d x}{(1-x)} \tag{1.1.36}
\end{equation*}
$$

This distribution exhibits soft singularity when $x \rightarrow 1$ and $k_{T} \rightarrow 0$. As guarantied by the Kinoshita-Lee-Nauenberg (KNL) [99-101] theorem, such infrared divergences are cured by adding the soft limit of the virtual correction that cancels the singularities at the level of physical cross section. Indeed, at the level of the inclusive cross sections, the divergences appearing in the real contribution are cancelled exactly by those appearing in the virtual correction due to the fact that the integral over soft momenta are scaleless and such that the phase space integral and loop corrections vanish in pure dimensional regularization. However, this is not entirely the case for exclusive observables such as transverse momentum distributions. Whist the inclusion of the virtual corrections still keeps the cross section

Infrared (IR) finite, the sensitivity to some measurements yields leftover logarithms that can become large. Omitting the details of the calculations for the sake of brevity, the exact result after subtracting the infrared divergences is given by

$$
\begin{equation*}
\mathcal{W}_{g}^{(1)}\left(k_{T}^{\max }, \mu\right)=-2 C_{F}\left(\frac{\alpha_{s}}{\pi}\right) \ln ^{2}\left(\frac{k_{T}^{\max }}{\mu}\right) \tag{1.1.37}
\end{equation*}
$$

where $\mu$ is the scale induced by the dimensional regularization of the phase space integral and $k_{T}^{\max }$ is the maximum cut-off imposed on the $k_{T}$ integral.

What about multiple radiative gluon emission? Within the framework of the MHV computations, it is straightforward to show that the eikonal current for $n$ radiative gluon emission for a given helicity configuration can be decoupled from the four-point hard process. Analogous to the result of Eq. (1.1.33), the eikonal contribution in the case of multiple gluon emission is given by

$$
\begin{equation*}
\mathcal{J}_{g}^{(n)}\left(1^{+}, \cdots, n^{+}\right)=g_{s}^{n}\langle p \bar{p}\rangle \sum_{\mathcal{P}_{n}} \frac{\left(T_{a_{1}} \cdots T_{a_{n}}\right)}{\langle p 1\rangle\langle 12\rangle \cdots\langle n \bar{p}\rangle} . \tag{1.1.38}
\end{equation*}
$$

Due to the non-commutativity of the QCD colour charges $T_{a}$, the eikonal current for multiple gluon emission cannot be factorized nicely as in the case for photons in Quantum Electrodynamics (QED). This reflects the fact that as opposed to photons, radiative gluons can be emitted from a hard gluon line. However, it can be shown that the most singular contribution to Eq. (1.1.38) in the soft limit is obtained when the emitted gluons are stronglyordered. That is, the transverse momenta of the gluons satisfy $k_{1, T}^{2} \ll k_{2, T}^{2} \ll \cdots \ll k_{n, T}^{2}$ where the labels $1, \cdots, n$ on the transverse momenta represent the order of the emission. In this case, for instance, the first emitted gluon cannot resolve the remaining radiative emission from the parent (anti) quark line. Such an approximation implies that the following relations hold at the spinor levels when $k_{1, T}^{2} \ll k_{2, T}^{2}$,

$$
\begin{equation*}
\frac{\langle p i\rangle}{\langle p 1\rangle\langle 1 i\rangle} \longrightarrow \frac{\langle p \bar{p}\rangle}{\langle p 1\rangle\langle\bar{p} 1\rangle} \quad \text { and } \quad \frac{\langle i j\rangle}{\langle i 1\rangle\langle 1 j\rangle} \longrightarrow 0 . \tag{1.1.39}
\end{equation*}
$$

This procedure can be performed iteratively by starting with the first emitted gluon. Once the first radiative gluon is factorized out, we can do the same for the second emitted gluon which in turn by virtue of the strong angular ordering cannot resolve the ( $n-2$ ) emission from the parent (anti) quark. Doing so up to the $m$-th gluon emission yields

$$
\begin{equation*}
\langle p \bar{p}\rangle \sum_{\mathcal{P}_{n}} \frac{\left(T_{a_{1}} \cdots T_{a_{n}}\right)}{\langle p 1\rangle\langle 12\rangle \cdots\langle n \bar{p}\rangle}=\frac{T_{a_{1}}\langle p \bar{p}\rangle}{\langle p 1\rangle\langle 1 \bar{p}\rangle} \cdots \frac{T_{a_{m}}\langle p \bar{p}\rangle}{\langle p m\rangle\langle m \bar{p}\rangle} \sum_{\mathcal{P}_{n-m}} \frac{\left(T_{a_{m+1}} \cdots T_{a_{n}}\right)\langle p \bar{p}\rangle}{\langle p(m+1)\rangle \cdots\langle n \bar{p}\rangle} . \tag{1.1.40}
\end{equation*}
$$

When such a simplification is carried on until the $n$-th radiative gluon emission, one finds that the eikonal current for $n$ gluon emission factorizes into a product of the individual eikonal current. Using Eq. (1.1.40), we can now compute the modulus square of the radiation current, average over the colours, and calculate the multiplicity distribution for the case of $n$ radiative gluon emission

$$
\begin{equation*}
d \mathcal{W}_{g}^{(n)}\left(\left\{x_{i}, k_{i, T}^{2}\right\}\right)=\prod_{i=1}^{n} d \mathcal{W}_{g}^{(1)}\left(x_{i}, k_{i, T}^{2}\right) \tag{1.1.41}
\end{equation*}
$$

with the single emission probability defined as in Eq. (1.1.36). Similar to the case for the single gluon emission as shown in Eq. (1.1.37), the exact result can be computed by subtracting the infrared divergences. Since in general, we do not know from which external leg the radiative gluon is emitted off, we have to sum over all external partons. Therefore, the part that contains the radiative contributions becomes

$$
\begin{align*}
\mathcal{W}_{g}^{(n)}\left(k_{T}^{\max }, \mu\right) & =\sum_{n=0}^{\infty} \frac{1}{n!}\left[-2 C_{F}\left(\frac{\alpha_{s}}{\pi}\right) \ln ^{2}\left(\frac{k_{T}^{\max }}{\mu}\right)\right]^{n}  \tag{1.1.42}\\
& =\exp \left\{-2 C_{F}\left(\frac{\alpha_{s}}{\pi}\right) \ln ^{2}\left(\frac{k_{T}^{\max }}{\mu}\right)\right\} \tag{1.1.43}
\end{align*}
$$

where the $1 / n$ ! comes from the fact that the gluons are indistinguishable. Eq. (1.1.43) shows that the soft contributions are resummed to all-order in the strong coupling in a space where the multiple emission kinematics factorizes w.r.t the LO hard process. Eq. (1.1.43) is evidently a first approximation as it only resums the leading-logarithmic (LL) power. Resummation of the soft contributions to higher logarithmic order is one of the main topics of the present thesis and will be amply detailed in the subsequent sections.

## Infrared and Collinear safe observables

It was mentioned previously that whilst the KNL theorem ensures that higher-order corrections are well defined and finite for inclusive cross sections, this is not necessarily the case in practice. Therefore, in order for an observable to be computable (i.e. well defined and finite), one must define precisely the requirements that such an observable has to fulfil. Two requirements to properly define a physical observable has been proposed by Sterman and Weinberg [102]:

- Infrared safety: For an observable $\mathcal{O}_{n}$ evaluated on a set of $n$ particles, if one of the particles is soft, then the observable $\mathcal{O}_{n}$ must equal the observable $\mathcal{O}_{n-1}$ obtained by neglecting the soft emission. Mathematically, this can be written as follows

$$
\begin{equation*}
\mathcal{O}_{n}\left(k_{1}, k_{2}, \cdots, k_{n}\right) \xrightarrow{k_{1} \rightarrow 0} \mathcal{O}_{m-1}\left(k_{2}, \cdots, k_{n}\right) . \tag{1.1.44}
\end{equation*}
$$

- Collinear safety: For an observable $\mathcal{O}_{n}$ evaluated on a set of $n$ particles, if two of the particles are collinear to each other, then the observable $\mathcal{O}_{n}$ must equal the observable $\mathcal{O}_{n-1}$ obtained by replacing the two collinear momenta with a particle whose momentum equals the sum of the momenta of the two collinear particles. Mathematically, this can be written as follows

$$
\begin{equation*}
\mathcal{O}_{n}\left(k_{1}, k_{2} \cdots, k_{n}\right) \xrightarrow{k_{1} \| k_{2}} \mathcal{O}_{m-1}\left(k_{1}+k_{2}, \cdots, k_{n}\right) \tag{1.1.45}
\end{equation*}
$$

These two properties define what is known as Infrared and Collinear Safety (IRC) and guarantees that perturbative observables with radiative corrections are well defined and finite. Typically, two more ingredients are required in order to fully link the perturbative description of a given process and what is being observed experimentally. The first ingredient consists on replacing the final state plain partons in favour of jets. Conceptually, jets are defined as collimated bunches of particles composed of quarks and/or gluons
clustered according to a jet algorithm. Different jet algorithms might implement different definitions of how final state particles are grouped into jets. It should also be noted that the optimal jet definitions and methods may vary depending on the specific physics analysis tasks. For a review of the jet definitions and algorithms, refer to Refs. [103-105]. The second ingredient concerns the recombination of the partons or jets into hadrons, or hadronization. As opposed to the situation in QED where soft radiations can be resolved up to the detector resolution, in QCD, one never observes free partons due to the confinement. Indeed, once the shower of partons is terminated, the process enters a low-momentum transfer and long-distance regime in which non-perturbative effects can no longer be neglected. Various models such as the independent fragmentation model [106], string model [107-110], and cluster model [111,112] have been proposed to simulate the transition of the partons into hadrons. These models have been implemented in various Parton Shower Monte Carlo Event Generators such as HerWig [113], Pythia [114,115], and SHERPA [116].

### 1.1.2 Solving the DGLAP equations

In the previous section, it was shown that long-distance effects are separated from shortdistance scattering by the factorization scale $\mu$ (commonly denoted $\mu_{F}$ ). Such a factorization allows for the $\mu$-dependent hard function (partonic cross section) to be computable perturbatively. In the same way that physical observables should not depend on the renormalization scale $\mu_{R}$ (introduced through the renormalization procedure), they should not also depend on the factorization scale, i.e. $\partial \mathcal{O} / \partial \mu^{2}=0$. This implies that the parton distribution function has to satisfy some Renormalization Group Equations (RGEs) known as DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-Parisi) equations.

In order to define the DGLAP equations in a more compact form while being explicit, let us define the vectors $\mathbf{q}\left(x, \mu^{2}\right)$ and $\overline{\mathbf{q}}\left(x, \mu^{2}\right)$ whose components are the different flavour of quark and antiquark distributions. That is, the $k$-th elements are respectively given by the following expressions

$$
\begin{equation*}
\left[\mathbf{q}\left(x, \mu^{2}\right)\right]_{a}=f_{a}\left(x, \mu^{2}\right), \quad\left[\overline{\mathbf{q}}\left(x, \mu^{2}\right)\right]_{a}=f_{\bar{a}}\left(x, \mu^{2}\right) . \tag{1.1.46}
\end{equation*}
$$

Adopting the same notation for the gluon distribution, the all-order DGLAP evolution equations can be written as

$$
\mu^{2} \frac{\partial}{\partial \mu^{2}}\left[\begin{array}{l}
\mathbf{q}\left(x, \mu^{2}\right)  \tag{1.1.47}\\
\overline{\mathbf{q}}\left(x, \mu^{2}\right) \\
g\left(x, \mu^{2}\right)
\end{array}\right]=\int_{x}^{1} \frac{d z}{z}\left[\begin{array}{lll}
\mathbf{P}_{\mathbf{q q}}(x / z) & \mathbf{P}_{\mathbf{q} \overline{\mathbf{q}}}(x / z) & \mathbf{P}_{\mathbf{q g}}(x / z) \\
\mathbf{P}_{\overline{\mathbf{q}} \mathbf{q}}(x / z) & \mathbf{P}_{\overline{\mathbf{q}} \overline{\mathbf{q}}}(x / z) & \mathbf{P}_{\overline{\mathbf{q}} \mathbf{g}}(x / z) \\
\mathbf{P}_{\mathbf{g q}}(x / z) & \mathbf{P}_{\mathbf{g} \overline{\mathbf{q}}}(x / z) & \mathbf{P}_{\mathbf{g g}}(x / z)
\end{array}\right]\left[\begin{array}{l}
\mathbf{q}\left(z, \mu^{2}\right) \\
\overline{\mathbf{q}}\left(z, \mu^{2}\right) \\
g\left(z, \mu^{2}\right)
\end{array}\right]
$$

where we for brevity we have omitted the dependence on the strong coupling $\alpha_{s}\left(\mu^{2}\right)$. The functions $\mathbf{P}$ are defined in terms of the splitting functions introduced in Sec. (1.1.1) and can be computed perturbatively $\mathbf{P}\left(\alpha_{s}\left(\mu^{2}\right), x / z\right)=\sum_{n=0}^{\infty} \alpha_{p}^{n+1}\left(\mu^{2}\right) \mathbf{P}^{n}(x / z)$. The functions given by $\mathbf{P}_{\mathbf{q q}}, \mathbf{P}_{\mathbf{q} \bar{q}}, \mathbf{P}_{\overline{\mathbf{q} q}}$, and $\mathbf{P}_{\overline{\mathbf{q}} \bar{q}}$ are $n_{f}$-dimensional square matrices; $\mathbf{P}_{\mathbf{q g}}$ and $\mathbf{P}_{\overline{\mathbf{q} g}}$ are column vectors with dimension $n_{f} ; \mathbf{P}_{\mathrm{gq}}$ and $\mathbf{P}_{\mathbf{g q}}$ are row vectors with dimension $n_{f}$; and finally $\mathbf{P}_{\mathbf{g g}}$ is a one-dimensional matrix. Therefore, the big square matrix on the righthand side of the equations has dimension $\left(2 n_{f}+1\right)$. At leading-logarithmic accuracy,
each element of these matrices corresponds to the splitting function whose expression we derived in Sec. (1.1.1)

$$
\begin{align*}
& {\left[\mathbf{P}_{\mathbf{q} \overline{\mathbf{q}}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a b}=\left[\mathbf{P}_{\overline{\mathbf{q}} \mathbf{q}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a b}=0}  \tag{1.1.48}\\
& {\left[\mathbf{P}_{\mathbf{q g}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a}=\left[\mathbf{P}_{\overline{\mathbf{q}} \mathbf{g}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a}=\alpha_{s} P_{q g}^{(0)}\left(\frac{x}{z}\right)}  \tag{1.1.49}\\
& {\left[\mathbf{P}_{\mathbf{g q}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a}=\left[\mathbf{P}_{\mathbf{g} \overline{\mathbf{q}}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a}=\alpha_{s} P_{g q}^{(0)}\left(\frac{x}{z}\right)}  \tag{1.1.50}\\
& {\left[\mathbf{P}_{\mathbf{q q}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a b}=\left[\mathbf{P}_{\overline{\mathbf{q}} \overline{\mathbf{q}}}\left(\alpha_{s}\left(\mu^{2}\right), \frac{x}{z}\right)\right]_{a b}=\alpha_{s} P_{q q}^{(0)}\left(\frac{x}{z}\right) \delta_{a b}} \tag{1.1.51}
\end{align*}
$$

and the gluon distribution $\mathbf{P}_{\mathbf{g g}}=\alpha_{S} P_{g g}^{(0)}$. The DGLAP equations in Eq. (1.1.47) is a system of coupled $(2 n f+1)$ integro-differential equations, and therefore in order to solve such a differential equations, it is advantageous to decouple them. It turns out that one could find a combination of the parton distribution functions that can decouple the system of equations. This combination is given by the $\left(2 n_{f}-1\right)$ independent combination of PDF matrices with dimension one known as non-singlet, and a single rank 2 matrix that couples a particular combination of quarks known as singlet.

Let us start with construction of the non-singlet sector. Using charge conjugation and flavour asymmetry constraints, the DGLAP equations related to the non-singlet decomposition are given by

$$
\begin{align*}
\mu^{2} \frac{\partial}{\partial \mu^{2}} q_{\mathrm{ns}}^{V}\left(x, \mu^{2}\right) & =\int_{x}^{1} \frac{d z}{z} P_{\mathrm{ns}}^{V}\left(\frac{x}{z}\right) q_{\mathrm{ns}}^{V}\left(z, \mu^{2}\right)  \tag{1.1.52}\\
\mu^{2} \frac{\partial}{\partial \mu^{2}} q_{\mathrm{ns}, a}^{ \pm}\left(x, \mu^{2}\right) & =\int_{x}^{1} \frac{d z}{z} P_{\mathrm{ns}, a}^{ \pm}\left(\frac{x}{z}\right) q_{\mathrm{ns}}^{ \pm}\left(z, \mu^{2}\right) \tag{1.1.53}
\end{align*}
$$

where the non-singlet combination of the various (anti) quarks are given by the following linearly independent functions:

$$
\begin{align*}
q_{\mathrm{ns}}^{V}\left(z, \mu^{2}\right) & =\sum_{q}\left(q\left(z, \mu^{2}\right)-\bar{q}\left(z, \mu^{2}\right)\right)  \tag{1.1.54}\\
q_{\mathrm{ns}, a}^{ \pm}\left(z, \mu^{2}\right) & =-a(\eta(a) \pm \bar{\eta}(a))+\sum_{k=1}^{a}(\eta(k) \pm \bar{\eta}(k)) \tag{1.1.55}
\end{align*}
$$

with $a=\left\{2, \cdots, n_{f}\right\}$ and $\eta$ mapping a flavour integer representation $\mathcal{F}_{I}=\left\{1, \cdots, n_{f}\right\}$ into the set of quark flavours $\mathcal{F}_{Q}=\{u, \cdots, t\}$. The splitting function governing the evolution equation as expressed in Eq. (1.1.47) are derived using the general structure of the splitting functions and they are given by

$$
\begin{align*}
P_{\mathrm{ns}, a}^{ \pm}(x) & =P_{q q}(x) \pm P_{q \bar{q}}(x)  \tag{1.1.56}\\
P_{\mathrm{ns}}^{V}(x) & =P_{\mathrm{ns}}^{-}(x)+P_{\mathrm{ns}}^{\text {sea }}(x) \tag{1.1.57}
\end{align*}
$$

where the $P_{\mathrm{ns}}^{\text {sea }}=n_{f}\left(P_{q Q}-P_{q \bar{Q}}\right)$ represents the sea-combination with $Q$ denoting a quark with different flavour. It is worth emphasizing that only the flavour diagonal quantity $P_{q q}$ contributing in the valence starts at $\mathcal{O}\left(\alpha_{s}\right)$. The function $P_{q \bar{q}}$ along with the flavour independent sea contributions start to contribute at $\mathcal{O}\left(\alpha_{s}^{2}\right)$.

The non-singlet sector described above entirely decoupled from the flavour singlet gluon density. One therefore needs to define a flavour singlet quark density that maximally
couples to the gluon. Such a construction leads to the DGLAP equations for the flavour singlet densities in which the splitting functions that govern the evolution equation is expressed in terms of a rank-2 matrix

$$
\mu^{2} \frac{\partial}{\partial \mu^{2}}\left[\begin{array}{l}
\Sigma\left(x, \mu^{2}\right)  \tag{1.1.58}\\
g\left(x, \mu^{2}\right)
\end{array}\right]=\int_{x}^{1} \frac{d z}{z}\left[\begin{array}{ll}
P_{q q}(x / z) & P_{q g}(x / z) \\
P_{g q}(x / z) & P_{g g}(x / z)
\end{array}\right]\left[\begin{array}{c}
\Sigma\left(z, \mu^{2}\right) \\
g\left(z, \mu^{2}\right)
\end{array}\right]
$$

with the flavour singlet quark density defined as follows

$$
\begin{equation*}
\Sigma\left(x, \mu^{2}\right) \equiv \sum_{i=1}^{n_{f}}\left(q_{i}\left(x, \mu^{2}\right)+\bar{q}_{i}\left(x, \mu^{2}\right)\right) . \tag{1.1.59}
\end{equation*}
$$

It is worth mentioning that processes such as DIS and Higgs boson production are only sensitive to the singlet distributions and therefore the various non-singlet distributions are not involved.

Due to the presence of convolutions in the DGLAP equations, it is convenient to solve the non-singlet and singlet evolution equations in Mellin space where the convolutions become normal products. We see that whilst the solution to the non-singlet equation possesses a closed exponential form at all-order, the singlet case beyond leading-order does not. As a matter of fact, the diagonalization of the singlet matrix in order to have two independent equations for the two linear combinations of gluon and singlet-quark $\Sigma$ only works at leading-order. Therefore, for the singlet section, one has to compute higher-order solutions as a series expansion around the lowest order. In Mellin space, the evolution equations for the non-singlet and singlet sectors can be generically written in the following way

$$
\begin{equation*}
\mu^{2} \frac{\partial}{\partial \mu^{2}} \mathcal{Q}\left(N, \mu^{2}\right)=\Gamma(N) \mathcal{Q}\left(N, \mu^{2}\right) \tag{1.1.60}
\end{equation*}
$$

where $\mathcal{Q}(N)$ denotes the Mellin version of one of the non-singlet $q_{\mathrm{ns}}^{V}, q_{\mathrm{ns}, a}^{ \pm}$, $\operatorname{singlet} \Sigma$, and gluon $g$ distributions while the function $\Gamma(N)$ represents the associated Mellin transform of one of the various splitting functions. Again, for the sake of brevity, we have omitted the dependence in the strong coupling. Recall that both $\Gamma$ and $\mathcal{Q}$ are scalar quantities for the non-singlet case and a rank-2 matrix for the singlet. The differential equation in $\mu$ of Eq. (1.1.60) can be promoted into an evolution equation in $\alpha_{S}$. This is advantageous since one can write Eq. (1.1.60) unambiguously as a series in $\alpha_{s}$ using the running of the coupling given in App.1.A. Using the definition of the QCD $\beta$-function to take into account of the change of variables, Eq. (1.1.60) becomes

$$
\begin{equation*}
\frac{\partial}{\partial \alpha_{s}} \mathcal{Q}\left(N, \alpha_{s}\right)=\frac{\Gamma\left(N, \alpha_{s}\right)}{\beta\left(\alpha_{s}\right)} \mathcal{Q}\left(N, \alpha_{s}\right) \tag{1.1.61}
\end{equation*}
$$

where for simplicity we have omitted the explicit dependence of strong coupling on the scale $\mu^{2}$. Unless explicitly mentioned, throughout this section, we always consider $\alpha_{s} \equiv \alpha_{s}\left(\mu^{2}\right)$. Expanding both the $\beta$-function and the anomalous dimensions, we get

$$
\begin{align*}
\frac{\partial}{\partial \alpha_{s}} \mathcal{Q}\left(N, \alpha_{s}\right) & =-\frac{1}{\alpha_{s} \beta_{0}}\left[1+\sum_{n=1}^{\infty} \alpha_{s}^{n} \frac{\beta_{n}}{\beta_{0}}\right]^{-1}\left[\sum_{n=0}^{\infty} \alpha_{s}^{n} \Gamma^{(n)}(N)\right] Q\left(N, \alpha_{s}\right)  \tag{1.1.62}\\
& =-\frac{1}{\alpha_{s}}\left[\mathcal{R}_{0}(N)+\sum_{n=1}^{\infty} \mathcal{R}_{n}(N)\right] Q\left(N, \alpha_{s}\right) \tag{1.1.63}
\end{align*}
$$

where we have defined the recursive function $\mathcal{R}_{n}(N)$ as $[94,117]$

$$
\begin{align*}
& \mathcal{R}_{0}(N)=\frac{1}{\beta_{0}} \Gamma^{(0)}(N),  \tag{1.1.64}\\
& \mathcal{R}_{n}(N)=\frac{1}{\beta_{0}} \Gamma^{(n)}(N)-\sum_{k=1}^{n} \frac{\beta_{k}}{\beta_{0}} \mathcal{R}_{n-k}(N) \quad(\text { if } n>1) \tag{1.1.65}
\end{align*}
$$

The anomalous dimension quantities $\mathcal{R}_{n}$ are diagonalizable if and only if they commute, which is not the case for the singlet sector. On the contrary, since the functions $\Gamma(N)$ are just scalar quantities in the case of non-singlet, the anomalous dimension quantities $\mathcal{R}_{n}$ do commute and closed exponential form of the solution can be constructed. The leading-order solution to Eq. (1.1.63) for both non-singlet and singlet is given by

$$
\begin{equation*}
U_{\mathrm{NS}, \mathrm{~S}}^{(\mathrm{LO})}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right) \equiv \frac{Q\left(N, \alpha_{s}\left(\mu^{2}\right)\right)}{Q\left(N, \alpha_{S}\left(\mu_{0}^{2}\right)\right)}=\sum_{n=0}^{\infty} \frac{1}{n!}\left[-\mathcal{R}_{0}(N) \ln \left(\frac{\alpha_{s}\left(\mu^{2}\right)}{\alpha_{S}\left(\mu_{0}^{2}\right)}\right)\right]^{n} \tag{1.1.66}
\end{equation*}
$$

where $U_{\mathrm{NS}, \mathrm{S}}^{(\mathrm{LO})}$ is called an evolution function that evolves $Q$ from scale $\mu_{0}^{2}$ to $\mu^{2}$. In the case where the function $Q$ represents one of the non-singlet $q_{\mathrm{ns}}^{V}, q_{\mathrm{ns}, a}^{ \pm}$distributions, higherorder solutions can be exactly computed from Eq. (1.1.63). At next-to-leading order, the non-singlet solution has a closed exponential form

$$
\begin{equation*}
U_{\mathrm{NS}}^{(\mathrm{NLO})}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right)=\exp \left\{\frac{\mathcal{R}_{1}(N)}{\left(\alpha_{S}\left(\mu_{0}^{2}\right)-\alpha_{s}\left(\mu^{2}\right)\right)^{-1}}\right\} U_{\mathrm{NS}}^{(\mathrm{LO})}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right) \tag{1.1.67}
\end{equation*}
$$

Using the corresponding order of the $\beta$-function and anomalous dimensions, higher-order solutions to the non-singlet evolution equation can be exactly determined and expressed in a closed exponential form. The term in the denominator of the exponent of Eq. (1.1.67) can be written in terms of $\ln \left(\mu^{2} / \mu_{0}^{2}\right)$. In this sense, the evolution function can be reorganized in terms of the logarithmic contributions. That is, the all-order evolution function can be written as $U_{\mathrm{NS}}(N)=\sum_{n=1}^{\infty} \alpha_{s}^{n-2} g_{n}(N)$ where $g_{1} / \alpha_{s}$ contains logarithms of the form $\alpha_{s}^{n} \ln ^{n+1}\left(\mu^{2} / \mu_{0}^{2}\right), g_{2}$ contains logarithms of the form $\alpha_{s}^{n} \ln ^{n}\left(\mu^{2} / \mu_{0}^{2}\right)$, and so forth. Using jargon from resummation (see subsequent sections for details), the first term resums the leading logarithmic contributions (LL), the second resums the next-to-leading logarithmic contributions (NLL), et cetera.

Before moving to the higher-order solutions of the singlet evolution equation, let us first rewrite its leading order solution (Eq. (1.1.66)) in a more intuitive form by diagonalizing the leading-order singlet anomalous dimension $\Gamma^{(0)}(N)$. In light of doing so, we decompose the zeroth order anomalous dimension quantity $\mathcal{R}_{0}$ as follows

$$
\begin{equation*}
\mathcal{R}_{0}(N)=\lambda_{-}^{(0)}(N) \mathcal{E}_{0}^{-}(N)+\lambda_{+}^{(0)}(N) \mathcal{E}_{0}^{+}(N) \tag{1.1.68}
\end{equation*}
$$

where $\lambda_{ \pm}$represent the (lower and higher) eigenvalues of $\mathcal{R}_{0}\left(\Gamma^{(0)}\right.$ to be precise) and $\mathcal{E}^{ \pm}$the corresponding projectors. Recall that the projectors $\mathcal{E}^{ \pm}$, similar to the anomalous
dimension quantities $\mathcal{R}_{n}$, are rank-2 matrices while the eigenvalues $\lambda_{ \pm}$are scalar quantities. Their expressions are respectively given by

$$
\begin{align*}
\lambda_{ \pm}^{(0)} & =\frac{1}{2}\left[\gamma_{q q}^{(0)}+\gamma_{g g}^{(0)} \pm \sqrt{\left(\gamma_{q q}^{(0)}-\gamma_{g g}^{(0)}\right)^{2}+4 \gamma_{g q}^{(0)} \gamma_{q g}^{(0)}}\right]  \tag{1.1.69}\\
\mathcal{E}_{0}^{ \pm} & =\frac{1}{\lambda_{ \pm}^{(0)}-\lambda_{\mp}^{(0)}}\left[\beta_{0} \mathcal{R}_{0}-\lambda_{\mp}^{(0)} \times \mathbb{I}\right], \tag{1.1.70}
\end{align*}
$$

where we have omitted the $N$ dependence for brevity. By making use of the eigenvalues and projectors, the leading order evolution function for the singlet sector given in Eq. (1.1.66) can now be expressed as

$$
\begin{equation*}
U_{\mathrm{S}}^{(\mathrm{LO})}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right)=\sum_{r= \pm} \mathcal{E}_{0}^{r}(N) \exp \left\{-\frac{\lambda_{r}^{(0)}(N)}{\beta_{0}} \ln \left(\frac{\alpha_{s}\left(\mu^{2}\right)}{\alpha_{s}\left(\mu_{0}^{2}\right)}\right)\right\} \tag{1.1.71}
\end{equation*}
$$

As repeatedly mentioned, the solutions to the singlet evolution equation cannot be written in a closed exponential form and have to be computed as a series expansion around the leading-order solution in Eq. (1.1.71). We therefore use the following ansatz [94,117]

$$
\begin{align*}
U_{\mathrm{S}}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right) & =V_{\mathrm{S}}\left(N, \alpha_{S}\left(\mu^{2}\right)\right) U_{\mathrm{S}}^{(\mathrm{LO})}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right) V_{\mathrm{S}}^{-1}\left(N, \alpha_{S}\left(\mu_{0}^{2}\right)\right)  \tag{1.1.72}\\
& =\left[1+\sum_{n=1}^{\infty} \alpha_{S}^{n}\left(\mu^{2}\right) V_{\mathrm{S}}^{(n)}(N)\right] U_{\mathrm{S}}^{(\mathrm{LO})}(N)\left[1+\sum_{n=1}^{\infty} \alpha_{S}^{n}\left(\mu_{0}^{2}\right) V_{\mathrm{S}}^{(n)}(N)\right]^{-1}
\end{align*}
$$

where the evolution matrices $V_{\mathrm{S}}^{(n)}$ are constructed from combinations of the anomalous dimension quantities $\mathcal{R}_{n}$. The inverse evolution matrix factor ensures that the evolution $U_{S}$ reduces to unity when $\mu=\mu_{0}$. By plugging Eq. (1.1.72) into Eq. (1.1.63), one can recursively construct commutation relations between $V_{\mathrm{S}}^{(n)}$ and $\mathcal{R}_{0}$. Sorting in powers of $\alpha_{S}$, we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} \alpha_{s}^{n}\left[V_{\mathrm{S}}^{(n)}, \mathcal{R}_{0}\right]=\sum_{n=1}^{\infty} \alpha_{s}^{n}\left(n V_{\mathrm{S}}^{(n)}+\mathcal{R}_{n}\right)+\sum_{n, m=1}^{\infty} \alpha_{s}^{m} \alpha_{s}^{n} V_{\mathrm{S}}^{(m)} \mathcal{R}_{n}, \tag{1.1.73}
\end{equation*}
$$

which order-by-order gives the following commutation relations

$$
\begin{equation*}
\left[V_{\mathrm{S}}^{(n)}, \mathcal{R}_{0}\right]=n V_{\mathrm{S}}^{(n)}+\mathcal{R}_{n} \sum_{m=1}^{n-1} V_{\mathrm{S}}^{(n-m)} \mathcal{R}_{n} \equiv n V_{\mathrm{S}}^{(n)}+\tilde{\mathcal{R}}_{n} . \tag{1.1.74}
\end{equation*}
$$

These equations can be solved recursively using the eigenvalue decomposition of the leading-order singlet anomalous dimension matrix. Details of such computations are given in Refs. [118,119], here we directly give the solutions

$$
\begin{equation*}
V_{\mathrm{S}}^{(n)}=\frac{\beta_{0} \mathcal{E}_{1}^{+} \tilde{\mathcal{R}}_{n} \mathcal{E}_{0}^{-}}{\lambda_{-}^{(0)}-\lambda_{+}^{(0)}-n \beta_{0}}+\frac{\beta_{0} \mathcal{E}_{0}^{-} \tilde{\mathcal{R}}_{n} \mathcal{E}_{0}^{+}}{\lambda_{+}^{(0)}-\lambda_{-}^{(0)}-n \beta_{0}}-\frac{1}{n}\left(\mathcal{E}_{0}^{+} \tilde{\mathcal{R}}_{n} \mathcal{E}_{0}^{-}+\mathcal{E}_{0}^{-} \tilde{\mathcal{R}}_{n} \mathcal{E}_{0}^{+}\right) \tag{1.1.75}
\end{equation*}
$$

Notice that the expression of $V_{S}^{(n)}(N)$ contains poles when the denominators $\lambda_{-}^{(0)}-\lambda_{+}^{(0)} \pm$ $n \beta_{0}$ vanish. These poles, however, are cancelled by the inverse evolution matrix $V_{S}^{-1}(N)$
in Eq. (1.1.72). This statement also holds for the truncated solutions where the inverse evolution matrix $V_{\mathrm{S}}^{-1}$ is not determined as an inverse of the evolution matrix $V_{\mathrm{S}}$ but rather from a series expansion. Plugging everything back into Eq. (1.1.63) using the form of the leading-order solution given in Eq. (1.1.76), the next-to-leading (NLO) order solution to the singlet evolution equation is given by

$$
\begin{equation*}
U_{\mathrm{S}}^{(\mathrm{NLO})}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right)=\sum_{r= \pm} \exp \left\{-\frac{\lambda_{r}^{(0)}(N)}{\beta_{0}} \ln \left(\frac{\alpha_{S}\left(\mu^{2}\right)}{\alpha_{S}\left(\mu_{0}^{2}\right)}\right)\right\} \mathcal{M}(r,-r) \tag{1.1.76}
\end{equation*}
$$

where we have defined the matrix $\mathcal{M}$ as follows

$$
\begin{align*}
\mathcal{M}(r, p)=\mathcal{E}_{0}^{(r)} & +\frac{\mathcal{E}_{0}^{(r)} \mathcal{R}_{1} \mathcal{E}_{0}^{(p)}}{\left(\alpha_{s}\left(\mu_{0}^{2}\right)-\alpha_{s}\left(\mu^{2}\right)\right)^{-1}}-\alpha_{s}\left(\mu_{0}^{2}\right) \frac{\beta_{0} \mathcal{E}_{0}^{(r)} \mathcal{R}_{1} \mathcal{E}_{0}^{(p)}}{\lambda_{p}^{(0)}-\lambda_{r}^{(0)}-\beta_{0}}  \tag{1.1.77}\\
& +\alpha_{s}\left(\mu^{2}\right) \frac{\beta_{0} \mathcal{E}_{0}^{(r)} \mathcal{R}_{1} \mathcal{E}_{0}^{(p)}}{\lambda_{p}^{(0)}-\lambda_{r}^{(0)}-\beta_{0}} \exp \left\{\frac{\lambda_{r}^{(0)}-\lambda_{p}^{(0)}}{\beta_{0}} \ln \left(\frac{\alpha_{s}\left(\mu^{2}\right)}{\alpha_{s}\left(\mu_{0}^{2}\right)}\right)\right\} .
\end{align*}
$$

In the above equation, the poles $\lambda_{ \pm}^{(0)}-\lambda_{\mp}^{(0)}=\beta_{0}$ are cancelled when the last two terms are combined. The analytic expressions of the truncated solutions to the singlet evolution equation up to three-loop can be found in Refs. [117,118]. These expressions will be important when constructing the improved transverse momentum resummation for colour singlet observables, that will be discussed in the subsequent sections.

Before closing this section, let us emphasize the role that the DGLAP evolution equations play in QCD, but mainly in the determination of the PDFs. Parton distribution Functions have an intrinsic non-perturbative feature that manifest through the scale $\mu^{2}$ and the fraction of momentum $x$. While the $x$-dependence must be derived through a fit to the experimental data, the $\mu^{2}$-dependence is predicted at all values by the DGLAP evolution equations. This is very practical as it allows the PDFs to be fitted at an initial scale (usually chosen to be slightly below the charm quark mass if heavier quark PDFs are assumed to be generated by QCD radiation, i.e. $\mu_{0} \equiv Q_{0} \sim 1 \mathrm{GeV}$, or slightly above if the charm PDFs are fitted on the same footing as light quarks, i.e. $\mu_{0} \equiv Q_{0} \sim 1.65 \mathrm{GeV}$ ) and then afterward evolved to higher scales.

### 1.1.3 Determination of the proton PDFs

The non-perturbative nature of the parton distribution functions prevent their computation from first principle, instead, they have to be determined by comparing theoretical predictions of hadronic cross sections (as expressed by the key equation, Eq. (1.1.1)) with experimental measurements. That is, PDFs are modelled in terms of a collection of sensible parameters whose values are optimized w.r.t. a suitable goodness-of-fit measure through some minimization procedure in order to match experimental measurements.

To the present day, there exists various groups that implement different methodology and provide different estimation of the PDF errors. To mention just a few collaborations: ZEUS/H1 [34-39], NNPDF [40-53], ABM [54-58], CTEQ [59-68], and MSHT [69-74]. As the machine learning part in Sec. (5.5) is purely based on PDF sets produced using NNPDF methodology, we base the subsequent descriptions of how PDFs are parametrized
in terms of the NNPDF framework. While we refer the interested reader to the aforementioned references for a detailed review of the methodology, we briefly highlight in the following passage the main key ingredients. The determination of (unpolarized) proton PDFs relies primarily on the following elements:

## - Perturbative Calculations

The factorization formula given in Eq. (1.1.1) provide a framework in which perturbative and non-perturbative regimes are separated allowing for the short-distance (hard) interactions to be computed perturbatively. In order for the perturbative series (partonic cross section) to converge to its asymptotic result, computations of higher-order contributions are vital. Beyond leading-order, the expression of the partonic cross sections include loop momenta which when integrated over leads to Ultraviolet (UV) divergences. Such divergences are renormalized through the running of strong coupling with the introduction of the renormalization scale $\mu_{R}$. Based on the renormalization group argument, the dependence of the partonic cross section on the renormalization scale decreases as the perturbative calculations are carried out to higher orders.

Apart from the UV divergences, two classes of singularities also arise at higher orders: infrared divergences associated with virtual contributions which (as described in the previous section) cancel the corresponding soft divergences from the emission of real gluons; and collinear divergences which are subtracted by terms arising in the renormalization of the PDF operators. Depending on the observables, additional singularities might arise due to the appearance of large logarithmic terms that compensate the smallness of the strong coupling and spoil the convergence of the perturbative calculations. Such divergences have to resummed to all-order in the strong coupling.

Higher order partonic cross sections, usually next-to-leading order (NLO) and next-to-next-to-leading order (NNLO), are generally available via Monte Carlo programs such as MADGRapH [120], NNLOJET [121], and MCFM [122] that typically takes countless hours to accurately compute cross sections. In addition, since during the fitting procedure PDFs are constantly evolved and convoluted with the partonic cross sections, the parts which perform the DGLAP evolution and convolutions must be carried out quickly and accurately. Several proposals have been put forward in order to achieve this. The underlying idea behind these approaches consists on pre-computing the partonic cross sections convoluted with the evolution kernels and store the results into a suitable interpolation grid. The computation of the full hadronic cross sections thus reduces to the scalar product between the PDFs parameterized at the initial scale $Q_{0}^{2}$ and the interpolation tables. Each of the previously mentioned Monte Carlo Program has its own fast interpolating software: AMCFASt [123] as the MADGraph interface, FastNLO [124,125] for NNLOJet, and APPLGRID [126] interfaces both NNLOJET and MCFM. In addition, the NNPDF collaboration uses the FASTKERNEL methodology $[42,43]$ that permits a fast precomputation of evolved parton densities.

## - PDF Parametrization

As highlighted in the previous section, thanks to the DGLAP evolution equations, proton PDFs can be parameterized at an initial scale $Q_{0}^{2}$ and then evolved to the energy of the experimental predictions. In the NNPDF methodology, each parton $f_{a}$ is parameterized in terms of a neural network at an initial scale $Q_{0}$ as

$$
\begin{equation*}
x f_{a}\left(x, Q_{0}^{2}, \theta\right)=\mathcal{N}_{a} x^{\alpha}(1-x)^{\beta} \mathrm{NN}_{a}(x, \theta) \tag{1.1.78}
\end{equation*}
$$

where $\mathcal{N}_{a}$ is a normalization constant that accounts for theoretical constraints enforced by the QCD sum rules. In the NNPDF jargon, the factors $x^{\alpha}$ and $(1-x)^{\beta}$ are called preprocessing whose purpose is to speed up the convergence. They respectively describe the small- $x$ and large- $x$ behaviours of the PDFs, in particular, the second factor ensures that the PDFs vanish at large- $x$. The exponents $\alpha$ and $\beta$ are different for each PDF flavour and are determined from the data in global QCD analyses. The main core of the parametrization lies in the neural network function $\mathrm{NN}_{a}(x, \theta)$-with $\theta$ representing the set of neural network parameters-that is defined to interpolate between the low- $x$ and high- $x$ regions. For non-linear regression problems such as the extraction of PDFs from experimental data, the use of neural networks is suitable as it offers more flexibility and more importantly reduces the bias associated with the choice of a functional form. Due to the sensitivity of the data set to different species of PDFs, the extractions of the PDFs are typically performed in the evolution basis (constructed from a linear combination of independent PDFs, or the singlet and non-singlet distributions) instead of the flavour basis. However, the choice of parametrization basis is arbitrary and the results of the fit should be basis independent. Such an independence of the parametrization basis has been demonstrated in the NNPDF4.0 global analysis.

## - Optimization

Once the PDFs have been computed at the initial scale $Q_{0}$, they can be evolved to the scale of the experimental data set using the DGLAP evolution equations presented in the previous section. The resulting PDFs can then be convoluted with the partonic cross section (computed at a given perturbative order) in order to obtain theoretical predictions for the hadronic cross section. Theoretical predictions are then compared to experimental predictions through a log-likelihood $\chi^{2}$ measure. The optimal PDF parameters are thus obtained by minimizing the $\chi^{2}$-figure of merit. For a given $N_{\text {dat }}$ of experimental measurements $D_{i}$ and a corresponding theoretical predictions $T_{i}$, the loss function to be minimized is defined as

$$
\begin{equation*}
\chi^{2}(\theta) \equiv \sum_{i, j}^{N_{\mathrm{dat}}}\left(D_{i}-T_{i}(\theta)\right) \operatorname{cov}_{i j}^{-1}\left(D_{j}-T_{j}(\theta)\right) \tag{1.1.79}
\end{equation*}
$$

where $i, j$ run over the experimental data points and $\operatorname{cov}_{i j}$ represents the covariance matrix. A typical fit typically only includes experimental information in the covariance matrix. However, recently, it has become possible to also include into the covariance matrix theoretical information due to the uncertainties related to missing
higher order in perturbation theory $[52,53]$. The experimental covariance matrix is defined as

$$
\begin{equation*}
\operatorname{cov}_{i j}=\delta_{i j}\left(\delta D_{i}^{\mathrm{UNC}}\right)^{2}+\sum_{k=1}^{N_{\mathrm{COR}}} \delta D_{k, i}^{\mathrm{COR}} \delta D_{k, j}^{\mathrm{COR}} \tag{1.1.80}
\end{equation*}
$$

with $\delta D_{i j}^{\mathrm{UNC}}$ and $\delta D_{k, i}^{\mathrm{COR}}$ respectively denoting the uncorrelated and correlated uncertainties. It is worth pointing that in the absence of correlated uncertainties, the covariance matrix has non-zero entries only in the diagonal.
The outcome of a PDF fit largely depends on the optimization strategy used to minimize the figure of merit expressed in Eq. (1.1.79). In previous NNPDF determinations (NNPDF3.1 and priors), stochastic algorithms have been used for the training of neural networks. While these algorithms are less prone to end up in a local minima, they become unsuitable when the parameter space is large, which is the case for PDF extractions due to the large covariance matrices. The NNPDF4.0 methodology $[4,77]$ instead considers (deterministic) Stochastic Gradient Descent algorithms which not only is more computationally efficient but most importantly provides faster and stable convergence. Indeed, due to frequent updates, the steps taken by stochastic gradient descent algorithms towards the minima of the loss function contain oscillations that can help to get out of local minima.
With fast and efficient minimization strategies also comes the risk of over-training. This is also often referred to as overfitting. In order to avoid fitting noises in the data, it is important to conceive a suitable stopping criterion. The NNPDF methodology implements a widely used method in literature known as cross-validation in which the data points are randomly divided into a training and validation sets. While the $\chi^{2}$ is computed for both sets, the training optimization is only performed on the training set. The stopping algorithms keeps track of the values of both $\chi^{2}$ and terminates when the value of the validation $\chi_{\text {val }}^{2}$ does not improve for a certain number of steps (while the training $\chi_{\text {tr }}^{2}$ continues to decrease).

Let us finally comment on the propagation of PDF uncertainty. State-of-the-art PDF determinations (including NNPDF ) only includes experimental uncertainties on the data used to extract the PDFs. Theoretical uncertainties associated to missing higher order corrections are usually neglected as they are assumed to be negligible compared to experimental and possibly methodological uncertainties. Although proof of concepts on how theoretical uncertainties can be systematically included in the PDF determination already exist, PDF sets are delivered accounting only experimental (and possibly methodological) uncertainties.

There exists two commonly used approaches to propagate experimental uncertainties into the PDFs: the Monte Carlo and Hessian methods. For the determination of unpolarized PDFs, the latter has been used in CT18 [67] and MSHT20 [74] while the former has been used by the NNPDF and JAM [127] collaborations. While both of these methods have their own advantages, the Monte Carlo method is more robust. As a matter of fact, the Monte Carlo approach outweighs the traditional Hessian approach in two main ways. First, the Monte Carlo method does not require the selection of a functional form removing the bias associated to the PDF parametrization. Second, the Monte Carlo approach does
not assume that the underlying PDF uncertainties follow a Gaussian distribution and thus it does not require the linearity of the observables in order to propagate the uncertainties to the PDFs. The Monte Carlo technique, instead, consists on generating Monte Carlo replicas according to a Multi-Gaussian distribution centered on the central values $D_{i}$ and with variances based on the experimental covariance matrices. The distribution of the data replicas is thus mapped into the confidence interval in the space of PDFs by performing a fit to each of the replicas. A fit to a replicas consists in minimizing the $\chi_{R}^{2}$ where $R$ denotes a given replica index. In order to reproduce the statistical properties of the original data, the number of replicas needs to be sufficiently large. Once fit results for the whole set of Monte Carlo replicas are available, post-fit checks are required in order to ensure that each replica satisfies a set of criteria. For instance, replicas with too large $\chi^{2}$ values or that do not pass positivity constraints [128] must be removed.

### 1.2 Evaluating MHOUs with scale variations

A reliable estimation of the theoretical uncertainties is of foremost importance for high precision physics of the kind aimed for at the LHC. The main source of theoretical uncertainties stem from the missing higher-order corrections in perturbative computations. The variation of the unphysical scales appearing in the calculation is thus far the most used and widespread method to estimate such uncertainties. In the following, we first describe how missing higher-order uncertainties coming from the hard scattering and PDFs are evaluated independently using scale variations. Then, we discuss how these uncertainties can be simultaneously assessed at the level of physical observables, still using the method of scale variations. Our derivations follow closely Refs. [52,53]

For the sole reason that the present thesis is mainly concerned about hadroproduction processes, let us consider as illustration the factorized expression given in Eq. (1.1.1)

$$
\begin{equation*}
\mathcal{O}\left(\alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu^{2}}\right)=\mathcal{L} \otimes \mathcal{O}\left(\alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu^{2}}\right) \tag{1.2.81}
\end{equation*}
$$

where for the time being, we assume that the PDFs (expressed through the luminosity $\mathcal{L}=f \otimes f)$ are evaluated at ta fixed scale. Thus, the scale $\mu^{2}$ in Eq. (1.2.81) represents an arbitrary normalization scale. For the sake of brevity, the sum over the partonic (sub) channels have been omitted and assumed to be implicit.

### 1.2.1 Scale variation for partonic cross sections

As introduced in the previous section, the renormalization group (RG) invariance states that all-order predictions are independent of the renormalization scale. That is,

$$
\begin{equation*}
\mu^{2} \frac{\partial}{\partial \mu^{2}} \mathcal{O}\left(\alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu^{2}}\right)=\mathcal{L} \otimes \mu^{2} \frac{\partial}{\partial \mu^{2}} \mathcal{O}\left(\alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu^{2}}\right)=0 \tag{1.2.82}
\end{equation*}
$$

Eq. (1.2.82) shows that the renormalization group invariance of the physical observable (henceforth cross section) requires the renormalization group invariance of the perturbative observable. Thus, hereinafter, let us mainly focus on the hard scattering partonic part $\mu^{2} \partial \mathcal{O} / \partial \mu^{2}=0$. For the purpose of what will follow, let us define the following observables:
$Q^{2}=k \mu^{2}, \kappa=-\ln k, t=\ln \left(Q^{2} / \Lambda_{\mathrm{QCD}}^{2}\right)$ such that $\alpha_{s}\left(\mu^{2}\right)$ is a function of $(t+\kappa)$. Assuming that the function $\mathcal{O}$ is analytic in $\alpha_{s}$ and $\kappa$, it can be shown that the renormalization group equation in Eq. (1.2.82) writes as [52,53]

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathcal{O}\left(\alpha_{S}(t+\kappa), \kappa\right)=-\frac{\partial}{\partial \kappa} \mathcal{O}\left(\alpha_{S}(t+\kappa), \kappa\right) \tag{1.2.83}
\end{equation*}
$$

Notice that the derivative w.r.t. $t$ (in the first term) is taken keeping $\kappa$ fixed, and in a similar way, the derivative w.r.t. $\kappa$ (in the second terms) is performed keeping $\alpha_{s}$ fixed. By Taylor expanding the partonic cross section $\hat{\mathcal{O}}$ around $\kappa=0$ (i.e. $\mu^{2}=Q^{2}$ ) while keeping $\alpha_{s}(t+\kappa)$ fixed, it can be shown that scale-dependent $\kappa$ cross section can be expressed in terms of the cross section evaluated at the central scale while keeping the $\kappa$-dependence in the argument of the coupling $\alpha_{s}$. This can be written as follows

$$
\begin{align*}
\mathcal{O}\left(\alpha_{s}(t+\kappa), \kappa\right) & =\sum_{n=0}^{\infty} \frac{\kappa^{n}}{n!} \frac{\partial}{\partial \kappa^{n}} \mathcal{O}\left(\alpha_{s}(t+\kappa), 0\right)  \tag{1.2.84}\\
& =\sum_{n=0}^{\infty}(-1)^{n} \frac{\kappa^{n}}{n!} \frac{\partial}{\partial t^{n}} \hat{\mathcal{O}}\left(\alpha_{s}(t+\kappa), 0\right) \tag{1.2.85}
\end{align*}
$$

where to go from the first to the second line, we used the renormalization group invariance condition given in Eq. (1.2.83) $\partial / \partial \kappa=-\partial / \partial t$. Notice that all the derivatives in Eq. (1.2.84) and Eq. (1.2.85) are taken keeping $\alpha_{s}$ and $\kappa$ fixed respectively. Let us emphasize that when $\kappa=0$, the left and right-handed side of Eqs. (1.2.84-1.2.85) are exactly the same at every order in perturbation theory. It is clear from Eq. $(1.2 .85)$ that derivatives w.r.t. $t$ always add one power of the running of the coupling. That is, the $\mathcal{O}\left(\kappa^{n}\right)$-term in Eq. (1.2.84) is $\mathcal{O}\left(\alpha_{s}^{n}\right)$ w.r.t. the leading term $\mathcal{O}\left(\alpha_{s}, 0\right)$. By defining the cross section evaluated at the central scale $\overline{\mathcal{O}}(t) \equiv \mathcal{O}\left(\alpha_{s}(t), 0\right)$, the missing higher order uncertainty can be defined in the following way

$$
\begin{equation*}
\Delta_{\mathrm{N}^{m} \mathrm{LO}}(t, \kappa)=\hat{\mathcal{O}}_{\mathrm{N}^{m} \mathrm{LO}}\left(\alpha_{s}(t+\kappa), \kappa\right)-\overline{\mathcal{O}}_{\mathrm{N}^{m} \mathrm{LO}}(t) \tag{1.2.86}
\end{equation*}
$$

where $m \in \mathbb{N}$ denotes the order at which the perturbative computation is truncated. If we assume that the hard partonic cross section admits the following perturbative expansion

$$
\begin{equation*}
\overline{\mathcal{O}}(t)=\sum_{m=0}^{\infty} \alpha_{s}^{m+n}(t) \overline{\mathcal{O}}_{n} \quad \text { with } \quad n \in \mathbb{N} \tag{1.2.87}
\end{equation*}
$$

then the derivatives that appear in Eqs. (1.2.84-1.2.85) can be computed exactly using the definition of the $\beta$-function. For instance, by regrouping terms w.r.t. the coupling constant, it follows that the first derivative of Eq. (1.2.85) is given by

$$
\begin{align*}
\frac{\partial}{\partial t} \overline{\mathcal{O}}(t) & =n \alpha_{s}^{n-1}(t) \beta\left(\alpha_{s}\right) \overline{\mathcal{O}}_{0}+(n+1) \alpha_{s}^{n+1}(t) \beta\left(\alpha_{s}\right) \overline{\mathcal{O}}_{1}+\cdots  \tag{1.2.88}\\
& =n \alpha_{s}^{n+1} \beta_{0} \overline{\mathcal{O}}_{0}+\alpha_{s}^{n+2}\left(n \beta_{1} \overline{\mathcal{O}}_{0}+(n+1) \beta_{0} \overline{\mathcal{O}}_{1}\right)+\cdots \tag{1.2.89}
\end{align*}
$$

Hence, by computing up to the second derivatives and regrouping the terms w.r.t. the strong coupling $\alpha_{s}$, it can be shown that up to NLO order the renormalization scale variation of the hard partonic cross section is given by the following expression

$$
\begin{equation*}
\hat{\mathcal{O}}\left(\alpha_{s}(t+\kappa), \kappa\right)=\alpha_{s}^{n}(t+\kappa) \overline{\mathcal{O}}_{0}+\alpha_{s}^{n+1}(t+\kappa)\left(\overline{\mathcal{O}}_{1}-n \kappa \beta_{0} \overline{\mathcal{O}}_{0}\right)+\cdots \tag{1.2.90}
\end{equation*}
$$

Upon convoluted with the luminosity (as shown in Eq. (1.2.82)), we can derive the renormalization scale-dependent hadronic function

$$
\begin{equation*}
\mathcal{O}\left(\alpha_{s}(t+\kappa), \kappa\right)=\alpha_{s}^{n}(t+\kappa) \mathcal{L} \otimes \overline{\mathcal{O}}_{0}+\alpha_{s}^{n+1}(t+\kappa) \mathcal{L} \otimes\left(\overline{\mathcal{O}}_{1}-n \kappa \beta_{0} \overline{\mathcal{O}}_{0}\right)+\cdots \tag{1.2.91}
\end{equation*}
$$

In order to estimate the missing higher-order uncertainty at the hadronic level, it suffices to simply replace $\mathcal{O}$ by $\mathcal{O}$ with the renormalization scale-dependent hadronic function given in Eq. (1.2.91). The estimation of the missing higher-order uncertainty just amounts to varying $\kappa$, typically $\kappa \in[-\ln 4, \ln 4]$. In practice, the evaluation of the derivatives appearing in Eq. (1.2.85) cannot always be performed analytically, especially when the dependence on $\alpha_{s}$ is non-trivial as is often the case in resummed (all-order) computations. Therefore, it is often convenient to perform the derivatives numerically. While the formalism presented here were described in terms of the hadroproduction, it can be used to estimate missing higher-order uncertainty for any (partonic) cross sections [52,53].

### 1.2.2 Scale variation for parton evolutions

In the previous section, we assumed that the factorization scale appearing in Eq. (1.1.1)that separates short-distances from long-distance physics-is fixed. However, since such a factorization scale persists at the level of the physical observables (similar to the renormalization scale), it can be considered as a source of missing higher-order uncertainty and the ambiguity of its definition must be assessed. As argued in Refs. [52,53], missing higher-order uncertainties associated with the parton evolutions can be assessed using scale variations (similar to the case for the partonic cross section) by varying the scale either at the level of the anomalous dimensions, or at the level of the PDFs, or at the level of the hard scattering partonic coefficient functions. For its simplicity, here, we only present the second approach. We refer the reader to Refs. [52,53] for details related to the third approach. As we shall see, the derivation of the second approach can be inferred from the results obtained using the first approach.

As our starting point, let us consider the PDF evolution equation defined in Mellin space as given by Eq. (1.1.60)

$$
\begin{equation*}
\mu^{2} \frac{\partial}{\partial \mu^{2}} \mathcal{Q}\left(\mu^{2}\right)=\Gamma\left(\alpha_{s}\left(\mu^{2}\right)\right) \mathcal{Q}\left(\mu^{2}\right) \tag{1.2.92}
\end{equation*}
$$

where as before $\mathcal{Q}(N)$ denotes the Mellin version of one of the non-singlet $q_{\mathrm{ns}}^{V}, q_{\mathrm{ns}, a}^{ \pm}$, singlet $\Sigma$, and gluon $g$ distributions while the function $\Gamma(N)$ represents the associated Mellin transform of one of the various splitting functions. For brevity, in this section, the argument of $\mathcal{Q}$ and $\Gamma$ are presented assuming Mellin space formalism. Here, $\mu$ represents the factorization scale and is related to the scale of the process via $Q^{2}=k \mu^{2}$. As it was the case for the partonic cross section, the factorization scale dependence $\mu^{2}$ of the anomalous dimension can be made explicit order-by-order in perturbation theory using the the renormalization group invariance. Repeating the procedure in Eqs. (1.2.83-1.2.90) assuming that $\Gamma$ admits a series expansion $\bar{\Gamma}(t)=\sum_{n=0}^{\infty} \alpha_{s}^{n+1}(t) \bar{\Gamma}_{0}$, where we defined the anomalous dimension computed at the central scale $\bar{\Gamma}(t) \equiv \Gamma\left(\alpha_{s}(t), 0\right)$, it follows that

$$
\begin{equation*}
\Gamma\left(\alpha_{s}(t+\kappa), \kappa\right)=\alpha_{s}(t+\kappa) \bar{\Gamma}_{0}+\alpha_{s}^{2}(t+\kappa)\left(\bar{\Gamma}_{1}-\kappa \beta_{0} \bar{\Gamma}_{0}\right)+\cdots \tag{1.2.93}
\end{equation*}
$$

Eq. (1.2.93) represents the key element for the estimation of the missing higher-order uncertainties of the parton evolution through a variation of the factorization scale on which the anomalous dimensions depend. In order to incorporate the above results into the PDFs, we need to integrate Eq. (1.2.92). Based on the derivation performed in Sec.(1.1.2), the scale varied parton density function can be expressed as

$$
\begin{equation*}
\mathcal{Q}\left(\alpha_{s}(t+\kappa), \kappa\right)=\exp \left\{\int_{t_{0}}^{t} d q \Gamma\left(\alpha_{s}(t+\kappa), \kappa\right)\right\} \overline{\mathcal{Q}}\left(t_{0}\right) \tag{1.2.94}
\end{equation*}
$$

where as before we defined the PDF computed at the central scale to be $\overline{\mathcal{Q}}\left(t_{0}\right) \equiv \mathcal{Q}\left(\alpha_{s}(t), 0\right)$. The exponential term in Eq. (1.2.94) can be simplified using Eqs. (1.2.84-1.2.85) and replacing $\mathcal{O}$ with $\Gamma$. After performing some algebraic simplifications, we have

$$
\begin{equation*}
\exp \left\{\int_{t_{0}}^{t} d q \Gamma\left(\alpha_{s}(t+\kappa), \kappa\right)\right\}=[1-\kappa \bar{\Gamma}(t+\kappa)+\cdots] \exp \left\{\int_{t_{0}}^{t+\kappa} d q \bar{\Gamma}(q)\right\} \tag{1.2.95}
\end{equation*}
$$

Plugging the above equation back into Eq. (1.2.94), we can derive the PDF obtained by varying the renormalization scale in the anomalous dimensions with a fixed $\overline{\mathcal{Q}}\left(t_{0}\right)$ evaluated at the initial scale $\mu_{0}$. Eq. (1.2.94) thus becomes

$$
\begin{equation*}
\mathcal{Q}\left(\alpha_{s}(t+\kappa), \kappa\right)=[1-\kappa \bar{\Gamma}(t+\kappa)+\cdots] \overline{\mathcal{Q}}(t+\kappa) . \tag{1.2.96}
\end{equation*}
$$

The above equation gives the estimation of the missing higher-order uncertainty of the parton evolutions through a variation of the factorization scale $\mu^{2}$ in the PDFs. Similar to the case for the (partonic) cross section, the missing higher order uncertainty can be conveniently computed using numerical methods with $\kappa$ varying in the range $[-\ln 4, \ln 4]$.

### 1.2.3 Combined scale variations

After having described how missing higher-order uncertainties coming from the hard cross section and parton evolutions are estimated independently, let us now discuss how such estimations can be combined in a consistent way. Consider the factorization formula in Mellin space for the hadroproduction cross section:

$$
\begin{equation*}
\mathcal{O}\left(\alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu_{F}^{2}}, \frac{Q^{2}}{\mu_{R}^{2}}\right)=\mathcal{L}\left(\alpha_{s}\left(\mu_{F}^{2}\right), \frac{Q^{2}}{\mu_{F}^{2}}\right) \hat{\mathcal{O}}\left(\alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}\right) \tag{1.2.97}
\end{equation*}
$$

where the dependence of the perturbative functions on $N$ are assumed to be implicit. In addition, for the sake of brevity, we have omitted the summation over all possible (sub) channels. Here, $\mu_{R}$ denotes the renormalization scale whose dependence is entirely embodied in the hard scattering partonic cross section, and whose variation estimates the missing higher-order uncertainties from due to truncation of the partonic cross section. In a similar way, $\mu_{F}$ represents the factorization scale whose dependence is entirely embodied in the anomalous dimensions, and whose variation estimates the missing higher-order uncertainties in the parton evolutions.

Given that the physical cross section in Eq. (1.2.97) factorizes the scale dependence, the renormalization scale $\mu_{R}$ and the factorization scale $\mu_{F}$ can be chosen independently. For what will follow, let us defined the following variables:

$$
\begin{equation*}
k_{R} \mu_{R}^{2}=Q^{2}, \quad k_{F} \mu_{F}^{2}=Q^{2}, \quad \text { and } \quad \kappa_{R}=-\ln k_{R}, \quad \kappa_{F}=-\ln k_{F} \tag{1.2.98}
\end{equation*}
$$



Figure 3 Various prescriptions indicating the sampled values of the factorization scale $\kappa_{R}$ and renormalization scale $\kappa_{F}$. From left to right, we show the five-point prescription, the seven-point prescription, and the nine-point prescription. The are spanned by the variation of scales are represented by the gray shapes. The origin of coordinates corresponds to the central scale.
such that the coupling $\alpha_{S}$ appearing in the hard cross section and in the PDFs are functions of $t_{R}=t+\kappa_{R}$ and $t_{F}=t+\kappa_{F}$ respectively with $t=\ln \left(Q^{2} / \Lambda_{\mathrm{QCD}}^{2}\right)$. In terms of these variables, the scale-varied factorized hadronic cross section is expressed as

$$
\begin{equation*}
\mathcal{O}\left(t, \kappa_{F}, \kappa_{R}\right)=\mathcal{L}\left(\alpha_{S}\left(t_{F}\right), \kappa_{F}\right) \mathcal{O}\left(\alpha_{S}\left(t_{R}\right), \kappa_{R}\right) \tag{1.2.99}
\end{equation*}
$$

Based on the derivations performed in Secs. 1.2.1-1.2.2, the all-order scale varied PDFs (here expressed in terms of the luminosity) and the partonic cross section are respectively given by the following expressions

$$
\begin{align*}
& \mathcal{L}\left(\alpha_{S}\left(t_{F}\right), \kappa_{F}\right)=\sum_{n=0}^{\infty}(-1)^{n} \frac{\kappa_{F}^{n}}{n!} \frac{\partial}{\partial t_{F}^{n}} \overline{\mathcal{L}}\left(t_{F}\right)  \tag{1.2.100}\\
& \hat{\mathcal{O}}\left(\alpha_{S}\left(t_{R}\right), \kappa_{R}\right)=\sum_{n=0}^{\infty}(-1)^{n} \frac{\kappa_{R}^{n}}{n!} \frac{\partial}{\partial t_{R}^{n}} \overline{\mathcal{O}}\left(t_{R}\right) . \tag{1.2.101}
\end{align*}
$$

The luminosity and partonic cross sections evaluated at the central scales, namely $\mu^{2}=Q^{2}$, are respectively defined as $\overline{\mathcal{L}}\left(t_{F}\right)=\mathcal{L}\left(\alpha_{s}\left(t_{F}\right), 0\right)$ and $\overline{\mathcal{O}}\left(t_{R}\right)=\hat{\mathcal{O}}\left(\alpha_{S}\left(t_{R}\right), 0\right)$. Taking into account that $\partial / \partial t$ is $\mathcal{O}\left(\alpha_{s}^{2}\right)$, the NLO scale-varied hadronic cross section is given by

$$
\begin{equation*}
\mathcal{O}_{\mathrm{NLO}}\left(t, \kappa_{F}, \kappa_{R}\right)=\overline{\mathcal{L}}\left(t_{F}\right) \overline{\mathcal{O}}\left(t_{R}\right)-\left[\kappa_{R} \frac{\partial}{\partial t} \overline{\mathcal{L}}\left(t_{F}\right) \overline{\mathcal{O}}\left(t_{R}\right)+\kappa_{F} \overline{\mathcal{L}}\left(t_{F}\right) \frac{\partial}{\partial t} \overline{\mathcal{O}}\left(t_{R}\right)\right] \tag{1.2.102}
\end{equation*}
$$

The above expression suggests that scale variations w.r.t $\kappa_{R}$ can be determined by taking the derivatives of the hadronic cross section w.r.t $t_{R}$ while keeping $t_{F}$ fixed, and vice-versa. Up to NLO, the scale-varied hadronic cross section can finally be written as

$$
\begin{equation*}
\mathcal{O}_{\mathrm{NLO}}\left(t, \kappa_{F}, \kappa_{R}\right)=\tilde{\mathcal{O}}\left(t_{F}, t_{R}\right)-\left(\kappa_{R} \frac{\partial}{\partial t_{R}} \tilde{\mathcal{O}}\left(t_{F}, t_{R}\right)+\kappa_{F} \frac{\partial}{\partial t_{R}} \tilde{\mathcal{O}}\left(t_{F}, t_{R}\right)\right) \tag{1.2.103}
\end{equation*}
$$

where $\tilde{\mathcal{O}}\left(t_{F}, t_{R}\right)=\overline{\mathcal{L}}\left(t_{F}\right) \overline{\mathcal{O}}\left(t_{R}\right)$ is the hadronic cross section evaluated at the central scale. The missing higher-order uncertainties of the hadronic cross section are then estimated by varying independently in a symmetric way, typically $\left|\kappa_{F}\right|,\left|\kappa_{R}\right| \leq \ln 4$. One of the ways to achieve such a double scale variations is a prescription known as fived-point scale variation
where the scale choices are given by $\left(\kappa_{F}, \kappa_{R}\right)=(0,0),( \pm \ln 4,0),(0, \pm \ln 4)$. Alternative prescriptions are shown in Fig. 3. Throughout this thesis, we adopt the seven-point scale variation, details on such a prescription are described in Sec. (3.3).

### 1.3 The road toward 1\% accuracy

Chief among the goals of precision phenomenology of the kind studied at hadron colliders such as LHC is to produce theoretical predictions accurate at percent-level to be compared to an ever increasing range of high precision experimental measurements. The road to such an accuracy requires the following aspects: an understanding of the meaning of the residual theoretical uncertainty given by unknown higher-orders in perturbation theory, and a better determination of the parton density functions in order to push their uncertainties to lower values. In the following section, we summarize the advancements as well as the issues that currently persist toward achieving that goal. In particular, we report in the first part the current state-of-the-art on PDF determination and their accuracies. The second part is dedicated to the discussion of the estimation of missing higher-order uncertainties including a discussion on how resummed calculations can be used to estimate these unknown contributions.

### 1.3.1 Methodological aspects

Considerable advancements have happened in the area of PDF determination with the release of the NNPDF4.0 methodology [4,77]. The improvements in comparison to NNPDF3.1 manifest in two main aspects: the systematic inclusions, for the first time, of LHC Run II data at a center-of-mass energy $\sqrt{s}=13 \mathrm{TeV}$, enlarging significantly the experimental data used to constrain PDFs; and a new fitting procedure based on state-of-the-art machine learning techniques, whose impacts improve significantly the fitting time and provide more accurate descriptions of the PDF uncertainties.

In terms of experimental data set, the NNPDF4.0 PDF set includes new LHC measurements at $\sqrt{s}=13 \mathrm{TeV}$ for processes already present in NNPDF3.1, but also new processes such as single top production [129], dijets [130], and $W+$ jet [131]. In terms of methodology, not only the minimization algorithm has been changed from Genetic Algorithm to Stochastic Gradient Descent, but also the whole methodology itself is fitted using the hyperparameter optimization. The hyperparameter optimization if performed through a procedure called $\kappa$-folding where the effectiveness of a given methodology (here methodology means a particular set of hyperparameters) is checked on sets of data excluded in turn from the fit. Despite the fact that fitting procedure does not account for the methodological uncertainties, such ambiguities can be kept under control using: closure tests [40] which assesses the faithfulness of the uncertainties, and future tests which tests the backward and forward compatibility of the data.

Thanks to these improvements, both in terms of experimental data and methodology, the PDFs are reliable and accurate at one-percent level across a wide range of kinematic regions. This is illustrated in Fig. 4 where we plot the relative parton luminosities as a function of the invariant mass $m_{X}$ and the rapidity $y$ for various channels at a center-of-mass energy $\sqrt{s}=14 \mathrm{TeV}$. The results from NNPDF3.1 are shown on the left while
results from NNPDF4.0 are shown on the right. For all the channels considered, it is apparent that the NNPDF4.0 methodology yields smaller PDF uncertainties reaching up to one-percent accuracy for most of the kinematic ranges.

In terms of PDF determination, the main missing piece towards achieving a one-percent accuracy is the inclusion of theoretical uncertainties, which is dominated by missing higherorder uncertainties in perturbative QCD computations. The inclusion of the theoretical uncertainties into the PDF fit will become increasingly crucial with the insatiable quests for new physics and the advent of future high energy colliders [132]. Despite the fact that a proof of concept of how this could be achieved already exists [52,53], PDF sets are still delivered without accounting for theoretical uncertainties.

### 1.3.2 Theoretical aspects

On the theory side, one of the main obstacles toward approaching a percent-level accuracy is the unknown higher-order corrections in perturbative calculations. Whilst considerable progress has been made in performing higher-order perturbative computations for a large number of processes of interest at the LHC, the need for a reliable estimation of theory uncertainties associated with missing higher contributions is becoming more pressing. As mentioned in previous sections, thus far, the most standard and widespread approach of estimating theoretical uncertainties associated with missing higher-orders in perturbative calculations is to perform a variation of the unphysical scales involved in the process, namely the factorization and renormalization scales. In Sec. (1.2.3), we presented various prescriptions on how the two scales could be varied. The uncertainty envelope is then computed by taking the minimum and the maximum from the scale variations.

From the practical point of view, the use of scale variation to estimate missing higherorder uncertainties presents a number of advantages. First, due to the fact that the scale dependence of the strong coupling and PDFs are universal, scale variations can be used to estimate theoretical uncertainties for any perturbative process. Second, the constraint imposed by the renormalization group invariance ensures that as the order order of perturbative calculations increases, the scale dependence decreases. Third, estimation of missing higher-order uncertainties resulting from scale variations produces smooth functions of the kinematics, incorporating strong correlations in the nearby regions of the phase space. However, the procedure of estimating missing higher-order uncertainty using a scale variation also presents some shortcomings, chief among which is the fact that it does allow for a probabilistic interpretation, therefore removing any attempt to estimate the degree of belief. In addition, there is the ambiguity in defining the central scale around which the variation should be performed and the ranges at which the scales are allowed to vary. Most importantly, scale variation misses uncertainties associated to new singularities appearing at higher-orders but not present at lowers-orders.

Recently, several methods have been proposed in order to address some of the caveats of the scale variations. In Ref. [80], Cacciari and Houdeau proposed a new approach of estimating missing higher-order uncertainties using a Bayesian model. In short, the method consists on adopting some assumptions on the progression of the perturbative expansion, then based on the knowledge of the first few orders, one can infer on the hidden parameters that are assumed to bound the structure of the perturbative coefficients, allowing for an inference on the unknown subsequent contributions. While this approach


Figure 4 The relative parton luminosities as a function of the invariant mass $m_{X}$ and the rapidity $y$ for various channels, namely $g g$ (top), $g q$ (middle), and $u \bar{d}$ (bottom). The results are shown the the two families of NNPDF sets: NNPDF3.1 (left) and NNPDF4.0 (right). The colour-bars on the right represent the relative uncertainty in terms of percentage. Plots are taken from Ref. [4].
has proved to perform quite well for QCD observables at $e^{+} e^{-}$colliders [80], its reliability when it comes to proton-proton collider observables is subject to questions [22,81]. In Ref. [82], Bonvini built upon Cacciari-Houdeau's work to construct more general, flexible and robust models. The various models have been validated on some observables at LHC that are known to very high accuracy.

A possible way to estimate the impacts of unknown higher-orders in perturbation theory is the information provided by resummed calculations. Indeed, information on the various kinematic limits that appear in fixed order calculations are contained at all-order in resummed expressions. Thus, it should be possible to consistently combine these various limits to predict the subsequent unknown contributions in the perturbative computations, in the same way as it was done in Ref. [133]. In Sec. (3.4) we give a proof of concept by combining high energy and threshold resummations to approximate the NNLO Higgs transverse momentum distribution.

### 1.4 Summary

We have devoted this chapter to the introduction of the concepts for making theoretical predictions in QCD. In particular, we highlighted the importance of the factorization property that allows one to perform perturbative computations by separating long-distance physics from short-distance interactions. As a result, it is possible to represent measurable cross sections by folding the partonic cross sections with the PDFs. At the partonic level, we emphasized the efficiency of the spinor helicity formalism and the MHV techniques in computing massless scattering amplitudes. This allowed us to introduce the splitting functions that govern the DGLAP evolution equations. At the PDF level, we investigated the relation between the scale dependence of the PDFs and the DGLAP evolution equations whose solutions we have explicitly computed up to NLO in the singlet and non-singlet sector. In particular, we provided a brief overview of the determination of the PDFs in terms of the momentum fractions using as a reference the NNPDF methodology. We then raised the issue that plagues perturbative computations, namely the estimation of missing higher-order corrections and the appearance of large logarithms. These subjects will be the topics of the next chapters.

## 1.A The running of $\alpha_{s}$ and asymptotic freedom

The applicability of perturbative computations in QCD relies on the smallness of the strong coupling constant $\alpha_{s}$. Indeed, perturbative treatment of a given observable can only be reasonable if the coupling of quarks and gluons are small. As introduced in the previous sections, the strength of the interaction between these partons are dictated by $\alpha_{s}\left(\mu^{2}\right)=g_{s}\left(\mu^{2}\right) / 4 \pi$, where the the renormalization scale $\mu^{2}$ is a remnant of the renormalization of UV divergences. Since physical observables should not depend on an unphysical scale, we can derive a differential equation that describes the dependence of $\alpha_{s}$ on $\mu^{2}$. This is known as the renormalization group equation and writes as

$$
\begin{equation*}
\mu^{2} \frac{\partial}{\partial \mu^{2}} \alpha_{s}\left(\mu^{2}\right)=\beta\left(\alpha_{s}\left(\mu^{2}\right)\right) \tag{A.1}
\end{equation*}
$$

where the QCD beta function $\beta$ is a perturbative function that admits an expansion in $\alpha_{s}$. At all-order, its expression is given by $\beta\left(\alpha_{s}\right)=\sum_{n=0}^{\infty}-\beta_{n} \alpha_{s}^{n+2}$. Each coefficient appearing in that series can be computed perturbatively. In MS, the first three coefficients are given by the following expressions

$$
\begin{align*}
& \beta_{0}=\frac{1}{12 \pi}\left(11 C_{A}-2 n_{f}\right), \quad \beta_{1}=\frac{1}{24 \pi^{2}}\left(17 C_{A}^{2}-5 C_{A} n_{f}-3 C_{F} n_{f}\right),  \tag{A.2}\\
& \beta_{2}=\frac{1}{64 \pi^{3}}\left(\frac{2857}{54} C_{A}^{3}-\frac{1415}{54} C_{A}^{2} n_{f}-\frac{205}{18} C_{A} C_{F} n_{f}+\frac{78}{54} C_{A} n_{f}^{2}+\frac{11}{9} C_{F} n_{f}^{2}\right) . \tag{A.3}
\end{align*}
$$

The QCD factors $C_{A}$ and $C_{F}$ are respectively defined as $C_{A}=N_{c}$ and $C_{F}=\left(N_{C}^{2}-1\right) / 2 N_{c}$ where $N_{c}=3$ for QCD. By introducing a reference scale $\mu_{0}^{2}$, we can derive the solution to the renormalization group equation in Eq. (A.1). Such a solution generally takes the following form

$$
\begin{equation*}
\alpha_{s}\left(\mu^{2}\right)=\sum_{n=1}^{\infty} \alpha_{0}^{n} f_{n}\left(\frac{\mu^{2}}{\mu_{0}^{2}}\right), \tag{A.4}
\end{equation*}
$$

where for simplicity we defined $\alpha_{0}=\alpha_{s}\left(\mu_{0}^{2}\right)$. Including contributions up to $\beta_{2}$, the functions $f_{n}$ are given by

$$
\begin{align*}
& f_{1}(X)=\frac{1}{X^{\prime}}, \quad f_{2}(X)=-\frac{\beta_{1}}{\beta_{0}} \frac{\ln X}{X^{2}}  \tag{A.5}\\
& f_{3}(X)=\frac{1}{X^{3}}\left[\frac{\beta_{1}^{2}}{\beta_{0}^{2}}\left(\ln ^{2} X-\ln X-(1-X)\right)+\frac{\beta_{2}}{\beta_{0}}(1-X)\right] \tag{A.6}
\end{align*}
$$

where the scale dependent variable $X$ is defined to be $X=1+\alpha_{0} \beta_{0} \ln \left(\mu^{2} / \mu_{0}^{2}\right)$. Eq. (A.4) then allows one to compute the coupling constant at scale $\mu^{2}$ in case its value is known at a reference scale $\mu_{0}^{2}$. Notice that solving the renormalization group equation sums up logarithms to all order in perturbation theory. The running of $\alpha_{s}\left(\mu^{2}\right)$ where functions up to $f_{3}$ are included, for instance, resums logarithms up to NNLL.

As a final side remark, it is worth emphasizing the presence of Landau pole. This pole is given by $\mu_{L}^{2}=\Lambda^{2}=\mu^{2} \exp \left(-1 /\left(\alpha_{0} \beta_{0}\right)\right)$ and is present at all logarithmic order. Such a singularity appears also in resummed calculations in Fourier and Mellin space making the conversion to the direct space a complicated task.

## 1.B Integral transforms

In the following section, we describe various integral transforms that appear often in the reset of the manuscript, especially in the context of all-order computations. In particular, we describe some of the properties of the Fourier and Mellin transforms, mainly in the context of a differentiable function.

## 1.B. 1 Fourier transform

Let us first briefly review the concept of two-dimensional Fourier transform which will be used on the context of small- $p_{T}$ resummation. Such a transform is required in order to
factorize the delta constraints that enforces the conservation of transverse momentum. Using a function that is differential in $d \vec{p}_{T}=d p_{T}^{x} d p_{T}^{y}$ as an example, the two-dimensional Fourier transform is defined as:

$$
\begin{equation*}
\mathcal{F}\left[f\left(\vec{p}_{T}\right) ; \vec{p}\right] \equiv \frac{d f}{d \vec{p}_{T}}(\vec{b})=\int d^{2} \vec{p}_{T} \exp \left(i \vec{p}_{T} \vec{b}\right) \frac{d f}{d \vec{p}_{T}}\left(\vec{p}_{T}\right) . \tag{B.1}
\end{equation*}
$$

In order to be consistent with previous notations, we denote the differential function and its Fourier transform with the same variable. Recall that they are only distinguished by the arguments. As a result, the inverse Fourier transform is derived by integrating back $\vec{b}$ :

$$
\begin{equation*}
\frac{d f}{d \vec{p}_{T}}\left(\vec{p}_{T}\right)=\int \frac{d^{2} \vec{b}}{(2 \pi)^{2}} \exp \left(i \vec{p}_{T} \vec{b}\right) \frac{d f}{d \vec{p}_{T}}(\vec{b}) \tag{B.2}
\end{equation*}
$$

In the case where the differentiable function $f$ is azimuthally symmetric, i.e. for $p_{T}=\left|\vec{p}_{T}\right|$ and $b=|\vec{b}|$, if

$$
\begin{equation*}
\frac{d f}{d \vec{p}_{T}}\left(\vec{p}_{T}\right)=\frac{1}{2 \pi} \frac{d f}{p_{T} d p_{T}}\left(p_{T}\right), \quad \text { and } \quad \frac{d f}{d \vec{p}_{T}}(\vec{b})=\frac{d f}{d p_{T}}(b) \tag{B.3}
\end{equation*}
$$

then the azimuthal angle can be performed, leading to the Hankel transforms:

$$
\begin{align*}
\frac{d f}{d p_{T}}(b) & =\int_{0}^{\infty} d p_{T} J_{0}\left(b p_{T}\right) \frac{d f}{d p_{T}}\left(p_{T}\right)  \tag{B.4}\\
\frac{d f}{d p_{T}}\left(p_{T}\right) & =p_{T} \int_{0}^{\infty} d b b J_{0}\left(b p_{T}\right) \frac{d f}{d p_{T}}(b) \tag{B.5}
\end{align*}
$$

where $J_{0}(x)$ is the zeroth-order Bessel function of the first kind.

## 1.B. 2 Mellin transform

## Definition \& Example

Let $f(t)$ be a function defined on a positive real axis $0<t<\infty$ (in QCD, the value of $t$ is often restricted in $(0,1)$ ). The Mellin transform of $f$ is defined on the complex plane as:

$$
\begin{equation*}
\mathcal{M}[f ; N] \equiv f(N)=\int_{0}^{\infty} d t t^{-N} f(t) \tag{B.6}
\end{equation*}
$$

In general, the above integral only exists for complex values $N=a+i b$ such that $c<a<d$ for some values of $c$ and $d$ depending on $f(t)$. Such a domain is often referred to as strip $\mathcal{S}(c, d)$. In order for the integral to converge, the function $f(t)$ can grow as much as $e^{c t}$ when $t \rightarrow \infty$.

As an illustration, let us consider a straightforward function defined by $f(t)=e^{-p t}$ $\forall p>0$. Using the definition given in Eq. (B.6), it is immediate to see that the Mellin transform is given in terms of a Gamma function, $f(N)=p^{-N} \Gamma(N)$. Recalling that the Gamma function is analytic in the region $\mathfrak{R e}(N) \equiv a>0$, it follows that the strip of holomorphy is the positive half-plane in complex space.

## Relation with two-sided Laplace transform

The Mellin transform defined in Eq. (B.6) is closely related to the Laplace transform upon performing the change of variable $t=e^{-x}$. the integral in Eq. (B.6) now becomes:

$$
\begin{equation*}
f(N)=\int_{-\infty}^{\infty} d x \exp (-N x) f(\exp (-x)) \tag{B.7}
\end{equation*}
$$

By defining a new function $g(x) \equiv f\left(e^{-x}\right)$, one can recover the standard expression of the extended two-sided Laplace transform:

$$
\begin{equation*}
\tilde{\mathcal{L}}[g ; N] \equiv \int_{-\infty}^{\infty} d x \exp (-N x) g(x) \tag{B.8}
\end{equation*}
$$

It is worth mentioning that the extended two-sided Laplace transform in Eq. (B.8) and the Mellin transform in Eq. (B.6) are related through the following relation

$$
\begin{equation*}
\mathcal{M}[f(t) ; N]=\tilde{\mathcal{L}}[f(\exp (-x)) ; N] . \tag{B.9}
\end{equation*}
$$

## Inverse Mellin transform

The inverse Mellin transform can be generally computed by defining the Mellin moment as $N=a+2 \pi i \beta$ and realizing that (as it was the case for the two-sided Laplace transform) the Mellin and Fourier transforms are related by

$$
\begin{equation*}
\mathcal{M}[f(t) ; a+2 \pi i \beta]=\mathcal{F}[\exp (-a x) f(\exp (-x)) ; \beta] \tag{B.10}
\end{equation*}
$$

The above relation implies that the function $f(x)$ is related to the Mellin function $f(N)$ according to the following relation:

$$
\begin{equation*}
\exp (-a x) f(\exp (-x))=\int_{-\infty}^{\infty} d \beta f(N) \exp (2 \pi \beta) \tag{B.11}
\end{equation*}
$$

Going back to the definition in terms of $t$ with a change of variable and performing some algebraic simplifications, we arrive at the expression of the Mellin transform

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d N t^{-N} f(N) \tag{B.12}
\end{equation*}
$$

where the integration is performed along the vertical line $\mathfrak{R e}(N) \equiv a$.
The uniqueness of the inverse Mellin transform depends on the strips of holomorphy. That is, a function $f(N)$ defined in Mellin space can map to different inverse Mellin transforms depending on the regions of holomorphy considered. This is related to how the value of $a$ should be chosen.

To illustrate this, let us consider our previous example, $f(N)=\Gamma(N)$ (with $p=1$ ). For $q \equiv \mathfrak{R e}(N)>0, f(t)=e^{-t}$ is shown to be the Mellin transform. Using the inverse formula in Eq. (B.12), one has the following integral representation

$$
\begin{equation*}
\exp (-t)=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d N t^{-N} \Gamma(N) \tag{B.13}
\end{equation*}
$$

As mentioned earlier, the $\Gamma$-function is known to be analytically continuable in the left halfplace of the complex space, expect at zero and infinite negative integers where poles exist. Nevertheless, the contour integration can be shifted to the left such that the integral only picks up the values of the residues at each pole. thus, introducing $-m<\tilde{a}<-(m-1)$ for an integer $m$, the integral in Eq. (B.13) can be written as

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d N t^{-N} \Gamma(N)=\sum_{n=0}^{m-1} \frac{(-1)^{n}}{n!} t^{n}+\frac{1}{2 \pi i} \int_{\tilde{a}-i \infty}^{\tilde{a}+i \infty} d N t^{-N} \Gamma(N) \tag{B.14}
\end{equation*}
$$

Hence, the inverse Mellin transform of $\Gamma(N)$ in the region of $\operatorname{strip} \mathcal{S}(-m,-m+1)$ is given by the following expression:

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\tilde{a}-i \infty}^{\tilde{a}+i \infty} d N t^{-N} \Gamma(N)=e^{-t}-\sum_{n=0}^{m-1} \frac{(-1)^{n}}{n!} t^{n} \tag{B.15}
\end{equation*}
$$

The above result is different from the original function $f(t)=e^{-t}$. However, it can be proved using the Stirling formula that the right-hand side of the above integral transform vanishes in the limit $m \rightarrow \infty$.

## 1.C Spinor Helicity Formalism

This section is devoted to a brief review of the spinor helicity formalism. This formalism was first introduced when it was realized that the Lorentz group $S O(1,3)$ ib four dimensions is isomorphic to the group $S L(2) \otimes S L(2)$ and hence the finite-dimensional representations are classified as $(m, n)$ where $m$ and $n$ are integers or half-integers.

## Spinor variables

Massless particles have remarkable properties when expressed in the helicity basis. As a matter of fact, the spinor helicity formalism renders the analytic expression of scattering amplitudes in a more compact and simple form as compared to the standard formulation using momentum four-vectors. The underpinning idea behind the spinor helicity formalism is the mapping from a four-vector into a two-by-two matrix given by the following expression

$$
k_{a \dot{a}}=k_{\mu}\left(\sigma^{\mu}\right)_{a \dot{a}}=\left(\begin{array}{cc}
k_{0}-k_{3} & -k_{1}+i k_{2}  \tag{C.1}\\
-k_{1}-i k_{2} & k_{0}+k_{3}
\end{array}\right)
$$

where $\sigma^{\mu}=\left(\sigma^{0}, \vec{\sigma}\right)$ are the usual Pauli matrices. In the high energy limit where particles are quasi-massless, the determinant of the of $k_{a \dot{a}}$ vanishes. Hence, for a lightlike momentum $k$, the momentum can be written as a product of two vectors $k_{a \dot{a}}=\lambda_{a} \tilde{\lambda}_{\dot{a}}$ where $\lambda_{a}$ and $\tilde{\lambda}_{\dot{a}}$ are respectively the left and right-handed spinors. Scattering amplitudes possess interesting properties when the momentum $p_{a \dot{a}}$ is complex. In such a case, the spinors $\lambda_{a}$ and $\tilde{\lambda}_{\dot{a}}$ are independent of each other. For the purpose of this review, let us stick to the treatment of real-valued momenta. As mentioned before, the scalar product between two momenta can be expressed as $2\left(k_{i} k_{j}\right)=\langle i j\rangle[i j]$ where the angle and square brackets are defined in
terms of the spinors as $\langle i j\rangle=\varepsilon^{a b} \lambda_{a} \mu_{b}$ and $[i j]=\varepsilon^{\dot{a} \dot{b}} \tilde{\lambda}_{\dot{a}} \tilde{\mu}_{b}$ respectively. Since spinors are simple mathematical objects, they exhibit algebraic properties. For instance, one can use the convention for left and right-handed spinors to show that the above definitions imply $\langle i i\rangle=[i i]=0$. In addition, all other product of angle and square brackets vanish, for instance, $\langle i j]=[i j\rangle==0$. Notice also that these spinor products are antisymmetric, i.e. $\langle i j\rangle=-\langle j i\rangle$ and $[i j]=-[j i]$. Another useful relation is that square and angle brackets are related to each other according to the relation $\langle i j\rangle^{\star}=[i j]$.

For spin-1 bosons, the polarization can also be expressed in terms of a pair of massless spinors. In order to construct an expression of the polarization in terms of the square and angle brackets, the expression must satisfy $\epsilon_{\mu}^{\star}\left(p_{i}, k\right) \epsilon^{\mu}\left(p_{i}, k\right)=-1$ and the transverse condition $p_{\mu} \epsilon^{\mu}=0$. Expressions of the polarization that satisfy those constraints are given by the following [85]

$$
\begin{equation*}
\epsilon_{\mu}^{-}\left(p_{i}, k\right)=-\frac{1}{\sqrt{2}} \frac{\left[k\left|\gamma_{\mu}\right| i\right\rangle}{[k i]} \text { and } \epsilon_{\mu}^{+}\left(p_{i}, k\right)=\frac{1}{\sqrt{2}} \frac{\left.\langle k| \gamma_{\mu} \mid i\right]}{\langle k i\rangle}, \tag{C.2}
\end{equation*}
$$

where $k$ is a reference lightlike momentum that can be chosen arbitrarily. This freedom in choosing a reference momentum reflects the gauge invariance. The only constraint is that the reference momentum $k$ cannot be aligned to the momentum $p_{i}$ since we do not want the product $\langle i k\rangle$ or $[i k]$ to vanish.

## The little group scaling

In the following section, we show how any three-point amplitude can be trivially computed using the little group scaling. With the knowledge of the three-point amplitude, all higherorder MHV ( $\overline{\mathrm{MHV}}$ ) amplitudes can be computed using the BCFW recursion relations [134]. This is possible because the spinor helicity variables make manifest the symmetry obeyed by the scattering amplitudes.

Roughly speaking, the little group is the group of transformation that leaves invariant the momentum of an on-shell particle [85]. From the previous definitions, it is straightforward to deduce that the momentum of a given particle is given by $k_{i}=|i\rangle[i \mid$. The little group transformation is therefore the scaling

$$
\begin{equation*}
\left.|i\rangle \longrightarrow t|i\rangle \quad \text { and } \quad \mid i] \longrightarrow t^{-1} \mid i\right] \tag{C.3}
\end{equation*}
$$

By virtue of this rescaling, one can setup some ground rules for the external fermions and spin-1 bosons. These rules are defined as follows:

- Spinors for fermion scales as $t^{-2 h}$ where $h$ denotes the helicity of the fermion.
- Polarization vectors for spin- 1 bosons also scale as $t^{-2 h}$ but for $h= \pm 1$. By rescaling the spinors $|i\rangle$ and $\mid i]$, one can check in the expression of the polarization (Eq. (C.2)) that this rule hold true.

$$
\begin{equation*}
\epsilon_{\mu}^{-} \rightarrow t^{2} \epsilon_{\mu}^{-}=-\frac{t^{2}}{\sqrt{2}} \frac{\left[k\left|\gamma_{\mu}\right| i\right\rangle}{[k i]} \quad \text { and } \quad \epsilon_{\mu}^{+} \rightarrow t^{-2} \epsilon_{\mu}^{+}=\frac{t^{-2}}{\sqrt{2}} \frac{\left.\langle k| \gamma_{\mu} \mid i\right]}{\langle k i\rangle} \tag{C.4}
\end{equation*}
$$

The above descriptions imply that the little group scaling of each polarization encodes its helicity. Thus, a scattering amplitude with $n$ external state particles will then be multilinear in the corresponding polarization

$$
\begin{equation*}
\mathcal{M}\left(1^{h_{1}}, \cdots, n^{h_{n}}\right)=\epsilon_{\mu_{1}}^{h_{1}} \cdots \epsilon_{\mu_{n}}^{h_{n}} \mathcal{M}^{\mu_{1} \cdots \mu_{n}}(1, \cdots, n) . \tag{C.5}
\end{equation*}
$$

The tensorial object on the right-hand side of the above equation is the usual amplitude computed from Feynman diagrams. The object on the left-hand side instead represent a set o functions corresponding to different helicity configurations. These objects are known as the true scattering amplitudes in the sense that they are gauge invariant. Therefore, for on-shell amplitudes, the scaling of a particle labelled by $i$ gives rise to a weight $\left(-2 h_{i}\right)$ where again $h_{i}$ labels the helicity of the particle $i$. That is,

$$
\begin{equation*}
\left.\left.\mathcal{M}\left(\cdots,\left\{t_{i}|i\rangle, t_{i}^{-1} \mid i\right]\right\}, \cdots\right)=t^{-2 h_{i}} \mathcal{M}(\cdots,\{|i\rangle, \mid i]\}, \cdots\right) . \tag{C.6}
\end{equation*}
$$

The above expression allows one to compute any three-point amplitude in QCD and subsequently scattering amplitudes with larger number of external legs. In the next section, we demonstrate how trivial it is to compute three-point MHV amplitudes using the concept of little group scaling.

## Computation of a three-point amplitude using the little group scaling

Consider a three-point amplitude where we have one gluon and a pair of quark-antiquark. This is a simpler version of the process studied in Sec. (1.1.1). Let us start with the observation that in order for three-point amplitudes to not vanish, they can only depend on either the angle or square brackets. To demonstrate this, consider a three point amplitude where the momentum of the particles are labelled by $k_{i}(i=1,2,3)$. Assuming all the momenta to be incoming, the momentum conservation writes as $\sum_{i=1}^{3} k_{i}=0$, which implies that $\left(k_{1}+k_{2}\right)^{2}=p_{3}^{2}=\langle 12\rangle[12]=0$. This tells us that either $\langle 12\rangle$ or [12] must be equal to zero. Let us first suppose that $\langle 12\rangle$ does not vanish, then we have $\left.\langle 12\rangle[23]=\langle 1| p_{2} \mid 3\right]=-$ $\left.\langle 1|\left(p_{1}+p_{3}\right) \mid 3\right]=0$, and similarly $\left.\langle 12\rangle[13]=\langle 2|\left(p_{2}+p_{3}\right) \mid 3\right]=0$. This shows that [12], [13], and [23] vanish if we require $\langle 12\rangle$ to be non-zero. In a similar way, one can easily show that $\langle 13\rangle$ and $\langle 23\rangle$ vanish if we consider the case where $\langle 12\rangle$ vanish while [12] does not.

We are now ready to compute the partial three-point amplitude $\tilde{\mathcal{M}}_{3}(p, k, \bar{p})$ where as before $p$ and $\bar{p}$ denote the quark and antiquark with helicity $(-1 / 2)$ and $(1 / 2)$ respectively. In order to have an MHV amplitude, let us choose the gluon $k$ to have a negative helicity. Based on the above observation, the partial amplitude $\tilde{\mathcal{M}}_{3}$ can therefore be expressed in terms of angle brackets as follows

$$
\begin{equation*}
\tilde{\mathcal{M}}_{3}\left(h_{p}, h_{k}, h_{\bar{p}}\right)=\langle p k\rangle^{x}\langle p \bar{p}\rangle^{y}\langle k \bar{p}\rangle^{z} . \tag{C.7}
\end{equation*}
$$

The values of $x, y$ and $z$ are then fixed by the little group scaling via the equations

$$
\begin{align*}
& x+y=-2 h_{p} \\
& x+z=-2 h_{k}  \tag{C.8}\\
& y+z=-2 h_{\bar{p}} .
\end{align*}
$$

Recalling that the helicities are given by $h_{p}=-1 / 2, h_{\bar{p}}=1 / 2$ and $h_{k}=1$, the above system of equations can be straightforwardly solved in order to find that $(x, y, z)=(2,-1,0)$. Hence, the three-point amplitude given in Eq. (C.7) can be expressed as:

$$
\begin{equation*}
\tilde{\mathcal{M}}_{3}\left(p^{-}, k^{-}, \bar{p}^{+}\right)=\frac{\langle p k\rangle^{3}\langle\bar{p} k\rangle}{\langle p k\rangle\langle k \bar{p}\rangle\langle\bar{p} p\rangle} . \tag{C.9}
\end{equation*}
$$

The above computations clearly show the simplicity of the spinor helicity formalism and the the MHV technique. Using on-shell recursion relations such as the BCFW recursion relation in which a complex component is added to the momentum, all higher-order amplitudes can be recursively derived from the most basic three-point ones. For instance, the general expression for an MHV amplitude involving a pair of quark-antiquark and an arbitrary number of gluons is given by

$$
\begin{equation*}
\tilde{\mathcal{M}}_{n+2}^{\mathrm{MHV}}\left(p^{-}, 1^{+}, \cdots, i^{-}, \cdots, n^{+}, \bar{p}^{+}\right)=\frac{\langle p i\rangle^{3}\langle\bar{p} i\rangle}{\langle p 1\rangle\langle 12\rangle \cdots\langle n \bar{p}\rangle\langle\bar{p} p\rangle} \tag{C.10}
\end{equation*}
$$

The $\overline{\mathrm{MHV}}$ counterpart of the above partial amplitude can be read off directly from that expression by simply replacing the angle brackets into square brackets.

## 1.D Splitting functions \& Anomalous dimensions

In the following section, we give the explicit expressions of the splitting functions and anomalous dimensions at leading order. As we shall discuss in Sec. (2), expression of the splitting functions (anomalous dimensions) up to NLO is enough in the context of computing NNLL standard transverse momentum resummation, while the large- $N$ limit of three loop anomalous dimensions are required in order to correctly account for the soft logarithms in the context of the improved transverse momentum resummation.

Let us start by collecting the LO expression of the splitting functions that we computed in Sec. (1.1.1). They were first computed in Ref. [135] and are given by the following

$$
\begin{align*}
& P_{g g}^{(0)}(x)=\frac{C_{\mathrm{A}}}{\pi}\left[\frac{x}{(1-x)_{+}}+\frac{1-x}{x}+x(1-x)\right]+\beta_{0} \delta(1-x),  \tag{D.1}\\
& P_{q q}^{(0)}(x)=\frac{C_{\mathrm{F}}}{2 \pi} \frac{1+x^{2}}{(1-x)_{+}}+\frac{3 C_{\mathrm{F}}}{4 \pi} \delta(1-x),  \tag{D.2}\\
& P_{q g}^{(0)}(x)=\frac{n_{f}}{2 \pi}\left[x^{2}+(1-x)^{2}\right], \quad P_{g q}^{(0)}(x)=\frac{C_{\mathrm{F}}}{2 \pi}\left[\frac{1+(1-x)^{2}}{x}\right] . \tag{D.3}
\end{align*}
$$

Notice that the above expressions can be used to derive the non-singlet splitting functions, $P_{\mathrm{ns}, a}^{ \pm}$and $P_{\mathrm{ns}}^{V}$, which at leading-order vanish. For the NLO splitting functions, they have been computed in Refs. [136-144]. As for the LO, the expression of the splitting functions for the singlet and non-singlet combinations can be derived from the above results. Let us turn to the Mellin version (anomalous dimensions) of the above splitting functions. The Mellin transform of these functions were mostly computed in Refs. [141,142] and their
continuation for complex Mellin moments in Refs. [119,145-149]. For the sake of brevity, we only collect below the LO expressions:

$$
\begin{align*}
& \gamma_{q q}^{(0)}(N)=\frac{C_{\mathrm{F}}}{2 \pi}\left[\frac{3}{2}-\frac{1}{N+1}-\frac{1}{N+2}-2 \psi(N+1)-2 \gamma_{\mathrm{E}}\right]  \tag{D.4}\\
& \gamma_{g q}^{(0)}(N)=\frac{C_{\mathrm{F}}}{2 \pi}\left[\frac{2}{N}-\frac{2}{N+1}+\frac{1}{N+2}\right]  \tag{D.5}\\
& \gamma_{q g}^{(0)}(N)=\frac{n_{f}}{2 \pi}\left[\frac{1}{N+1}-\frac{2}{N+2}+\frac{2}{N+3}\right]  \tag{D.6}\\
& \gamma_{g g}^{(0)}(N)=\frac{C_{\mathrm{A}}}{\pi}\left[\frac{1}{N}-\frac{2}{N+1}+\frac{1}{N+2}-\frac{1}{N+3}-\psi(N+1)-\gamma_{\mathrm{E}}\right]+\beta_{0} \tag{D.7}
\end{align*}
$$

Part II
A TALE OF SCALES

## ALL-ORDER RESUMMATION OF TRANSVERSE MOMENTUM DISTRIBUTIONS

The use of perturbative computations, described in the previous chapter, is mainly justified if the strong coupling $\alpha_{s}$ is small compared to other scales involved in the process. However, as mentioned before, kinematic situations occur where the smallness of the coupling is compensated by the largeness of logarithmic enhanced terms. In this scenario, truncating the perturbative expansion at any fixed order will not yield correct results. In order to produce reliable results, these logarithmically enhanced terms must be resummed to all-order. Depending on the types of logarithms to be resummed, there exists different categories of resummation. In the case of transverse momentum distribution-which is the observable we are mainly interested here and in the subsequent section-we have: (i) the transverse momentum (or small- $p_{T}$ ) resummation that resums logarithmic contributions of the form $\ln \left(p_{T}^{2} / Q^{2}\right)$ which are enhanced when $p_{T}^{2} / Q^{2} \rightarrow 0$, (ii) the soft/threshold (or large- $x$ ) resummation that resums logarithmic terms that are enhanced when the invariant mass of the final system approaches the kinematic threshold, and (iii) the high energy (or small-x) resummation that resums logarithmic contributions arising when the center-of-mass energy of the system is large compared to the scale $Q^{2}$.

The following chapter starts by describing in a succinct way the kinematic regions that are relevant to the different classes of resummation mentioned previously while highlighting the need to combine these resummations in a consistent way. We then separately review the standard formulation of the threshold and transverse momentum resummations up to NNLL. This will allow us to introduce the concept of soft-improved transverse momentum resummation in which a subclass of the soft contributions are incorporated into the small- $p_{T}$ resummation. For the purpose of the phenomenological studies that will be presented in the next chapter, explicit resummed expressions using this improved transverse momentum resummation are shown in App. 2.B in the context of the Higgs and Z (via DY mechanism) boson production. As it is not discussed here, the high energy resummation of the Higgs transverse momentum spectra will be discussed in the next chapter.

### 2.1 Which regions to resum?

Using the definitions given in Sec. (1.1.1), one can map the region of the phase space where resummations are required. In Fig. 5, we show the regions of the phase space where the three types of resummation mentioned earlier-namely transverse momentum, threshold, and high energy resummations-are relevant. Usually, the construction of the resummed expressions for each of these types of resummation are performed separately. In the past


Figure 5 Phase space available for the production of a final-state system F with an invariant mass $M$ in the three kinematic limits: threshold, collinear, and high energy. The hadronic variable $\tau$ is defined in terms of the center-of-mass energy $\sqrt{s}$ and the scale $Q$ defined according to the conventions in Sec. (1.1.1).
few years, several attempts have been made to construct a resummed expression in which two kinematic limits are take into account. The formulation of a double large- $x$ and small- $x$ resummation, for instance, has been developed in Ref. [150] where the large- $x$ logarithms are resummed up to N3LL while the small- $x$ ones up to LL accuracy. Another example is the combination of the small $-p_{T}$ and small- $x$ resummations, which was formulated in Ref. [151] where the small- $p_{T}$ logarithms are resummed up to NNLL accuracy. The combination of the small- $p_{T}$ and the large- $x$ resummations is one of the main subjects of the following chapter.

To the present day, the current state-of-the-art accuracy in the resummed calculations of transverse momentum distributions is N3LL matched with fixed order predictions (usually NNLO). This has been achieved for a variety of processes including the Higgs boson production $[28,152,153]$ and DY [32,154-158]. The motivation to include threshold resummed contributions to the transverse momentum resummation boils down to the fact that large logarithmic corrections present in transverse momentum and threshold resummations both originate from the emission of soft gluons. There have also been attempts to construct a joint formalism that simultaneously resum logarithmic contributions enhanced at small- $p_{T}$ and at partonic threshold [159,160]. Such joint resummation have been successful in producing phenomenological results at NLL accuracy for various processes including Higgs [161] and vector boson production via DY mechanism [162] which has been recently extended to NNLL [163]. While the aforementioned resummations were done in Fourier-Mellin space, joint resummation in direct space has also been achieved up to NNLL accuracy using SCET [164]. It was shown recently that, in the case of processes with colourless final-state, standard resummation of logarithms of $p_{T} / Q$ can be consistently supplemented with the resummation og logarithmic contributions at large $x=Q / \hat{s}$ [165]. Such an improved resummation has the following features: first, it repro-
duces the correct behaviour to any logarithmic order in the limit $p_{T} \rightarrow 0$ for fixed $x$, and second, it reproduces the total cross section at any given logarithmic order in the threshold limit upon integration over the transverse momentum. Details on the construction of such a resummation is described in Sec. (2.4).

### 2.2 Transverse momentum resummation

As mentioned in the previous section, in a process involving multiple scales, the convergence of the perturbative series might be spoiled due to the presence of large logarithms multiplying the running of the coupling $\alpha_{s}$. For transverse momentum distributions, such large logarithmic enhancements are of the form $\ln \left(\xi_{p}\right) / \xi_{p}$. This quantity indeed diverges as the transverse momentum $\xi_{p}=p_{T}^{2} / Q^{2}$ goes to zero. In order to obtain reliable prediction in this situation, the logarithms of $\ln \left(\xi_{p}\right) / \xi_{p}$ must be resummed through the transverse momentum (or small- $p_{T}$ ) resummation.

In the following section, we briefly review two formulations of the transverse momentum resummation for transverse momentum distributions, namely the Collin-SoperSterman (CSS) formalism and the universal transverse momentum resummation formalism by Catani-deFlorian-Grazzini (CFG).

### 2.2.1 The Collin-Soper-Sterman formulation

Let us first review the formulation of the transverse momentum resummation introduced by Collin, Soper, and Sterman [166]. Consider the Mellin space expression of the hadronic cross-section

$$
\begin{equation*}
\frac{d \sigma}{d \xi_{p}}\left(N, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)=\sum_{a, b} f_{a}\left(N+1, \mu_{F}^{2}\right) f_{b}\left(N+1, \mu_{F}^{2}\right) \frac{d \hat{\sigma}_{a b}}{d \xi_{p}}\left(N, \xi, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) \tag{2.2.1}
\end{equation*}
$$

where for brevity we have omitted the scale $Q^{2}$ and the dependence of the coupling $\alpha_{s}$ on the renormalization scale $\mu_{R}^{2}$. One should always keep in mind, unless stated otherwise, that the hadronic and partonic cross sections are perturbative series in the strong coupling. The all-order expansion of the hard part is given by

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}}{d \xi_{p}}\left(N, \xi_{p}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)=\sigma_{\mathrm{F}}^{\text {Born }}\left(\alpha_{s}^{p}\left(\mu_{R}^{2}\right)\right) \sum_{n=1}^{\infty} \alpha_{s}^{n}\left(\mu_{R}^{2}\right) \Sigma_{a b}^{(n)}\left(N, \xi_{p}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) \tag{2.2.2}
\end{equation*}
$$

where $p$ denotes the lowest power of $\alpha_{s}$ needed in order for the process to occur and $\sigma_{\mathrm{F}}^{\text {Born }}$ is the leading order Born cross section. Since the final state F is colourless, the lowest order partonic cross section is initiated either by gluons or $q \bar{q}$ annihilation. Later on, we will make explicit the dependence of $\sigma_{\mathrm{F}}^{\text {Born }}$ on the incident partons.

At this stage, we can decompose the partonic cross section into a regular and singular part as the transverse momentum $p_{T} \rightarrow 0$ (or equivalently $\xi_{p} \rightarrow 0$ ):

$$
\begin{equation*}
\Sigma_{a b}^{(n)}\left(N, \xi_{p}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)=\Sigma_{a b}^{\mathrm{R},(n)}\left(N, \xi_{p}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)+\Sigma_{a b}^{\mathrm{S},(n)}\left(N, \xi_{p}, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) \tag{2.2.3}
\end{equation*}
$$

where $\Sigma_{a b}^{\mathrm{R},(n)}$ contains all the terms that are less singular than $\delta\left(p_{T}^{2}\right)$ and $p_{T}^{2}$ (or equivalently $\xi_{p}$ ) in the limit $p_{T} \rightarrow 0$. Its hadronic expression truncated at a given order $\alpha_{s}^{m}$ in the perturbative expansion is given by

$$
\begin{align*}
\frac{d \sigma}{d \zeta_{p}}\left(N, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)= & \sigma_{\mathrm{F}}^{\text {Born }}\left(\alpha_{s}^{p}\left(\mu_{R}^{2}\right)\right) \sum_{a, b} f_{a}\left(N+1, \mu_{F}^{2}\right) \times  \tag{2.2.4}\\
& f_{b}\left(N+1, \mu_{F}^{2}\right) \sum_{n=1}^{m} \alpha_{s}^{n}\left(\mu_{R}^{2}\right) \Sigma_{a b}^{\mathrm{R},(n)}\left(N, \xi p, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) .
\end{align*}
$$

This term corresponds exactly to the difference between the full fixed-order result and its asymptotic in the small- $p_{T}$ limit. The asymptotic piece contains terms that are at least as singular as $1 / \xi_{p}$ up to NNLO in the limit $\xi_{p} \rightarrow 0$.

The singular term $\Sigma_{a b}^{\mathrm{S},(n)}\left(N, \xi_{p}\right)$ contains the $\delta\left(p_{T}^{2}\right)$ term and all the logarithmic enhanced terms when $\xi_{p} \rightarrow 0$. These logarithmic terms are resummed to all-order in the strong coupling $\alpha_{s}$ :

$$
\begin{equation*}
\Sigma_{a b}^{\mathrm{S},(n)}\left(N, \xi_{p}\right)=\Sigma_{a b}^{\delta,(n)}(N) \delta\left(p_{T}^{2}\right)+\sum_{m=1}^{2 n-1} \Sigma_{a b}^{(n, m)}(N) \frac{\ln ^{m}\left(\xi_{p}\right)}{\xi_{p}} \tag{2.2.5}
\end{equation*}
$$

where the functions $\Sigma(N)$ are $\xi_{p}$-independent and therefore behave as constants when $\xi_{p} \rightarrow 0$. In order to fully take into account the kinematic constraints on the conservation of transverse momentum, it is advantageous to work in Fourier space where the factorization of the multiple gluon emission is performed more naturally. Denoting by $b$ the impact parameter-defined as the conjugate variable of $p_{T}$ in Fourier space-the resummed cross section in Fourier space can be written as

$$
\begin{align*}
\frac{d \sigma^{\text {css }}}{d \xi_{p}}(N, b)= & \sigma_{\mathrm{F}}^{\text {Born }}\left(\alpha_{s}^{p}\left(\mu_{R}^{2}\right)\right) \sum_{a, b} \sum_{n=1}^{m} \alpha_{s}^{n}\left(\mu_{R}^{2}\right) f_{a}\left(N+1, \mu_{F}^{2}\right) f_{b}\left(N+1, \mu_{F}^{2}\right)  \tag{2.2.6}\\
& \int_{0}^{\infty} \frac{d^{2} p_{T}}{M^{2}} \exp \left(-i \vec{b} \vec{p}_{T}\right)\left[\Sigma_{a b}^{\delta,(n)}(N) \delta\left(p_{T}^{2}\right)+\sum_{m=1}^{2 n-1} \Sigma_{a b}^{(n, m)}(N) \frac{\ln ^{m}\left(\xi_{p}\right)}{\xi_{p}}\right] .
\end{align*}
$$

As mentioned previously, the above equations obeys the renormalization group equations. Eq. (2.2.6) can therefore be determined by solving an evolution equation [167]. Using the results presented in Refs. [166,168-171], the full resummed cross section in Eq. (2.2.6) can be written in a more compact form:

$$
\begin{equation*}
\frac{d \sigma^{\mathrm{css}}}{d \xi_{p}}(N)=\sum_{a, b} \int_{0}^{\infty} d \hat{b} \frac{\hat{b}}{2} J_{0}\left(\hat{b} \sqrt{\xi_{p}}\right) f_{a}\left(N+1, \frac{C_{1}}{C_{2} \hat{b}}\right) f_{b}\left(N+1, \frac{C_{1}}{C_{2} \hat{b}}\right) \frac{d \hat{\sigma}_{a b}^{\mathrm{css}}}{d \xi_{p}}(N, \hat{b}) . \tag{2.2.7}
\end{equation*}
$$

The partonic cross section that embodies the short range interaction is given by

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{css}}}{d \xi_{p}}(N, \hat{b})=\sum_{c} \sigma_{\mathrm{F}, c \bar{c}}^{\mathrm{Born}}\left(\alpha_{s}^{p}\left(\mu_{R}^{2}\right)\right) C_{c a}\left(N, \alpha_{s}\left(\frac{C_{1}}{C_{2} \hat{b}}\right)\right) C_{\bar{c} b}\left(N, \alpha_{s}\left(\frac{C_{1}}{C_{2} \hat{b}}\right)\right) S_{c}(\hat{b}) \tag{2.2.8}
\end{equation*}
$$

where $J_{0}(x)$ is the zeroth order Bessel function of the first kind while $\hat{b}=b M$ represents the modified conjugate variable of $\xi_{p}$ in Fourier space. The partonic function $d \hat{\sigma}_{a b}^{\text {css }} / d \xi_{p}$
embodies the all-order resummation of logarithms of the form $\ln (\hat{b})$. It contains the coefficient functions $C_{c a}$ and the Sudakov form factor $S_{c}$. Both the coefficient functions and the Sudakov exponent are process dependent.

The coefficient functions $C_{c a}$ can be computed perturbatively. In Mellin space, they are given in terms of the following series expansion:

$$
\begin{equation*}
C_{c a}\left(N, \alpha_{s}\left(\mu^{2}\right)\right)=\delta_{c a}+\sum_{n=1}^{\infty} \alpha_{s}\left(\mu^{2}\right) C_{c a}^{(n)}(N) \tag{2.2.9}
\end{equation*}
$$

These coefficient functions are sometimes referred to as collinear factor for the hadron $h_{a}$. They contain both the full splitting functions and the hard process-independent contribution coming from the finite part of the virtual loop corrections. The one and two-loop coefficient functions have been computed for various processes and various resummation schemes, see Refs. [167,172-177] for reference. For instance, for the production of a Higgs boson via gluon fusion, the leading-order coefficient functions can be defined as

$$
\begin{equation*}
C_{g g}^{(1)}(N)=0, \quad C_{g q}^{(1)}(N)=C_{q g}^{(1)}(N)=\frac{C_{F}}{2 \pi} \frac{1}{N+1} . \tag{2.2.10}
\end{equation*}
$$

The Sudakov form factor which resums all logarithmic contributions can be shown to have the following integral representation [168,169,178,179]

$$
\begin{equation*}
S_{c}(\hat{b})=\exp \left\{-\int_{C_{3}^{2} / \hat{b}^{2}}^{C_{2}^{2}} \frac{d q^{2}}{q^{2}}\left[A_{c}\left(\alpha_{s}\left(q^{2}\right)\right) \ln \left(\frac{C_{2}^{2} M^{2}}{q^{2}}\right)+B_{c}\left(\alpha_{s}\left(q^{2}\right)\right)\right]\right\} \tag{2.2.11}
\end{equation*}
$$

The functions $A_{c}$ and $B_{c}$ are perturbative series in $\alpha_{s}\left(q^{2}\right)$. In particular, the function $A_{c}$ which is related to the soft-radiation is process-independent while the function $B_{c}$ which is related to the flavour conserving collinear radiation is process-dependent from the two-loop contribution. They are perturbatively given by

$$
\begin{equation*}
A_{c}\left(\alpha_{s}\right)=\sum_{n=1}^{\infty} \alpha_{s}^{n} A_{c}^{(n)}, \quad B_{c}\left(\alpha_{s}\right)=\sum_{n=1}^{\infty} \alpha_{s}^{n} B_{c}^{(n)} \tag{2.2.12}
\end{equation*}
$$

The coefficients $A_{c}^{(n)}$ and $B_{c}^{(n)}$ can be computed either by solving the corresponding renormalization group equation or by comparing the expanded result to fixed-order computations. The three loop contributions which are required to compute NNLL accuracy have been computed both for the gluon [180] and quark [178,179] initiated process. In this section, we only presents results up to two loops. At leading-order, the processindependent parts are given by:

$$
\begin{equation*}
A_{c}^{(1)}=\frac{C_{c}}{\pi}, \quad A_{c}^{(2)}=\frac{C_{c}}{2 \pi} K, \quad B_{g}^{(1)}=-2 \beta_{0}, \quad B_{q}^{(1)}=-\frac{3}{2} \frac{C_{F}}{\pi^{2}} \tag{2.2.13}
\end{equation*}
$$

where $\mathrm{K}=C_{A}\left(67 / 18-\zeta_{2}\right)-5 n_{f} / 9, \beta_{0}=\left(11 C_{A}-2 n_{f}\right) / 12 \pi$, and $C_{C}$ which is equal to $C_{A}$ if $c=g$ and $C_{F}$ if $c=q$, is the QCD colour factor. The process-dependent part $B_{c}^{(2)}$ is generally expressed as follows [181]

$$
\begin{equation*}
B_{c}^{(2)}=-2 \delta P_{c c}^{(2)}+\beta_{0}\left[\frac{2}{3} \pi+\mathcal{A}_{c}^{\mathrm{F}}(\phi)\right] \tag{2.2.14}
\end{equation*}
$$

where $\delta P_{c c}^{(2)}$ is the coefficient of the $\delta(1-x)$ term in the two-loop splitting functions. The finite part $\mathcal{A}_{c}^{F}$ comes from the one-loop virtual contributions, it depends on the kinematics of the final-state colour singlet particle. Its expression has been computed for both Higgs [172] and DY $[182,183$ ] and they are given by

$$
\begin{equation*}
\mathcal{A}_{g}^{\mathrm{H}}=\frac{\mathrm{C}_{A}}{\pi}\left(\frac{2}{3} \pi^{2}-\frac{C_{F}}{C_{A}}+5\right), \quad \mathcal{A}_{q}^{\mathrm{DY}}=\frac{C_{F}}{\pi}\left(\frac{2}{3} \pi^{2}-8\right) . \tag{2.2.15}
\end{equation*}
$$

As a result, the $B_{c}^{(2)}$-coefficient has been computed for Higgs [181] and DY [167,181]:

$$
\begin{align*}
B_{g}^{(2), \mathrm{H}}=\left(\frac{C_{A}}{\pi}\right)^{2} & \left(\frac{23}{6}+\frac{22}{9} \pi^{2}-6 \zeta_{3}\right)  \tag{2.2.16}\\
& +\frac{4}{\pi^{2}} n_{f} C_{F} T_{R}-\frac{11}{2 \pi^{2}} C_{A} C_{F}-\frac{C_{A}}{\pi^{2}} n_{f} T_{R}\left(\frac{2}{3}+\frac{8}{9} \pi^{2}\right) \\
B_{q}^{(2), \mathrm{DY}}=\left(\frac{C_{F}}{\pi}\right)^{2} & \left(\pi^{2}-\frac{3}{4}-12 \zeta_{3}\right)  \tag{2.2.17}\\
& +\frac{C_{F}}{\pi^{2}} T_{R}\left(\frac{17}{3}-\frac{4}{9} \pi^{2}\right)+\frac{C_{A} C_{F}}{\pi^{2}}\left(\frac{11}{9} \pi^{2}-\frac{193}{12}+6 \tau_{3}\right)
\end{align*}
$$

where $T_{R}=1 / 2$ is the $\operatorname{SU}(3) \mathrm{QCD}$ colour factor. The results for the coefficient $B_{c}^{(3)}$ can be found in Ref. [184].

We finally comment on the constants $C_{i}$ that enter in Eq. (2.2.6) and (2.2.11) and that so far were left arbitrary. These constants arise from solving the renormalization group equations in which the two scales $M$ and $b$ are separated. The variation of these constants can also be used to estimate higher-order corrections. In the CSS formalism, they are chosen to be $C_{1}=C_{3}=b_{0} M$ and $C_{2}=1$ where $b_{0}=2 \exp \left(-\gamma_{E}\right)$ with $\gamma_{E}$ denoting the Euler-Mascheroni constant.

The $p_{T}$ distribution given by Eq. (2.2.6) presents some subtleties as it probes non perturbative effect for some particular values of $b$. Indeed, when $b$ is large, specifically $b \gtrsim 1 / \Lambda_{\mathrm{QCD}}$, the running of the coupling $\alpha_{s}$ and the PDFs which both explicitly depend on the scale $b$ enter the non-perturbative regime. In order to prevent the scale $b$ to probe such a regime, the $b_{\star}$ prescription is introduced where

$$
\begin{equation*}
b_{\star}=\frac{b}{\sqrt{1+\left(b / b_{\max }\right)^{2}}} \tag{2.2.18}
\end{equation*}
$$

with $b_{\max }$ chosen such that $1 / b_{\max } \sim \Lambda_{\mathrm{QCD}}$. This modifies the lower bound of the Sudakov integral in Eq. (2.2.11) to $C_{1}^{2} / \hat{b}_{\star}$. This ensures that $d \hat{\sigma}_{a b}^{\text {css }} / d \xi_{p}(b) \sim d \hat{\sigma}_{a b}^{\text {css }} / d \xi_{p}\left(b_{\star}\right)$ when $b \lesssim b_{\max }$. The non-perturbative dependence is then moved into an auxiliary function $d \hat{\sigma}_{a b}^{\mathrm{NP}} / d \tilde{\zeta}_{p}$ defined as

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\text {css }}}{d \xi_{p}}(N, \hat{b})=\frac{d \hat{\sigma}_{a b}^{\text {css }}}{d \xi_{p}}\left(N, \hat{b}_{\star}\right) \times \frac{d \hat{\sigma}_{a b}^{\mathrm{NP}}}{d \hat{\zeta}_{p}}(N, \hat{b}) . \tag{2.2.19}
\end{equation*}
$$

This ensures that the non-perturbative behaviour is not part of the resummed expression. The function $d \hat{\sigma}_{a b}^{\mathrm{NP}} / d \xi_{p}$ is chosen such that $d \hat{\sigma}_{a b}^{\mathrm{NP}} / d \xi_{p} \rightarrow 1$ when $\hat{b} \rightarrow 0$. An example of
such a non-perturbative function is given in Refs. [166,168,185,186]. The correction factor $d \hat{\sigma}_{a b}^{\mathrm{NP}} / d \xi_{p}$ generally takes the form $\exp (-g(\hat{b}))$ where $g(x)$ is just some polynomial. Since the large $\hat{b}$ region is out of control of perturbation theory, the parameters that enter $g(x)$ needs to be adjusted to the experimental data. For DY, different forms of the correction factor are available from global fits [167,185-188].

Some comments are in order concerning the disadvantages of the CSS resummation formalism. Indeed, despite the fact that the formalism has been used to produce theoretical predictions at various level of perturbative accuracies, it presents some drawbacks:

- First, the behaviour of the soft gluons that is captured by the Sudakov form factor should be independent of the hard process. Indeed, the Sudakov exponent is supposed to be universal and should only depend on the initial state partons (either quark or gluon). However, as wee see in Eqs. (2.2.14, 2.2.16, 2.2.17), the Sudakov form factor in Eq. (2.2.11) is process-dependent through $B_{c}$. The same can also be said about the coefficient functions $C_{c a}$.
- Second, the fact that the parton distributions in Eq. (2.2.7) is parameterized at the scale $b_{0} / b$ rather than $\mu_{F}^{2}$ raises some complications. With such a value of scale, the PDFs will have to be interpolated in the non-perturbative region.

The above issues can be tackled by performing resummation in momentum (or direct) space. However, despite the fact that the problem of the resummation of the transverse momentum distribution in direct space has received considerable attention in the past few years [189-192], it has not been possible to find beyond leading logarithmic accuracy a closed analytic expression which is simultaneously free of subleading logarithmic contributions and spurious singularities at finite values of $p_{T}$ until very recently [152,193]. An alternative approach consists in re-arranging the terms in the impact parameter space $\hat{b}$ using the renormalization group identity, this is known as the universal transverse momentum resummation formalism.

### 2.2.2 The Catani-deFlorian-Grazzini formulation

In the Catani-deFlorian-Grazzini (CFG) formalism, the issue related to the universality of the Sudakov form factor and the coefficient functions is addressed factorizing out the process-independent term into a hard function $\mathrm{H}_{c}^{\mathrm{F}}$ where the superscript F is used to indicate that the hard function depends on the kinematics of the final-state system F. This is achieved by expressing the $C_{c a}$-functions and the $B_{c}$-functions as [194]

$$
\begin{align*}
& C_{c a}^{\mathrm{CSS}}\left(N, \alpha_{s}\right)=\sqrt{\mathrm{H}_{c}^{\mathrm{F}}\left(\alpha_{s}\right)} \times C_{c a}^{\mathrm{CFG}}\left(N, \alpha_{s}\right)  \tag{2.2.20}\\
& B_{c}^{\mathrm{CSS}}\left(N, \alpha_{s}\right)=B_{c}^{\mathrm{CFG}}\left(N, \alpha_{s}\right)-\beta\left(\alpha_{s}\right) \frac{d \ln \mathrm{H}_{c}^{\mathrm{F}}\left(\alpha_{s}\right)}{d \ln \alpha_{s}} \tag{2.2.21}
\end{align*}
$$

where $\beta\left(\alpha_{s}\right)$ is the ACD $\beta$-function that describes the running of the coupling $\alpha_{s}$. Notice that one recovers the CSS expressions by setting $\mathrm{H}_{c}^{\mathrm{F}}=1$. The hard function satisfies the renormalization group identity:

$$
\begin{equation*}
\mathrm{H}_{c}^{\mathrm{F}}\left(\alpha_{s}\left(M^{2}\right)\right)=\mathrm{R}_{c}\left(\alpha_{s}\left(M^{2} \leftarrow \frac{b_{0}^{2}}{b^{2}}\right)\right) \mathrm{H}_{c}^{\mathrm{F}}\left(\alpha_{s}\left(\frac{b_{0}^{2}}{b^{2}}\right)\right) \tag{2.2.22}
\end{equation*}
$$

where the evolution factor $\mathrm{R}_{c}$ is defined as

$$
\begin{equation*}
\mathrm{R}_{c}\left(\alpha_{s}\left(M^{2} \leftarrow \frac{b_{0}^{2}}{b^{2}}\right)\right)=\exp \left\{-\int_{b_{0}^{2} / b^{2}}^{M^{2}} \frac{d q^{2}}{q^{2}} \beta\left(\alpha_{s}\left(q^{2}\right)\right) \frac{d \ln \mathrm{H}_{c}^{F}\left(\alpha_{s}\left(q^{2}\right)\right)}{d \ln \alpha_{s}\left(q^{2}\right)}\right\} \tag{2.2.23}
\end{equation*}
$$

The hard function is a perturbative function and therefore can be expressed as a series expansion in $\alpha_{s}$ as $\mathrm{H}_{c}^{\mathrm{F}}\left(\alpha_{s}\right)=1+\sum_{n=1}^{\infty} \alpha_{s}^{n} \mathrm{H}_{c}^{\mathrm{F},(n)}$. The expressions of $\mathrm{H}_{c}^{\mathrm{F},(n)}$ up to $\mathcal{O}\left(\alpha_{s}^{3}\right)$ are explicitly given in Refs. [195-199] for Higgs and in Refs. [200,201] for DY.

Thanks to the introduction of the hard function $H_{c}^{\mathrm{F}}$, the coefficient functions $C$ and the Sudakov form factor $S_{c}$ are now universal and depend only on the the flavour and colour charges of the radiating partons. The resummed expression can now be organized in terms of process-independent contribution in which the logarithmic contributions are controlled by a set of perturbative functions. The order at which these perturbative functions are known determine the accuracy at which the resummed formulae is performed.

The issue related to the parametrization of the PDFs at a scale $\hat{b}^{2} / b_{0}^{2}$ can be addressed by substituting the parton densities $f_{a}\left(N+1, b_{0}^{2} / b^{2}\right)$ with the same parton densities but evaluated at $\mu_{F}^{2}$. This is done using the scale dependence relation [202-205]

$$
\begin{equation*}
f_{a}\left(N+1, \frac{b_{0}^{2}}{b^{2}}\right)=\sum_{b} U_{a b}\left(N, \frac{b_{0}^{2}}{b^{2}} \leftarrow \mu_{F}^{2}\right) f_{b}\left(N+1, \mu_{F}^{2}\right) . \tag{2.2.24}
\end{equation*}
$$

where $U_{a b}$ is a component of the evolution operator matrix obtained by solving the DGLAP equation to the required accuracy. It satisfies the following evolution equation:

$$
\begin{equation*}
\frac{\partial U_{a b}}{\partial \ln \mu}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right)=\sum_{c} \gamma_{a c}\left(N, \alpha_{s}\left(\mu^{2}\right)\right) U_{c b}\left(N, \mu^{2} \leftarrow \mu_{0}^{2}\right) \tag{2.2.25}
\end{equation*}
$$

with $\gamma_{a c}$ denoting the usual Mellin moments of the Altarelli-Parisi splitting functions.
Henceforth, we will omit the superscript CFG that denotes the process-dependent quantity as given by the replacements in Eqs.(2.2.20, 2.2.21) for simplicity. Using those same equations, Eqs. (2.2.20, 2.2.21), the resummed expression in Eq. (2.2.7) now becomes

$$
\begin{equation*}
\frac{d \sigma^{\mathrm{cfg}}}{d \xi_{p}}(N)=\sum_{a, b} \int_{0}^{\infty} d \hat{b} \frac{\hat{b}}{2} J_{0}\left(\hat{b} \sqrt{\xi_{p}}\right) f_{a}\left(N+1, \mu_{F}^{2}\right) f_{b}\left(N+1, \mu_{F}^{2}\right) \frac{d \hat{\sigma}_{a b}^{\mathrm{cfg}}}{d \xi_{p}}(N, \hat{b}) \tag{2.2.26}
\end{equation*}
$$

where now the partonic part is given by:

$$
\begin{array}{r}
\frac{d \hat{\sigma}_{a b}^{\mathrm{cfg}}}{d \xi_{p}}(N, b)=\sum_{c} \sigma_{\mathrm{F}, c \bar{c}}^{\mathrm{Born}} \mathrm{H}_{c}^{\mathrm{F}}\left(\alpha_{s}\left(M^{2}\right)\right) S_{c}(\hat{b}) \sum_{k, l} C_{c k}\left(N, \alpha_{s}\left(\frac{b_{0}^{2}}{b^{2}}\right)\right) \times  \tag{2.2.27}\\
C_{\bar{c} l}\left(N, \alpha_{s}\left(\frac{b_{0}^{2}}{b^{2}}\right)\right) U_{k a}\left(N, \frac{b_{0}^{2}}{b^{2}} \leftarrow \mu_{F}^{2}\right) U_{l b}\left(N, \frac{b_{0}^{2}}{b^{2}} \leftarrow \mu_{F}^{2}\right)
\end{array}
$$

The above expression can be written in a more compact form by introducing a perturbative function $\mathcal{H}^{\mathrm{F}}$ that collects all the coefficient functions and the evolution operators,

$$
\begin{equation*}
\mathcal{H}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}\left(N, \alpha_{s}\right)=\mathrm{H}_{c}^{\mathrm{F}}\left(\alpha_{s}\left(M^{2}\right)\right) \sum_{k, l} C_{c k}\left(N, \alpha_{s}\left(\frac{b_{0}^{2}}{b^{2}}\right)\right) \times \tag{2.2.28}
\end{equation*}
$$

$$
C_{\bar{c} l}\left(N, \alpha_{s}\left(\frac{b_{0}^{2}}{b^{2}}\right)\right) U_{k a}\left(N, \frac{b_{0}^{2}}{b^{2}} \leftarrow \mu_{F}^{2}\right) U_{l b}\left(N, \frac{b_{0}^{2}}{b^{2}} \leftarrow \mu_{F}^{2}\right) .
$$

The notation $a b \rightarrow c \bar{c}$ is a shorthand for the subprocess $a b \rightarrow c \bar{c} \rightarrow \mathrm{~F}+X$. By inspection of the right-hand side of Eq. (2.2.28), one notices that the scale at which the running of the coupling $\alpha_{s}$ is computed is not set to a unique value. While the coefficient functions $C_{a b}$ are evaluated at $\alpha_{s}\left(b_{0}^{2} / b^{2}\right)$, the $\alpha_{s}$ in $\mathrm{H}_{c}^{\mathrm{F}}$ is evaluated at $M^{2}$ which reflects the processdependent nature of the hard function. The presence of two different arguments of $\alpha_{s}$ can be attributed to the physical origin of the various perturbative functions [166,196,206]. As mentioned previously, the hard function $\mathrm{H}_{c}^{\mathrm{F}}$ contains contributions from the hard momentum region of the virtual corrections to the lowest subprocess $c \bar{c} \rightarrow \mathrm{~F}$ while the coefficient function $C_{c a}$ refer to the subprocess $c a \rightarrow \mathrm{~F}+X$ where the momenta of the partons in the final-state system $X$ are almost collinear to the the momentum of the initialstate parton $a$. The function $\mathcal{H}^{\mathrm{F}}$ can therefore be regarded as the hard-collinear partonic function. The $b$-dependence of the perturbative function $\mathcal{H}^{\mathrm{F}}$ can be factorized out by computing the evolution operators and the coefficient functions at the renormalization scale. The difference has to be compensated by an evolution factor that evolves the $C$ and $U$-functions from $b_{0}^{2} / b^{2}$ to $\mu_{R}^{2}$. Details of such a procedure is given in details in Sec. (2.4.3). Now that the perturbative hard-collinear function is independent of the impact parameter $b$, it only embodies terms that behave as constants when $b \rightarrow \infty$ (or equivalently $p_{T} \rightarrow 0$ ). Therefore, it can be computed perturbatively,

$$
\begin{equation*}
\mathcal{H}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right)=\delta_{a c} \delta_{b \bar{c}}+\sum_{n=1}^{\infty} \alpha_{s}^{n}\left(\mu_{R}^{2}\right) \mathcal{H}_{a b \rightarrow c \bar{c}}^{\mathrm{F},(n)}\left(N, \frac{M^{2}}{\mu_{R}^{2}}, \frac{M^{2}}{\mu_{F}^{2}}\right) . \tag{2.2.29}
\end{equation*}
$$

As opposed to the Sudakov form factor, the perturbative function $\mathcal{H}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}$ depends on the factorization scheme through the coefficient functions, the anomalous dimensions, and on the final state system F through the hard function $\mathrm{H}_{c}^{\mathrm{F}}$. In addition, the hard function $\mathrm{H}_{c}^{\mathrm{F}}$ and the coefficient functions $C_{c a}$ are resummation scheme dependent. The resummation scheme just amounts to unambiguously define the two functions $\mathrm{H}_{c}^{\mathrm{F}}$ and $C_{c a}$. However, it can be proved using the renormalization group identity that the such dependence is cancelled at the level of $\mathrm{H}_{c}^{\mathrm{F}} \times \mathrm{C}_{c a}$ therefore making the hard-collinear function $\mathrm{H}_{c}^{\mathrm{F}}$ resummation scheme independent.

Putting everything together, we can now write down in a compact form the expression of the partonic resummed cross section

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{cfg}}}{d \bar{\zeta}_{p}}(N, \hat{b})=\sum_{c} \sigma_{\mathrm{F}, \bar{c}}^{\mathrm{Born}} \mathcal{H}_{a b \rightarrow c \bar{c}}^{\mathrm{F},\{\mathrm{SS}\}}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \mu_{F}^{2}\right) \exp \left(\mathcal{S}_{c}\left(N, \lambda_{\hat{b}}\right)+\mathcal{R}_{\{\mathrm{S}\}}\left(N, \lambda_{\hat{b}}\right)\right) \tag{2.2.30}
\end{equation*}
$$

where $\lambda_{\hat{b}}=\bar{\alpha}_{s} \ln \left(\hat{b}^{2} / b_{0}^{2}\right)$ with $\bar{\alpha}_{s}=\alpha_{s} \beta_{0},\{\mathrm{~S}\}$ labels a set of flavour indices, $\mathcal{S}_{c}=\ln \left(S_{c}\right)$ is the universal Sudakov form factor, and $\mathcal{R}$ contains all the evolution factors coming from the coefficient functions $C$ and the evolution operators $U$. The terms in the exponent contain all the dependence in $\hat{b}$, and in particular, embodies to all-order in $\alpha_{s}$ the logarithmic divergent terms when $\hat{b} \rightarrow \infty$. In Ref. [195], the resummation variable is expressed in terms of $\lambda_{\tilde{b}}=\bar{\alpha}_{s} \ln \left(\tilde{b}^{2} / b_{0}^{2}\right)$ instead where the $\tilde{b}=b Q$. Indeed, the argument of the logarithms can always be rescaled as $\ln \left(\hat{b}^{2}\right)=\ln \left(\tilde{b}^{2}\right)+\ln \left(\hat{b}^{2} / \tilde{b}^{2}\right)$ provided that $Q$ is independent
of $\hat{b}$ and $\ln \left(\hat{b}^{2} / \tilde{b}^{2}\right) \sim \mathcal{O}(1)$. This takes into account the degree of arbitrariness in the factorization [207]. Since physical cross sections should not depend on the resummation scale $Q$, its value should be set to $M$. However, varying $Q$ around this central value should provide an estimate of yet unknown logarithmic corrections at higher-orders. Throughout this thesis, we always choose $Q=M$ and hence $\hat{b}=\tilde{b}$.

The universal Sudakov exponent $\mathcal{S}_{c}$ has the following logarithmic expansion

$$
\begin{equation*}
\mathcal{S}_{c}\left(N, \lambda_{\hat{b}}\right)=\sum_{n=1}^{\infty} \bar{\alpha}_{s}^{n-2} g_{n}\left(N, \lambda_{\hat{b}}\right), \quad \text { where } \quad \bar{\alpha}_{s} \equiv \bar{\alpha}_{s}\left(\mu_{R}^{2}\right) . \tag{2.2.31}
\end{equation*}
$$

The $g_{i}$ functions categorize the logarithms into classes and they should be defined in such a way that $g_{i}=0$ when $\lambda_{\hat{b}}=0$. The first term $\bar{\alpha}_{s}^{-1} g_{1}$ contains LL contributions that are enhanced as $\alpha_{s}^{n} \ln ^{n+1}(\hat{b})$, the NLL contributions $\alpha_{s}^{n} \ln ^{n}(\hat{b})$ are contained in $g_{2}$, the NNLL contributions $\alpha_{s}^{n} \ln ^{n-1}(\hat{b})$ are contained in $\alpha_{s} g_{3}$, and so forth. By inspecting the right-hand side of Eq. (2.2.31), we notice that unphysical behaviour appears when $\hat{b} \rightarrow 0$ which corresponds to the large- $p_{T}$ region. This is expected since the resummation formulae only assures correct predictions in the region when $p_{T}$ is small. However, as suggested in Ref. [195], the impact of the unjustified contributions can be reduced by shifting the argument of the logarithms by 1 ,

$$
\begin{equation*}
\lambda_{\hat{b}}=\ln \left(\frac{\hat{b}^{2}}{\overline{b_{0}^{2}}}\right) \longrightarrow \tilde{\lambda}_{\hat{b}}=\ln \left(1+\frac{\hat{b}^{2}}{\overline{b_{0}^{2}}}\right) \tag{2.2.32}
\end{equation*}
$$

In the resummation region $\hat{b} \gg 1$, the two definitions of resummation variable coincide since we have $\tilde{\lambda}_{\hat{b}}=\lambda_{\hat{b}}+\mathcal{O}\left(1 / \hat{b}^{2}\right)$ and thus the replacement is fully justified. However, in the region $\hat{b} \ll 1$, the two definitions exhibit different behaviours, indeed, as $\tilde{\lambda}_{\hat{b}} \rightarrow 0$ the exponent $\exp \left(\mathcal{S}_{c}\right) \rightarrow 1$ as opposed to being divergent in the case if $\lambda_{\hat{b}}$ was chosen. In particular, in the case $b=0$ which corresponds to the total inclusive cross section, we see that the integral over $\xi_{p}$ of the resummed $p_{T}$-distribution is given by

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{cfg}}}{d \xi_{p}}(N, \hat{b}=0)=\int_{0}^{\infty} d \xi_{p} \frac{d \hat{\sigma}_{a b}^{\mathrm{cfg}}}{d \xi_{p}}\left(N, \xi_{p}\right)=\sigma_{\mathrm{F}}^{\mathrm{Born}} \mathcal{H}_{a b}^{\mathrm{F}}(N) . \tag{2.2.33}
\end{equation*}
$$

When matched to fixed-order calculations, this puts constraints on the total inclusive cross section [195], i.e. upon integration over $\xi_{p}$ the resummed distribution at NLL+LO (or respectively NNLL+NLO) exactly reproduces the total cross section at NLO (or respectively NNLO) ${ }^{1}$.

Upon performing the replacement $\lambda_{\hat{b}} \rightarrow \tilde{\lambda}_{\hat{b}}$ (henceforth, fo brevity, $\lambda_{\hat{b}}$ will always refer to $\left.\tilde{\lambda}_{\hat{b}}\right)$, the resummed expression in Eq. $(2.2 .30)$ can be truncated at a given logarithmic order. At LL accuracy, the function $g_{1}$ in the Sudakov exponent $\mathcal{S}_{c}$ is included and the hard-collinear function $\mathcal{H}^{\mathrm{F}}$ is approximated by the Born cross section $\sigma^{\mathrm{LO}}$. At NLLL, we include both $g_{1}$ and $g_{2}$ in the exponent $\mathcal{S}_{c}$ and the coefficient $\mathcal{H}^{\mathrm{F},(1)}$ from the hard contribution. At NNLL, the function $g_{3}$ is also included along with $\mathcal{H}^{\mathrm{F},(2)}$. The evolution factor $\mathcal{R}$ only start to contribute from NLL. This is summarized in Table. 1 where the logarithmic accuracy is also explicitly shown.

[^3]| Approx. | $g_{i}$ up to | $\mathcal{H}^{\mathrm{F}}$ up to | $\mathcal{R}$ up to | $\bar{\alpha}_{s} \ln ^{k}\left(1+\hat{b}^{2} / b_{0}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| LL | $g_{1}$ | 1 | - | $k=2 n$ |
| NLL | $g_{2}$ | $\mathcal{H}^{\mathrm{F},(1)}$ | $h_{1}$ | $2 n-2 \leq k \leq 2 n$ |
| NNLL | $g_{3}$ | $\mathcal{H}^{\mathrm{F},(2)}$ | $h_{2}$ | $2 n-4 \leq k \leq 2 n$ |

Table 1 Orders of logarithmic approximations and accuracy of the considered logarithms up to NNLL. The last column represents the predicted power of the logarithms upon expansion of the resummed formulae as a series in $\alpha_{s}$. In a similar way as for the Sudakov exponent $\mathcal{S}_{c}$, the logarithmic contributions coming from the evolution factor can also be organized in terms of classes.

### 2.3 Threshold resummation

We have seen in the previous section that under certain circumstances, the smallness of the strong coupling $\alpha_{s}$ does not justify the usage of perturbation theory as the presence of large logarithms $\left(\alpha_{s} \ln (\mu) \sim \mathcal{O}(1)\right)$ may spoil the convergence. Another example of such a situation is when the center of mass energy $\sqrt{s}$ approaches its minimum or threshold (minimum here means the smallest amount of energy needed to produce the final state $F$ ) leading to the phase space for gluon bremsstrahlung to vanish. In our definitions of kinematics variables, this corresponds to $\sqrt{s}=M$ and $\tau=1$ (or in terms of its partonic version, $x \rightarrow 1$ ). To put this into perspective, consider the inclusive production of Higgs boson via gluon fusion in HEFT [182]

$$
\begin{align*}
& \hat{\sigma}_{g g \rightarrow \mathrm{H}}^{\mathrm{NLO}}(x)=\sigma_{\mathrm{F}}^{\text {Born }} \times\left(\frac{\alpha_{s}}{\pi}\right)\left\{\frac{\mathrm{C}_{A}}{3 \pi} \delta(-x)\right.  \tag{2.3.1}\\
& \left.\quad+4 C_{A}\left(x^{2}-\tau+1\right)^{2}\left(\frac{\ln (1-x)}{1-x}\right)-2 C_{A} \frac{\left(x^{2}-x+1\right)^{2}}{(1-x)_{+}} \ln (x)-\frac{11}{6} C_{A}(1-x)^{3}\right\}
\end{align*}
$$

where for brevety we chose $\mu_{r}=\mu_{f}=m_{H}=M$. We see that Eq. (2.3.1) exhibits several distributions that are singular at threshold $x \rightarrow 1$ which spoils the convergence of the perturbative series even if we are well in the perturbative regime where $\alpha_{s} \ll 1$. It can be shown that such logarithms appear at all-order in the perturbative series and generally can be written as

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sum_{k=1}^{2 n} \alpha_{s}^{n} C^{(n, k)} \times\left(\frac{\ln ^{2 n-k}(1-x)}{1-x}\right)_{+} \tag{2.3.2}
\end{equation*}
$$

where $C^{(n, k)}$ just represent the perturbative coefficients. One can notice from Eq. (2.3.2) that for each $n$-th order in the perturbative expansion there is a double-logarithmic structure, i.e. for every new order in the running of the coupling there is two power of logarithms arising. Similar to the case for transverse momentum resummation, these logarithms must be resummed in order to produce reliable predictions.

Threshold resummation is usually performed by factorizing the hadronic cross-section in Mellin space in which the conjugate transform of the appropriate kinematic variable ( $x$ throughout this thesis) is taken [180,208-210]. Upon performing such a transformation, the
threshold logarithms is mapped into logarithms of the conjugate variable $\bar{N}=N \exp \left(\gamma_{E}\right)$ where again the $\gamma_{E}$ denotes the Euler constant.

As common to all resummation formalisms, threshold resummation relies on two main ingredients, namely the factorization of the phase space and the matrix element, and the exponentiation of the logarithmically enhanced terms to the latter either through a factorization [180] or eikonal [208] approaches. The NLL threshold resummation has been computed since long time ago both for colour-singlet and non-colour-singlet in the final state. For color-singlet observables, NNLL results are available for Higgs [211-213] and more recently for DY [214]. With the recent computations of up to three-loop of all threshold distributions, resummed results for up to $\mathrm{N}^{3} \mathrm{LL}$ have become available [215,216]. At present, no full NNLL threshold resummation is available for processes characterized by non-colour-singlet final state due to the complexity of the colour structure. Nevertheless, progress has been made toward constructing threshold resummations beyond NLL for coloured observables. So far, resummation studies beyond NLL have been developed for single-particle inclusive hadroproduction at high transverse momentum [217], top-pair production [218], and squark and gluino production [219].

In the following parts, we sketch a simplified picture of the derivation of a threshold resummed expression using the renormalization group argument [213]. From the derivation, a resummed formulae for a generic colour-singlet final state will be presented up to NNLL. Finally, explicit expressions for Higgs and DY-which are the two processes of interest in this thesis-will be given.

### 2.3.1 Resummation from renormalization-group evolution

For the sake of sketching our argument toward a derivation of a resummed formula using the renormalization group argument, let us consider a generic DIS-like observable $\mathcal{O}$ which in Mellin space is defined as just the product of a partonic function and a parton distribution function,

$$
\begin{equation*}
\mathcal{O}\left(N, Q^{2}\right)=\hat{\mathcal{O}}\left(N, \alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu^{2}}\right) f\left(N, \mu^{2}\right) \tag{2.3.3}
\end{equation*}
$$

where for brevety we chose $\mu^{2}=\mu_{R}^{2}=\mu_{F}^{2}$. The standard expression of the renormalizationgroup improved of the factorized observable $\mathcal{O}$ is derived by setting $\mu^{2}=Q^{2}$ on the right-hand side of Eq. (2.3.3) yielding

$$
\begin{equation*}
\mathcal{O}\left(N, Q^{2}\right)=\hat{\mathcal{O}}\left(N, \alpha_{s}\left(\mu^{2}\right), 1\right) f\left(N, Q^{2}\right) \tag{2.3.4}
\end{equation*}
$$

By introducing what is known as the physical anomalous dimension, the observable $\mathcal{O}$ can be written in a derivative form. Such a form is convenient since resummed expressions take the form of an exponent,

$$
\begin{equation*}
Q^{2} \frac{\partial \mathcal{O}\left(N, Q^{2}\right)}{\partial \mathcal{O}}=\gamma_{\mathrm{AD}}\left(N, \alpha_{S}\left(Q^{2}\right)\right) \mathcal{O}\left(N, Q^{2}\right) \tag{2.3.5}
\end{equation*}
$$

where the physical anomalous dimension $\gamma_{\mathrm{AD}}$ is related to the standard Altareli-Parisi anomalous dimensions $\gamma$ through the relation

$$
\begin{equation*}
\gamma_{\mathrm{AD}}\left(N, \alpha_{s}\left(Q^{2}\right)\right)=\gamma\left(N, \alpha_{s}\left(Q^{2}\right)\right)+\frac{\partial \ln \mathcal{O}\left(N, \alpha_{s}\left(Q^{2}\right), 1\right)}{\partial \ln Q^{2}} \tag{2.3.6}
\end{equation*}
$$

with again the Altareli-Parisi anomalous dimension $\gamma$ satisfying the following renormalization group identity:

$$
\begin{equation*}
\mu^{2} \frac{\partial f\left(N, \mu^{2}\right)}{\partial \mu^{2}}=\gamma\left(N, \alpha_{s}\left(\mu^{2}\right)\right) f\left(N, \mu^{2}\right) \tag{2.3.7}
\end{equation*}
$$

By solving the renormalization group equation in Eq. (2.3.4), one resums all large logarithmic contributions to $\mathcal{O}$. Whilst solving renormalization group equations can be straightforward for regular functions such as hard functions, this is no longer the case when $\mathcal{O}$ (or specifically its partonic version $\mathcal{O}$ ) contains distributions. This is mostly the case in our scenario where the observable in question is given by the transverse momentum spectrum. Let us shortly comment on the relationship between the physical and standard anomalous dimensions. According to Eq. (2.3.6), the two definitions coincide at LO since the second term starts at order $\alpha_{s}^{2}$, from $\alpha_{s}^{2}$ the physical anomalous dimension receives both contribution from $\gamma$ and $\mathcal{O}$.

By solving the renormalization group equation in Eq. (2.3.5) we have

$$
\begin{equation*}
\mathcal{O}\left(N, Q^{2}\right)=\mathcal{E}\left(N, Q^{2} \leftarrow Q_{0}^{2}\right) \mathcal{O}\left(N, Q_{0}^{2}\right) \tag{2.3.8}
\end{equation*}
$$

where $\mathcal{E}$ is known as the evolution kernel with the constraint $\mathcal{E}\left(N, Q_{0}^{2} \leftarrow Q_{0}^{2}\right)=1$ and the function $\mathcal{O}\left(N, Q_{0}^{2}\right)$ can be thought as a boundary condition. The evolution kernel takes into account the evolution from scale $Q_{0}^{2}$ to $Q^{2}$. It is expressed in an exponential form as follows

$$
\begin{equation*}
\mathcal{E}\left(N, Q^{2} \leftarrow Q_{0}^{2}\right)=\exp \left\{\int_{Q_{0}^{2}}^{Q^{2}} \frac{d q^{2}}{q^{2}} \gamma_{\mathrm{AD}}\left(N, \alpha_{s}\left(q^{2}\right)\right)\right\} \tag{2.3.9}
\end{equation*}
$$

Eq. (2.3.9) exponentiates all logarithmic contributions and hence predicts their all-order behaviour in $\mathcal{O}\left(N, Q^{2}\right)$. For DIS-like kinematics, the evolution factor up to NLL can be written as follows [142, 200,220-223]

$$
\begin{equation*}
\mathcal{E}\left(N, Q^{2} \leftarrow Q_{0}^{2}\right)=\int_{0}^{1} d x \frac{x^{N-1}-1}{1-x} \int_{Q_{0}^{2}(1-x)}^{Q^{2}(1-x)} \frac{d q^{2}}{q^{2}} \hat{g}\left(\alpha_{s}\left(q^{2}\right)\right)+\mathcal{K}, \tag{2.3.10}
\end{equation*}
$$

where $\mathcal{K}$ just denotes the non-logarithmic terms and the function $\hat{g}$ is expressed as a series expansion in the running of coupling which up to NLL is expressed as

$$
\begin{equation*}
\hat{g}\left(\alpha_{s}\left(q^{2}\right)\right)=\sum_{n=1}^{2} \alpha_{s}^{n}\left(q^{2}\right) \hat{g}_{n} \tag{2.3.11}
\end{equation*}
$$

By relating Eq. (2.3.10) and Eq. (2.3.10) using the definition of the $\hat{g}$ function given by Eq. (2.3.11), we can express the physical anomalous dimension as follows:

$$
\begin{equation*}
\gamma_{\mathrm{AD}}\left(N, \alpha_{s}\left(q^{2}\right)\right)=\int_{0}^{1} d x \frac{x^{N-1}-1}{1-x} \sum_{n=1}^{2} \alpha_{s}^{n}\left(q^{2}(1-x)\right) \hat{g}_{n} \tag{2.3.12}
\end{equation*}
$$

If we let the coupling $\alpha_{s}$ run in Eq. (2.3.12),

$$
\begin{equation*}
\alpha_{s}\left(q^{2}(1-x)\right)=\sum_{n=1}^{\infty} \alpha_{s}\left(q^{2}\right) \hat{f}_{n}\left(\alpha_{s}\left(q^{2}\right) \ln (1-x)\right) \tag{2.3.13}
\end{equation*}
$$

where $\hat{f}_{n}$ are just analytical functions in their arguments (see App. 1.A for details), we realize that the terms that are going to be integrated are of the form $\ln (1-x)$. These are exactly the terms that we are interested in as they are the ones that are enhanced at threshold $x \rightarrow 1$. In Mellin space, these logarithms translate into logarithms of the Mellin moment $N$, specifically, the region $x \sim 1$ is mapped onto the large- $N$ region. This can be seen by writing the integral in Eq. (2.3.12) as

$$
\begin{equation*}
\int_{0}^{1} d \tau \frac{x^{N-1}-1}{1-x} \ln ^{n}(1-x)=\frac{1}{n+1}\left(\ln \frac{1}{N}-\gamma_{E}\right)^{n+1} \tag{2.3.14}
\end{equation*}
$$

From Eq. (2.3.14), it follows that Eq. (2.3.12) now becomes

$$
\begin{equation*}
\gamma_{\mathrm{AD}}\left(N, \alpha_{s}\left(q^{2}\right)\right)=\sum_{n=1}^{2} \alpha_{s}^{n}\left(q^{2}\right) \gamma_{\mathrm{AD}}^{(n+1)}\left(\alpha_{s}\left(q^{2}\right) \ln N\right)+\mathcal{O}\left(\alpha_{s}^{k+2}\left(q^{2}\right) \ln ^{k} N\right)+\mathcal{K}, \tag{2.3.15}
\end{equation*}
$$

where $k$ resums to all-order $\alpha_{s}$, i.e. $k$ runs from 1 to infinity. Notice also that the series has been truncated to order $\alpha_{s}$ as these are the only terms relevant for NLL resummed expression. As shown in Eq. (2.3.15), the physical anomalous dimension admits a series expansion in $\alpha_{s}$ for fixed $\alpha_{s}^{m} \ln ^{m} N$. That is, the LL refers to the contribution where the coefficient of the physical anomalous dimension $\gamma_{\mathrm{AD}}^{(1)}$ is the sum of terms (all-order in $\alpha_{s}$ ) where the powers of $\alpha_{s}$ and $\ln N$ are the same. Therefore, the NLL embodies sum of terms to all-order in $\alpha_{s}$ where $\alpha_{s}$ has one more power w.r.t. $\ln N$.

As mentioned before, beyond leading order, the physical anomalous dimension differs from the standard one as the former receives an extra-contribution from the coefficient function as given by Eq. (2.3.6). In order to separate the contribution that originates from the Altareli-Parisi anomalous dimension, we can take a form analogue to Eq. (2.3.6) to write the evolution kernel as

$$
\begin{equation*}
\ln \mathcal{E}\left(N, Q^{2}\right)=\int_{0}^{1} d x \frac{x^{N-1}-1}{1-x}\left\{\int_{Q_{0}^{2}(1-x)}^{Q^{2}(1-x)} \frac{d q^{2}}{q^{2}} A\left(\alpha_{s}\left(q^{2}\right)\right)+\left[B\left(\eta^{2}(1-x)\right)\right]_{\eta=Q_{0}}^{\eta=Q}\right\} \tag{2.3.16}
\end{equation*}
$$

where both up to NLL the perturbative functions are defined as $A\left(\alpha_{s}\right)=\alpha_{S} A^{(1)}+\alpha_{S}^{2} A^{(2)}$ and $B\left(\alpha_{s}\right)=\alpha_{s} B^{(1)}$. The coefficients of $\alpha_{s}$ and $\alpha_{s}^{2}$ represent the one and two-loop coefficients of $\ln N$ in the standard anomalous dimension respectively. In Eq. (2.3.16), the coefficient $B$ accounts for the difference between the physical and the standard anomalous dimensions. It is therefore defined to be,

$$
\begin{equation*}
\hat{g}\left(\alpha_{s}\left(q^{2}\right)\right)=A\left(\alpha_{s}\left(q^{2}\right)\right)+\frac{\partial B\left(\alpha_{s}\left(q^{2}\right)\right)}{\partial \ln \left(q^{2}\right)} \tag{2.3.17}
\end{equation*}
$$

By putting back the $Q^{2}$ dependence in the partonic component $\mathcal{O}$, it is now possible to rewrite the resummed formulae for the factorized observable in Eq. (2.3.3) as

$$
\begin{equation*}
\mathcal{O}^{\mathrm{res}}\left(N, Q^{2}\right)=\hat{\mathcal{O}}^{\mathrm{res}}\left(N, \alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu^{2}}\right) f\left(N, \mu^{2}\right) \tag{2.3.18}
\end{equation*}
$$

where the partonic resummed component is given by

$$
\begin{equation*}
\ln \mathcal{O}^{\text {res }}\left(N, \alpha_{s}\left(\mu^{2}\right), \frac{Q^{2}}{\mu^{2}}\right)=\int_{0}^{1} d x \frac{x^{N-1}-1}{1-x}\left\{\int_{\mu^{2}}^{Q^{2}(1-x)} \frac{d q^{2}}{q^{2}} A\left(\alpha_{s}\left(q^{2}\right)\right)+B\left(Q^{2}(1-x)\right)\right\} . \tag{2.3.19}
\end{equation*}
$$

Depending on the resummation scheme, the resummed component can be part of either the partonic function $\mathcal{O}$ or the evolution of the parton density $f$. The function $A\left(\alpha_{s}\right)$ embodies contributions from the emission that are both soft and collinear, in our case, it only resums logarithms of the form $\alpha_{s}^{k} \ln ^{k+1} N$ and $\alpha_{s}^{k} \ln ^{k} N$. The function $B\left(\alpha_{s}\right)$ contains corrections from the emissions that are only soft. The logarithmic counting is as follows. At LL, only $A^{(1)}$ contribute while at NLL one has to also include $A^{(2)}$ and $B^{(1)}$. The coefficients of these perturbative functions can be obtained by comparing fixed-order computations of physical anomalous dimensions with the fixed-order order expansion of Eq. (2.3.19) as described in Ref. [224].

### 2.3.2 Beyond NLL resummation for colour singlet observables

Since the factorization of the hadronic cross-section in Mellin space is understood from previous sections, here and in the following, we will be mainly working at the level of partonic partonic. From Refs. [173,213], it was shown that a natural choice to perform the resummation is $\tilde{Q}=Q p_{T}{ }^{2}$. Since the general form of the threshold resummed formulae is very well known, thanks to the exponentiation of the logarithmic behaviours [225,226], here we simply give the expression $[227,228]$ without detailing the derivations

$$
\begin{align*}
& \frac{d \hat{\sigma}_{a b}^{\mathrm{th}}}{d \xi_{p}}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=C_{a b c}^{(1)}(N) g_{a b}\left(\alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \Delta_{a}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \\
& \Delta_{b}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) J_{c}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \Delta_{a b c}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \tag{2.3.20}
\end{align*}
$$

where the subscript $a b c$ is just a shorthand for $a b \rightarrow c$ F. For brevity, we have also omitted all the $\xi_{p}$-dependence. Notice that each radiative factor $\Delta$ and $J$ is expressed in terms of an exponential. The radiative factor $\Delta_{a}$ represents the soft and collinear gluon radiation associated to the initial parton $a$, the factor $J_{c}$ takes into account the collinear emission from the unobserved parton $c$ that recoils against the final state $F$, and finally the function $\Delta_{a b c}$ accounts for the large-angle soft gluon emission. While the functions $\Delta_{a}$ and $J_{c}$ are universal, the function $\Delta_{a b c}$ is process-dependent. The $N$-independent $g_{a b}$ coefficient is known as the matching coefficient, it ensures that at every order, the resummed cross section reproduces the exact fixed-order results, up to corrections suppressed by $\mathcal{O}(1-\tau)$. Although it is not apparent from the indices, the definition of the function $g_{a b}$ depends on the nature of the process. Finally, the function $C_{a b c}^{(1)}$ embodies the $\mathrm{LO} \xi_{p}$ distribution, and therefore is process-dependent. It can be shown that in the large- $N$ limit, this term behaves as $1 / \sqrt{N}$. In addition, $C_{a b c}^{(1)}$ only exhibits soft-behaviour (i.e. non-soft for fixed- $\xi_{p}$ )
in the small- $\xi_{p}$ limit where it behaves as $\left(\ln \xi_{p} / \xi_{p}\right)_{+}$which is equivalent to $\ln ^{2} \hat{b}$ in Fourier space.

The radiative factors are given in terms of integrals over the running of the coupling,

$$
\begin{align*}
\ln \Delta_{a}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{1} d x \frac{x^{N-1}-1}{1-x} \int_{\mu_{F}^{2}}^{\tilde{Q}(1-x)^{2}} \frac{d q^{2}}{q^{2}} A_{a}\left(\alpha_{s}\left(q^{2}\right)\right)  \tag{2.3.21}\\
\ln J_{c}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{1} d x \frac{x^{N-1}-1}{1-x} \int_{\tilde{Q}(1-x)^{2}}^{\tilde{Q}(1-x)} \frac{d q^{2}}{q^{2}} \mathcal{J}_{c}\left(\alpha_{s}\left(q^{2}\right), \tilde{Q}\right)  \tag{2.3.22}\\
\ln \Delta_{a b c}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) & =\int_{0}^{1} d x \frac{x^{N-1}-1}{1-x} \mathcal{D}_{a b c}^{\mathrm{F}}\left(\alpha_{s}\left(\tilde{Q}(1-x)^{2}\right)\right), \tag{2.3.23}
\end{align*}
$$

where the hard-collinear radiation is contained in

$$
\begin{equation*}
\mathcal{J}_{c}\left(\alpha_{s}\left(q^{2}\right), \tilde{Q}\right)=A_{c}\left(\alpha_{s}\left(q^{2}\right)\right)+B_{c}\left(\alpha_{s}(\tilde{Q}(1-x))\right) \tag{2.3.24}
\end{equation*}
$$

The coefficients $A_{c}$ and $B_{c}$ are computed perturbatively and their expressions are closely related to the ones appearing in transverse momentum resummation (see App. 2.A and App. 2.B). The lower and upper bounds of the $q^{2}$-integration in Eq. (2.3.22) represent the soft and collinear limits of the $q^{2}$ component of the emitted gluon respectively. They ensures that the logarithmic contributions that appear at fixed-order are fully reproduced. The process dependent $\mathcal{D}_{a b c}^{\mathrm{F}}$ is also a power series in the running of the coupling, $\mathcal{D}_{a b c}^{\mathrm{F}}=\sum_{n=1}^{\infty} \alpha_{s}^{n} \mathcal{D}_{a b c}^{\mathrm{F},(n)}$. Its first coefficient in the expansion is just proportional to a combination of the colour factors for each parton involved in the process $[213,227]$

$$
\begin{equation*}
\mathcal{D}_{a b c}^{(1)}=\left(A_{a}+A_{b}-A_{c}\right) \ln \left(\frac{Q}{p_{T}}\right) . \tag{2.3.25}
\end{equation*}
$$

Notice that while the functions $\Delta_{a}$ and $J_{c}$ start to contribute at LL, the radiative factors that embodies the contributions from the large-angle only start to contribute at NLL. With regards to the matching function, only the first two order terms in the expansion, namely $g_{a b}^{(1)}$ and $g_{a b}^{(2)}$, are required to compute up to NNLL predictions. These coefficients are computed by comparing the expansion of the resummed formulae with the exact fixed-order results.

Due to the fact that the radiative factors $\Delta_{a}$ and $J_{c}$ are process-independent, we are going to compute their expressions first and present the results for the process-dependent parts later. In a similar way as for the transverse momentum resummation, let us define the logarithmic variable $\lambda_{\bar{N}}=\bar{\alpha}\left(\mu_{R}^{2}\right) \ln \bar{N}^{2}$ and organize the classes of logarithms as follows

$$
\begin{aligned}
& \ln \Delta_{a}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\frac{1}{\alpha_{s}} h_{a}^{(1)}\left(\lambda_{\bar{N}}\right)+h_{a}^{(2)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)+\alpha_{s} h_{a}^{(3)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \\
& \ln J_{c}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\frac{1}{\alpha_{s}} f_{c}^{(1)}\left(\lambda_{\bar{N}}\right)+f_{c}^{(2)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)+\alpha_{s} f_{c}^{(3)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)
\end{aligned}
$$

In order to determine the expressions of the two functions $h_{a}^{(n)}$ and $f_{c}^{(n)}$, it is required to compute the integrals in Eqs. (2.3.21, 2.3.22). There are various ways to compute such
double integrals, here we follow the approach presented in Ref. [211]. The procedure consists on fixing the order at which the strong coupling $\alpha_{s}$ is run and then interchanging the two integrals by redefining the parameter for the Mellin integration. The resulting integrals of such a procedure can now be computed in a closed form. For illustration purposes, let us compute the the LL contribution $\left(h_{a}(1)\right)$ from Eq. (2.3.21). At such a logarithmic order, the perturbative coefficient $A_{a}\left(\alpha_{s}\right)$ is truncated at $\mathcal{O}\left(\alpha_{s}\right)$. Expressing the argument of $\alpha_{s}$ in terms of the renormalization scale using the definition of the running of the coupling, we observe that the integral over $q^{2}$ becomes

$$
\begin{equation*}
A_{a}^{(1)} \int_{\mu_{F}^{2}}^{\tilde{Q}(1-x)^{2}} \frac{d q^{2}}{q^{2}} \alpha_{S}\left(q^{2}\right)=A_{a}^{(1)} \int_{\mu_{F}^{2}}^{\tilde{Q}(1-x)^{2}} \frac{d q^{2}}{q^{2}} \frac{\alpha_{S}\left(\mu_{R}^{2}\right)}{1+\bar{\alpha}_{S}\left(\mu_{R}^{2}\right) \ln \left(q^{2} / \mu_{R}^{2}\right)} . \tag{2.3.26}
\end{equation*}
$$

Leaving out the coefficient $A_{a}^{(1)}$, we can introduce the following relation

$$
\begin{equation*}
x^{N-1}-1=-\exp \left\{\sum_{n=2}^{\infty}(-)^{n} \frac{\zeta(n)}{n}\left(-\frac{\partial}{\partial \ln \bar{N}}\right)^{n}\right\}+\mathcal{O}\left(\frac{1}{\bar{N}}\right) \tag{2.3.27}
\end{equation*}
$$

which at the logarithmic order we are interested in is just equal to $(-1)$ after expanding the exponential. Inserting Eq. (2.3.27) back into Eq. (2.3.21) changes the boundary of the Mellin integral. We therefore end up with the following expression

$$
\begin{equation*}
-\int_{0}^{1-1 / \bar{N}} d x \frac{1}{1-x} \int_{\mu_{F}^{2}}^{\tilde{Q}(1-x)^{2}} \frac{d q^{2}}{q^{2}} \frac{\alpha_{s}\left(\mu_{R}^{2}\right)}{1+\bar{\alpha}_{S}\left(\mu_{R}^{2}\right) \ln \left(q^{2} / \mu_{R}^{2}\right)} \tag{2.3.28}
\end{equation*}
$$

The order of the $x$ and $q$-integral can now be interchanged after which the integral over $x$ can be performed exactly in a closed form. Finally, the integral that we need to compute is expressed as

$$
\begin{equation*}
-\frac{1}{2} \int_{\tilde{Q}}^{\tilde{Q} / \bar{N}^{2}} \frac{d q^{2}}{q^{2}} \frac{\alpha_{s}\left(\mu_{R}^{2}\right)}{1+\bar{\alpha}_{s}\left(\mu_{R}^{2}\right) \ln \left(q^{2} / \mu_{R}^{2}\right)} \ln \left(\frac{\bar{N}^{2} q^{2}}{\tilde{Q}}\right)-\int_{\mu_{F}^{2}}^{\tilde{Q}} \frac{d q^{2}}{q^{2}} \frac{\alpha_{s}\left(\mu_{R}^{2}\right)}{1+\bar{\alpha}_{s}\left(\mu_{R}^{2}\right) \ln \left(q^{2} / \mu_{R}^{2}\right)} \ln \bar{N} \tag{2.3.29}
\end{equation*}
$$

The integral over $q$ of Eq. (2.3.29) can be easily performed after which the ensuing expression can be expanded as a series in $\alpha_{s}\left(\mu_{R}^{2}\right)$ by fixing $\lambda_{\bar{N}}=\bar{\alpha}_{s}\left(\mu_{R}^{2}\right) \ln \bar{N}^{2}$. Notice that the last term in Eq. (2.3.29) is constructed such that it exactly vanishes when $\tilde{Q}=\mu_{F}^{2}$. Retaining only the leading logarithm terms and after performing some algebraic simplification, the LL contribution to $\Delta_{a}(N)$ is given by

$$
\begin{equation*}
\ln \Delta_{a}^{\mathrm{LL}}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right)\right)=\frac{A_{a}^{(1)}}{\beta_{0} \lambda_{\bar{N}}}\left(\left(1-\lambda_{\bar{N}}\right) \ln \left(1-\lambda_{\bar{N}}\right)+\lambda_{\bar{N}}\right) . \tag{2.3.30}
\end{equation*}
$$

The same procedure applies for the computation of the functions $\Delta_{a}, J_{c}$ and $\Delta_{a b c}$ at higher logarithmic orders. In order to obtain $\mathrm{N}^{k} \mathrm{LL}$ the perturbative functions $A_{a}, B_{c}$ and $\mathcal{D}_{a b c}$ have to be included and they should be included up to $\mathcal{O}\left(\alpha_{s}^{k+1}\right)$ while the running of the strong coupling have to be evaluated at $(k+1)$-loops.

The procedure described above permits us to compute any logarithmic accuracy provided that the perturbative coefficients are known. Up to NNLL, the functions $h_{a}^{(i)}$ are given by the following expressions

$$
\begin{equation*}
h_{a}^{(1)}\left(\lambda_{\bar{N}}\right)=\frac{A_{a}^{(1)}}{\beta_{0}^{2} \ln \bar{N}^{2}}\left(\left(1-\lambda_{\bar{N}}\right) \ln \left(1-\lambda_{\bar{N}}\right)+\lambda_{\bar{N}}\right) \tag{2.3.31}
\end{equation*}
$$

$$
\begin{align*}
h_{a}^{(2)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}},\right. & \left.\frac{Q^{2}}{\mu_{F}^{2}}\right)=-\frac{A_{a}^{(2)}}{2 \beta_{0}^{2}}\left(\lambda_{\bar{N}}+\ln \left(\lambda_{\bar{N}}\right)\right)+\frac{A_{a}^{(1)}}{2 \beta_{0}}\left(\lambda_{\bar{N}}+\ln \left(1-\lambda_{\bar{N}}\right)\right) \ln \left(\frac{Q^{2}}{\mu_{R}^{2}}\right) \\
& -\frac{A_{a}^{(1)}}{2 \beta_{0}} \lambda_{\bar{N}} \ln \left(\frac{Q^{2}}{\mu_{F}^{2}}\right) \frac{A_{a}^{(1)}}{2 \beta_{0}^{3}} \beta_{1}\left(\lambda_{\bar{N}}+\ln \left(1-\lambda_{\bar{N}}\right) \frac{1}{2} \ln ^{2}\left(1-\lambda_{\bar{N}}\right)\right)  \tag{2.3.32}\\
h_{a}^{(3)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}},\right. & \left.\frac{Q^{2}}{\mu_{F}^{2}}\right)=-\frac{A_{a}^{(2)}}{2 \beta_{0}^{3}} \frac{\beta_{1}}{1-\lambda_{\bar{N}}}\left(\lambda_{\bar{N}}+\ln \left(1-\lambda_{\bar{N}}\right) \frac{\lambda_{\bar{N}}^{2}}{2}\right)+\frac{A_{a}^{(3)}}{\beta_{0}^{2}} \frac{\lambda_{\bar{N}}^{2}}{4\left(1-\lambda_{\bar{N}}\right)} \\
& +\frac{A_{a}^{(1)}}{2 \beta_{0}^{4}} \frac{\beta_{1}^{2}}{1-\lambda_{\bar{N}}}\left(\frac{\lambda_{\bar{N}}^{2}}{2}+\lambda_{\bar{N}} \ln \left(1-\lambda_{\bar{N}}\right)+\frac{1}{2} \ln ^{2}\left(1-\lambda_{\bar{N}}\right)\right)-\frac{A_{a}^{(1)} \lambda_{\bar{N}}^{2}}{2\left(1-\lambda_{\bar{N}}\right)} \\
& \times \ln \left(\frac{Q^{2}}{\mu_{R}^{2}}\right)+\frac{A_{a}^{(1)} \beta_{2}}{2 \beta_{0}^{3}}\left(\lambda_{\bar{N}}+\ln \left(1-\lambda_{\bar{N}}\right)+\frac{\lambda_{\bar{N}}^{2}}{2\left(1-\lambda_{\bar{N}}\right)}\right)+\frac{A_{a}^{(1)} \zeta_{2} \lambda_{\bar{N}}}{1-\lambda_{\bar{N}}} \\
& -\frac{A_{a}^{(2)}}{2 \beta_{0}} \lambda_{\bar{N}} \ln \left(\frac{Q^{2}}{\mu_{F}^{2}}\right)+\frac{A_{a}^{(1)}}{2} \lambda_{\bar{N}} \ln ^{2}\left(\frac{Q^{2}}{\mu_{F}^{2}}\right)+\frac{A_{a}^{(1)}}{2} \lambda_{\bar{N}} \ln \left(\frac{Q^{2}}{\mu_{F}^{2}}\right) \ln \left(\frac{Q^{2}}{\mu_{R}^{2}}\right) \\
& +\frac{1}{1-\lambda_{\bar{N}}}\left(\frac{A_{a}^{(1)} \beta_{1}}{2 \beta_{0}^{2}}\left(\lambda_{\bar{N}}+\ln \left(1-\lambda_{\bar{N}}\right)\right)-\frac{A_{a}^{(2)}}{2 \beta_{0}} \lambda_{\bar{N}}^{2}\right) \ln \left(\frac{Q^{2}}{\mu_{R}^{2}}\right) . \quad(2.3 .33) \tag{2.3.33}
\end{align*}
$$

The functions $f_{c}^{(i)}$ that enter into the definition of $J_{c}$ can be expressed in terms of the $h_{a}^{(i)}$ functions above. Indeed, Eq. (2.3.21) and Eq. (2.3.22) are very similar with the difference that the latter embodies the hard-collinear contribution and the lower boundary of the $q$-integration is $\tilde{Q}(1-x)^{2}$ instead of $\mu_{F}^{2}$. They are therefore expressed as follows

$$
\begin{align*}
& f_{c}^{(1)}\left(\lambda_{\bar{N}}\right)=2 h_{c}^{(1)}\left(\frac{\lambda_{\bar{N}}}{2}\right)-h_{c}^{(1)}\left(\lambda_{\bar{N}}\right) \\
& f_{c}^{(2)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=2 h_{c}^{(2)}\left(\frac{\lambda_{\bar{N}}}{2}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)-h_{c}^{(2)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)+\frac{B_{c}^{(1)}}{2 \beta_{0}} \ln \left(1-\frac{\lambda_{\bar{N}}}{2}\right) \\
& f_{c}^{(3)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=2 h_{c}^{(3)}\left(\frac{\lambda_{\bar{N}}}{2}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)-h_{c}^{(3)}\left(\lambda_{\bar{N}}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)+\frac{3}{2} \zeta_{2} A_{c}^{(1)} \frac{\lambda_{\bar{N}}}{2-\lambda_{\bar{N}}} \\
& \quad+\frac{\beta_{1} B_{c}^{(1)}}{2 \beta_{0}^{2}} \frac{\lambda_{\bar{N}}+2 \ln \left(1-\lambda_{\bar{N}} / 2\right)}{2-\lambda_{\bar{N}}}+\frac{B_{c}^{(1)}}{2} \frac{\lambda_{\bar{N}}}{2-\lambda_{\bar{N}}} \ln \left(\frac{\tilde{Q}^{2}}{\mu_{R}^{2}}\right)-\frac{B_{c}^{(2)}}{2 \beta_{0}} \frac{\lambda_{\bar{N}}}{2-\lambda_{\bar{N}}} . \tag{2.3.34}
\end{align*}
$$

Provided with the procedure to compute integrals of form given by Eqs. $(2.3 .21,2.3 .22)$ as described above, the computation of the radiative factor that embodies the contribution arising from large-angle soft gluon emission is now straightforward. Since, as mentioned above, the perturbative function $\mathcal{D}_{a b c}$ is process dependent, the expression of its coefficients are given in App. 2.B. For the same reason, thee expression of the leading-order $p_{T^{-}}$ distribution $C_{a b c}^{(1)}$ and the matching function $g_{a b}$ are also given in App. 2.B for the two colour singlet processes we are interested in, namely the production of a Higgs boson production via gluon fusion and the production of a weak boson that decays into two leptons via DY mechanism.

### 2.3.3 Threshold resummation and the Landau pole

Some comments are in order w.r.t the resummed formulae derived in the previous section. First, notice that the expression in Eq. (2.3.20) are written in Mellin $N$-space and have to be inverted back into the momentum space. However, as we shall see, the resulting momentum space resummed expression turns out to be ill-defined. This is because the contributions from the resummed expression at any finite logarithmic accuracy corresponds to a divergent series of contributions to the partonic cross section. Such a divergence, which is of perturbative origin, can be traced to the Landau pole in the running of the strong coupling. By inspection of Eq. (2.3.20) we notice that a pole is present at $\bar{N}_{L}=\exp \left(1 / 2 \alpha_{s} \beta_{0}\right)$, as a matter of fact, this actually corresponds to a branch cut as it extends from $N_{L}$ to positive infinity. On the other hand, since the hadronic cross section is obtained by convoluting the partonic part with the luminosity, the integration over the momenta always intercepts the region $x \rightarrow 1$ therefore integrating the scale of the running of coupling down to zero. This results as a divergence of the expansion in the coupling $\alpha_{s}$. To make this more tangible, let us only focus on the LL part from the exponent of Eq. (2.3.20) from which the Mellin inversion can be performed analytically [226]

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{th}}}{d \xi_{p}}(x) \propto \frac{d}{d x}\left[\exp \left\{\sum_{n=1}^{\infty} \alpha_{s}^{n} \hat{f}^{(n)}\left(\ln ^{n+1}\left(\frac{1}{1-x}\right)\right)\right\}+\mathcal{O}\left(\alpha_{s}^{m} \ln ^{m}(1-x)\right)\right] \tag{2.3.35}
\end{equation*}
$$

where $\mathcal{O}\left(\alpha_{s}^{m} \ln ^{m}(1-x)\right)$ denotes the subleading NLL contributions. This expression clearly blows up when $x \rightarrow 1$. For the sake of illustrating the above point, let us consider a toy PDF whose form is chosen such that when integrated over the momentum it suppresses the integrand in Eq. (2.3.35) when $x \rightarrow 1$. For simplicity, here we choose $f(x)=(1-x)^{a}$. Combining this with Eq. (2.3.35), we have

$$
\begin{equation*}
\int_{0}^{1} d x(1-x)^{a} \exp \left(\ln ^{b}\left(\frac{1}{1-x}\right)\right)=\sum_{k=1}^{\infty} \frac{(b k)!}{k!(1+a)^{b k+1}} \tag{2.3.36}
\end{equation*}
$$

The right-hand side of Eq. (2.3.36) diverges for $b \geq 2$, which is always the case, regardless of whether or not the Landau pole is present. This factorial divergence is attributed to the fact that subleading terms were neglected in the inversion of the resummation exponent. Thus, the divergence can be removed by addition of subleading terms which are more suppressed than any power of $1 / Q^{2}[226,229]$. Several prescriptions have been proposed to treat these divergent effects, the most used one is the Minimal Prescription which was proposed long ago in Ref. [226]. The benefit of the Minimal Prescription is that it does not only handle the Landau pole but also properly treats the subleading terms. Alternatively, a prescription based on Borel summation was proposed in Ref. [230] and refined in Refs. [231-234]. Details on these prescriptions will be presented in Sec. (3.1).

### 2.4 Soft-improved small- $p_{T}$ (SIPT) resummation

### 2.4.1 New factorization \& Generating Functions

In the following section, we review the soft-improved transverse momentum (SIPT) resummation formalism first proposed in Ref. [165]. Here, we only highlight the main points
of the formalism, thus for further details on the derivation refer to the aforementioned paper. This new resummation formalism relies on a new factorization of the phase space in which soft and collinear contributions are treated at the same footing. Let us recall that the factorization of the phase space exhibits terms of the following form [165]

$$
\begin{equation*}
\frac{1}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}} \tag{2.4.1}
\end{equation*}
$$

The interplay between the threshold and small- $p_{T}$ scaling variables is clearly apparent from Eq. (2.4.1). In the context of CSS and CFG, it sufficed to just take the small- $p_{T}$ limit of Eq. (2.4.1) leading to

$$
\begin{equation*}
\lim _{\xi_{p} \rightarrow 0} \frac{1}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}}=\left(\frac{1}{1-\tau}\right)_{+}-\frac{1}{2} \delta(1-\tau) \ln \xi_{p} \tag{2.4.2}
\end{equation*}
$$

In Fourier-Mellin space, this is equivalent to taking the large- $\hat{b}$ limit while keeping $N$ fixed. This is justifiable as long as the scaling variable $\xi_{p}$ is the smallest scale involved in the process. However, in the region where threshold contributions are also relevant, i.e. $N / b \sim 1$, oversimplification such as Eq. (2.4.2) neglect soft radiations that are emitted at small angles. In the context of SIPT, this can be dealt by using a distribution identity in order to highlight the divergence at threshold

$$
\begin{equation*}
\frac{1}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}}=\left(\frac{1}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}}\right)_{+}-\frac{1}{2} \delta(1-\tau)\left[\ln \xi_{p}-\ln \left(1+\xi_{p}\right)\right] \tag{2.4.3}
\end{equation*}
$$

Notice that when using the standard Eq. (2.4.2) or the modified Eq. (2.4.3) factorization of the phase space, the matrix element is always the same. This is justified by the fact that unlike the phase space, the squared amplitude does not display further infrared singularities as $\tau \rightarrow 1$ since power counting arguments ensure that all infrared singularities only arise in the collinear limit. This means that terms of the form $N \sqrt{\xi_{p}}$ (or $N / \hat{b}$ ) only arise in phase space and it is sufficient to expand the amplitude in powers of $\xi_{p}$ at fixed $N$. With Eq. (2.4.3), the two limits are kept for $N / b \sim 1$. in conjugate Fourier space, this corresponds to taking the large- $b$ limit for fixed $N / b$. As we shall see later, the two variables $N$ and $b$ are now embodied into one single scaling variable. In such a case, logarithms of the form $\ln (\hat{b}) \ln ^{k}(\bar{N})$ and $\ln ^{k+1}(\hat{b})$ are considered of the same logarithmic order. The SIPT then differs from the standard resummation formalism by terms which are power-suppressed in the large- $\hat{b}$ limit at fixed $N$.

It is now possible to construct a transverse momentum resummation that takes into account the soft limit by combining the new factorized phase space in Eq. (2.4.3) with the factorized amplitude. Notice that here, we are only interested in the leading-power resummed expression, i.e. up to corrections that are suppressed by powers of $1 / \hat{b}$. At the partonic level, the soft-improved transverse momentum resummation is defined as

$$
\frac{d \hat{\sigma}_{a b}^{\mathrm{th}}}{d \tilde{\zeta}_{p}}\left(N, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\sigma_{\mathrm{F}}^{\text {Born }} \mathcal{H}_{a b \rightarrow c \bar{c}}\left(N, \alpha_{s}\left(Q^{2}\right)\right) a^{N}\left(\xi_{p}\right) \int_{0}^{\infty} d \hat{b} \frac{\hat{b}}{2} J_{0}\left(\hat{b} \sqrt{\xi_{p}}\right)
$$

$$
\begin{align*}
& \exp \left\{\int_{0}^{\infty} d \xi J_{0}(\hat{b} \sqrt{\xi}) \int_{0}^{1} d \tau \tau^{N-1} \mathcal{A}_{c}\left(\alpha_{s}\left(Q^{2}\right)\right) \mathcal{D}_{0}(\xi, \tau)+\mathcal{O}\left(\frac{1}{\hat{b}}\right)\right\} \\
& \exp \left\{\int_{0}^{\infty} d \xi a^{-N}(\xi) J_{0}(\hat{b} \sqrt{\tilde{\xi}})\left(\frac{1}{\xi}\right)_{+} \mathcal{B}_{c}\left(N, \alpha_{s}\left(Q^{2} \xi\right)\right)+\mathcal{O}\left(\frac{1}{\hat{b}}\right)\right\} \tag{2.4.4}
\end{align*}
$$

where $a(\xi)=(\sqrt{1+\xi}+\sqrt{\xi})^{2}$ and the distribution $\mathcal{D}_{0}$ is defined as a more general class of the term that appears in the phase space of Eq. (2.4.3)

$$
\begin{equation*}
\mathcal{D}_{k}(\xi, \tau)=\left(\frac{\ln ^{k} \xi}{\xi}\right)_{+}\left[\left(\frac{1}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}}\right)_{+}-\frac{1}{2} \delta(1-\tau)\left[\ln \xi_{p}-\ln \left(1+\xi_{p}\right)\right]\right] \tag{2.4.5}
\end{equation*}
$$

The resummed formula Eq. (2.4.4) resums small- $p_{T}$ and threshold logarithms up to NNLL and NNLL* respectively. By construction, it reduces to the CFG resummation formalism in the limit $b \rightarrow \infty$. In addition, it reproduces up to NNLL* the threshold resummation for the total inclusive cross section upon integration over $\xi_{p}$, or equivalently by setting $b=0$ in Fourier space. By expanding the perturbative functions $\mathcal{A}_{c}$ and $\mathcal{B}_{c}$ in powers of $\alpha_{s}$, one notice that all the integrals appearing in the expansion can be categorized as,

$$
\begin{align*}
& \mathfrak{G}_{1, k}(N, \hat{b})=\int_{0}^{\infty} d \xi J_{0}(\hat{b} \sqrt{\xi}) \int_{0}^{1} d \tau \tau^{N-1} \mathcal{D}_{k}(\xi, \tau)  \tag{2.4.6}\\
& \mathfrak{G}_{2, k}(N, \hat{b})=\int_{0}^{\infty} d \xi a^{-2 N}(\xi) J_{0}(\hat{b} \sqrt{\bar{\zeta}})\left(\frac{\ln \xi}{\xi}\right)_{+} \tag{2.4.7}
\end{align*}
$$

where one can immediately notice that the functions $\mathfrak{G}_{1, k}$ and $\mathfrak{G}_{2, k}$ are the terms that are proportional to the coefficients $\mathcal{A}_{c}^{(n)}$ and $\mathcal{B}_{c}^{(n)}$ respectively. The construction of the final soft-improved transverse momentum resummation amounts to determining the perturbative coefficients and computing the integrals given by $\mathfrak{G}_{i, k}$. The functions $\mathfrak{G}_{i, k}$ defined in Eqs. $(2.4 .6,2.4 .6)$ can be obtained by taking the $k$-th derivatives w.r.t. $\epsilon$ at $\epsilon=0$ of the following generating functions

$$
\begin{align*}
\mathfrak{G}_{1, k}(N, \hat{b}) & =\left[\frac{\partial^{k}}{\partial \epsilon^{k}} \mathcal{G}_{1}(N, \hat{b}, \epsilon)\right]_{\epsilon=0}  \tag{2.4.8}\\
\mathfrak{G}_{2, k}(N, \hat{b}) & =\left[\frac{\partial^{k}}{\partial \epsilon^{k}} \mathcal{G}_{2}(N, \hat{b}, \epsilon)\right]_{\epsilon=0} \tag{2.4.9}
\end{align*}
$$

Since the information concerning the soft behaviour is embodied in Eq. (2.4.7) we will mostly focus on the computation of $\mathfrak{G}_{1, k}$. Before doing so, let us first study its behaviour in various kinematic limits. This will provide us insights on what kind of contributions are contained in the soft-improved resummation when compared to the standard transverse momentum resummation formalism.

### 2.4.2 Large logarithms at the level of generating functions

In the following parts, we study the behaviours of the generating function given by Eq. (2.4.8) in the following limits: (a) large- $\hat{b}$ limit at fixed $N$ which corresponds to the standard
transverse momentum resummation, (b) large- $N$ limit at fixed $\hat{b}$ which corresponds to the soft limit, (c) $\hat{b} \rightarrow 0$ limit which corresponds to the total inclusive resummed cross section, and (d) large- $\hat{b}$ at fixed $N / b$ limit which is the limit we are mainly interested in.

Let us start with the expression of the generating function $\mathcal{G}_{1}$ which is defined as

$$
\begin{align*}
\mathcal{G}_{1}(N, \hat{b}, \epsilon) & =\int_{0}^{\infty} d \xi J_{0}(\hat{b} \sqrt{\xi}) \int_{0}^{1} d \tau \tau^{N-1} \mathcal{D}_{0}(\xi, \tau, \epsilon)  \tag{2.4.10}\\
& =\int_{0}^{1} d \tau \tau^{N-1} \int_{0}^{\tilde{\xi} \max } d \xi J_{0}(\hat{b} \sqrt{\bar{\xi}}) \mathcal{D}_{0}(\xi, \tau, \epsilon) \tag{2.4.11}
\end{align*}
$$

where $\xi_{\text {max }}=(1-\tau)^{2} / 4 \tau$ and $\mathcal{D}_{0}(\xi, \tau, \epsilon)$ is given by the following expression

$$
\begin{equation*}
\mathcal{D}_{0}(\xi, \tau, \epsilon)=\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+}\left[\left(\frac{1}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}}\right)_{+}-\frac{1}{2} \delta(1-\tau)\left[\ln \xi_{p}-\ln \left(1+\xi_{p}\right)\right]\right] \tag{2.4.12}
\end{equation*}
$$

Using the following distribution identities

$$
\begin{equation*}
\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+}=\frac{1}{\xi^{1-\epsilon}}-\frac{1}{\epsilon} \delta(\xi) \quad \text { and } \quad\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+} \ln \xi=\frac{1}{\xi^{1-\epsilon}} \ln \xi+\frac{1}{\epsilon^{2}} \delta(\xi) \tag{2.4.13}
\end{equation*}
$$

the generating function in Eqs. $(2.4 .10,2.4 .11)$ can be therefore simplified as

$$
\begin{equation*}
\mathcal{G}_{1}(N, \hat{b}, \epsilon)=-\frac{1}{2 \epsilon^{2}}+\int_{0}^{1} d \tau \tau^{N-1}\left[\frac{1}{\epsilon}\left(\frac{1}{\tau-1}\right)_{+}+\int_{0}^{\xi \max } d \xi J_{0}(\hat{b} \sqrt{\xi}) \frac{\xi^{\epsilon-1}}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}}\right] . \tag{2.4.14}
\end{equation*}
$$

The Mellin transform that appears in the first term of the $\tau$ integration Eq. (2.4.14) can be explicitly expressed in terms of a logarithm in the large- $N$ limit

$$
\begin{equation*}
\int_{0}^{1} d \tau \tau^{N-1}\left(\frac{1}{\tau-1}\right)_{+}=-\left(\psi(N)+\gamma_{E}\right) \xrightarrow{N \rightarrow \infty}-\ln (\bar{N}) . \tag{2.4.15}
\end{equation*}
$$

This allows us to simplify Eq. (2.4.14) further

$$
\begin{equation*}
\mathcal{G}_{1}(N, \hat{b}, \epsilon)=\frac{1}{\epsilon} \ln \bar{N}-\frac{1}{2 \epsilon^{2}}+\int_{0}^{1} d \tau \tau^{N-1} \int_{0}^{\xi_{\max }} d \xi J_{0}(\hat{b} \sqrt{\bar{\xi}}) \frac{\xi^{\epsilon-1}}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}} \tag{2.4.16}
\end{equation*}
$$

Large-N limit at fixed $\hat{b}$ :
In this section, let us study the logarithmic structure of the generating function, Eq. (2.4.16), in the limit where $N$ is large and $\xi$ fixed. This will give us an idea on the structure of $\ln \bar{N}$ that appears in the resummed exponent at threshold when $\xi \gg 0$. For simplicity, we can isolate the integrals in Eq. (2.4.16) from the rest and only consider $\tilde{\mathcal{G}}_{1}(N, \hat{b})$ where
$\tilde{\mathcal{G}}_{1}(N, \hat{b}, \epsilon)=\mathcal{G}_{1}(N, \hat{b}, \epsilon)-\ln \bar{N} / \epsilon+1 / 2 \epsilon^{2}$. By expanding the zeroth-th order Bessel function in powers of its argument

$$
\begin{equation*}
J_{0}(\hat{b} \sqrt{\xi})=\sum_{p=0}^{\infty} \frac{(-1)^{p}}{\Gamma^{2}(p+1)}\left(\frac{\hat{b}^{2}}{4}\right)^{p} \xi^{p} \tag{2.4.17}
\end{equation*}
$$

we can interchange the sum and the integrals in order to perform the integration for each power of $p$. Doing so yields

$$
\begin{equation*}
\tilde{\mathcal{G}}_{1}(N, \hat{b}, \epsilon)=\frac{1}{2} \sum_{p=0}^{\infty}\left[\left(-\frac{\hat{b}^{2}}{4}\right)^{p} \frac{\Gamma^{2}(p+\epsilon) \Gamma(N-p-\epsilon)}{\Gamma^{2}(p+1) \Gamma(N+p+\epsilon)}\right], \tag{2.4.18}
\end{equation*}
$$

where the duplication formula for Gamma functions has been used. The first term in the series $(p=0)$ is independent of $\hat{b}$ and therefore it is more convenient to separate it off from the sum. Hence, Eq. (2.4.18) now writes as

$$
\begin{equation*}
\tilde{\mathcal{G}}_{1}(N, \hat{b}, \epsilon)=\frac{1}{2} \Gamma^{2}(\epsilon) \frac{\Gamma(N-\epsilon)}{\Gamma(N+\epsilon)}+\frac{1}{2} \sum_{p=1}^{\infty}\left(-\frac{\hat{b}^{2}}{4}\right)^{p} \frac{\Gamma^{2}(p+\epsilon)}{\Gamma^{2}(p+1)} \frac{\Gamma(N-p-\epsilon)}{\Gamma(N+p+\epsilon)} . \tag{2.4.19}
\end{equation*}
$$

In the large- $N$ limit, the ratio of Gamma functions can be simplified using

$$
\begin{equation*}
\frac{\Gamma(N-p-\epsilon)}{\Gamma(N+p+\epsilon)} \xrightarrow{N \rightarrow \infty}\left(\frac{1}{N^{2}}\right)^{p+\epsilon}\left(1+\mathcal{O}\left(\frac{1}{N}\right)\right) \tag{2.4.20}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\tilde{\mathcal{G}}_{1}(N \rightarrow \infty, \hat{b}, \epsilon)=\frac{\Gamma^{2}(1+\epsilon)}{2 \epsilon^{2} N^{2 \epsilon}}+\frac{1}{N^{2 \epsilon}} \sum_{p=1}^{\infty}\left(-\frac{\hat{b}^{2}}{4 N^{2}}\right)^{p} \frac{\Gamma^{2}(p+\epsilon)}{\Gamma^{2}(p+1)} . \tag{2.4.21}
\end{equation*}
$$

We can notice that the second term of the above equation vanishes in the large- $N$ limit. Thus, the generating function in Eq. (2.4.16) becomes $\hat{b}$-independent and is expressed as

$$
\begin{equation*}
\mathcal{G}_{1}(N \rightarrow \infty, \epsilon)=\frac{1}{\epsilon} \ln \bar{N}-\frac{1}{2 \epsilon^{2}}+\frac{\Gamma^{2}(1+\epsilon)}{2 \epsilon^{2} N^{2 \epsilon}} . \tag{2.4.22}
\end{equation*}
$$

By taking the $k$-th derivative of the above expression w.r.t. $\epsilon$ as defined by Eq. (2.4.8), one notices that the singular terms appearing in Eq. (2.4.22) when $\epsilon \rightarrow 0$ cancels out and one can safely set $\epsilon=0$. As a result, the function $\mathfrak{G}_{1, k}$ is just a polynomial in $\ln N$,

$$
\begin{equation*}
\mathfrak{G}_{1, k}(N \rightarrow \infty)=\frac{k!}{2} \sum_{m=0}^{k+2} \frac{2^{m}(-1)^{k-m}}{m!(2+k-m)!}(\ln N)^{2+k-m} \tag{2.4.23}
\end{equation*}
$$

## Large- $\hat{b}$ limit at fixed $N$ :

Let us know study the logarithmic structure of the generating functionEq. (2.4.16) in the large- $\hat{b}$ limit while keeping $N$ fixed. As shown in Refs. $[165,235]$ at the resummed level in both Fourier-Mellin and direct space, such a limit reproduces the standard CFG resummed formula.

Let us start from the integrand of Eq. (2.4.10)

$$
\begin{equation*}
\mathcal{D}_{0}(\xi, \tau, \epsilon)=\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+}\left[\left(\frac{1}{\sqrt{(1-\tau)^{2}-4 \tau \xi_{p}}}\right)_{+}-\frac{1}{2} \delta(1-\tau)\left[\ln \xi_{p}-\ln \left(1+\xi_{p}\right)\right]\right] \tag{2.4.24}
\end{equation*}
$$

Due to the square root term in the denominator, Eq. (2.4.24) vanishes for all $\xi$ greater than $\xi_{\text {max }}$. This means that the function $\mathcal{D}_{0}$ only exhibits singular behaviour when $\xi=0$ due to the factor $1 / \xi$. In the small- $\xi$ limit, the last term $\ln (1-\xi)$ behaves as $\xi$ cancelling the singularity and can therefore be neglected. For a fixed value of $\tau$, Eq. (2.4.24) now becomes

$$
\begin{equation*}
\mathcal{D}_{0}(\xi \rightarrow 0, \tau, \epsilon)=\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+}\left\{\left(\frac{1}{1-\tau}\right)_{+}-\frac{1}{2} \delta(1-\tau) \ln \xi_{p}\right\} . \tag{2.4.25}
\end{equation*}
$$

The form of Eq. (2.4.25) allows us to decouple the Mellin integral from the Fourier. Performing the integral over the scaling variable $\tau$, we are left with

$$
\begin{equation*}
\mathcal{G}_{1}(N, \hat{b} \rightarrow \infty, \epsilon)=-\int_{0}^{\tilde{\xi} \max } d \xi J_{0}(\hat{b} \sqrt{\tilde{\zeta}})\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+}\left(\ln \bar{N}+\frac{1}{2} \ln \tilde{\zeta}\right) . \tag{2.4.26}
\end{equation*}
$$

The computation of the first term in Eq. (2.4.26) to all logarithmic order can be done in a closed form using results from Ref. [232]. The approach consists in using the polar coordinates form of $\hat{b}$ and expressing the Bessel function in terms of its integral representation. Applying the results to our case, the first term of Eq. (2.4.26) reads

$$
\begin{equation*}
\int_{0}^{\infty} d \xi J_{0}(\hat{b} \sqrt{\xi})\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+}=\frac{1}{\epsilon}\left[\frac{\Gamma(1+\epsilon)}{\Gamma(1-\epsilon)}\left(\frac{\hat{b}^{2}}{4}\right)^{-\epsilon}-1\right] \tag{2.4.27}
\end{equation*}
$$

where we have extend the upper boundary of the integration to $(+\infty)$ in order to relate Eq. (2.4.26) with Ref. [232]. As mentioned before, this does not change the integral since contributions for $\xi>\xi_{\max }$ are zero. The second term in Eq. (2.4.26) can be computed from Eq. (2.4.27) by realizing that

$$
\begin{equation*}
\int_{0}^{\xi_{\max }} d \xi J_{0}(\hat{b} \sqrt{\xi})\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+} \ln \xi=\frac{\partial}{\partial \epsilon} \int_{0}^{\infty} d \xi J_{0}(\hat{b} \sqrt{\tilde{\zeta}})\left(\frac{1}{\xi^{1-\epsilon}}\right)_{+} . \tag{2.4.28}
\end{equation*}
$$

Putting Eqs. (2.4.27, 2.4.28) back into Eq. (2.4.26), performing some algebraic simplifications, and reorganizing the expression, we find

$$
\begin{equation*}
\mathcal{G}_{1}(N, \hat{b} \rightarrow \infty, \epsilon)=\frac{1}{2 \epsilon^{2}}\left(\mathcal{M}(\epsilon)-\epsilon \mathcal{M}^{(1)}(\epsilon)-\mathcal{M}(0)-2 \epsilon\left(\psi(N)+\gamma_{E}\right)(\mathcal{M}(\epsilon)-1)\right) \tag{2.4.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{M}(\epsilon)=\left(\frac{\hat{b}^{2}}{4}\right)^{2} \frac{\Gamma(1+\epsilon)}{\Gamma(1-\epsilon)}=\sum_{k=0}^{\infty} \frac{\epsilon^{k}}{k!} \mathcal{M}^{(k)}(0) \quad \text { with } \quad \mathcal{M}^{(k)}(\epsilon)=\frac{\partial^{k}}{\partial \epsilon^{k}} \mathcal{M}(\epsilon) \tag{2.4.30}
\end{equation*}
$$

Replacing $\mathcal{M}$ in Eq. (2.4.29) using its Taylor expansion in Eq. (2.4.30), taking the $k$-th derivative of the resulting expression, and putting everything back into Eq. (2.4.9), we arrive at the following expression

$$
\begin{equation*}
\mathfrak{G}_{1, k}(N, \hat{b} \rightarrow \infty)=-\frac{1}{2}\left[\frac{M^{(k+2)}(0)}{k+2}+2 \ln \bar{N} \frac{M^{(k+1)}(0)}{k+1}\right] . \tag{2.4.31}
\end{equation*}
$$

Using the definition of $\mathcal{M}^{(k)}$ from Eq. (2.4.30) one observes that such a function is expressed in as a polynomials in $\ln \hat{b}$. This is expected as those logarithms are the ones that are resummed in the Sudakov exponent. Keeping only the highest power, we have

$$
\begin{equation*}
\mathfrak{G}_{1, k}(N, \hat{b} \rightarrow \infty)=(-1)^{k+1}\left[\frac{1}{2 k+4} \ln ^{k+2}\left(\frac{\hat{b}^{2}}{b_{0}^{2}}\right)-\frac{\ln \bar{N}}{k+1} \ln ^{k+1}\left(\frac{\hat{b}^{2}}{b_{0}^{2}}\right)\right] \tag{2.4.32}
\end{equation*}
$$

Once multiplied with the coefficient functions $\mathcal{A}_{c}$ as in Eq. (2.4.4), the above logarithmic structure corresponds exactly to the ones that appear in the standard formulation of the transverse momentum.

## Large- $\hat{b}$ limit at fixed $N / b$ :

The main point of having constructed the two functions Eqs. (2.4.6, 2.4.7) was to capture the behaviours of the soft radiations that are emitted at very small angle. This is the main idea of the soft-improved transverse momentum resummation. In order to make such a behaviour manifest at the exponent level, the generating functions in Eqs. (2.4.7, 2.4.9) have to be taken in the limit where $\hat{b}$ is large but $N / b$ is fixed. In this section, we study the behaviours of these generating functions in the aforementioned limit and compare the results with Eq. (2.4.32).

Let us start with Eq. (2.4.18) where no limit has been taken yet

$$
\begin{equation*}
\tilde{\mathcal{G}}_{1}(N, \hat{b}, \epsilon)=\frac{1}{2} \sum_{p=0}^{\infty}\left[\left(-\frac{\hat{b}^{2}}{4}\right)^{p} \frac{\Gamma^{2}(p+\epsilon) \Gamma(N-p-\epsilon)}{\Gamma^{2}(p+1) \Gamma(N+p+\epsilon)}\right] . \tag{2.4.33}
\end{equation*}
$$

Since the Gamma functions do not depend on $\hat{b}$, their expressions can be replaced by their asymptotic expansions as in Eq. (2.4.20). This leads us to the exact same expression as in Eq. (2.4.21) taking into account that the label $N \rightarrow \infty$ only corresponds to the $N$ independent of the expression. In contrast to Eq. (2.4.22), the sum in Eq. (2.4.21) has to be performed explicitly. Doing so leads to

$$
\begin{equation*}
\tilde{\mathcal{G}}_{1}(N, \hat{b}, \epsilon)=\frac{1}{2} \frac{\Gamma^{2}(\epsilon)}{N^{2 \epsilon}} 2 F_{1}\left(\epsilon, \epsilon ; 1 ;-\frac{\hat{b}^{2}}{4 N^{2}}\right) . \tag{2.4.34}
\end{equation*}
$$

The simplification of the Hypergeometric function in Eq. (2.4.34) has to be done taking into account that the generating function has to reproduce the standard transverse momentum resummation in the large- $\hat{b}$ limit and reproduce the inclusive threshold momentum resummation upon integration over the transverse momentum. The former can be achieved by: expanding the Hypergeometric function as a series in $\epsilon$, evaluating the large- $\hat{b}$ limit, and
retaining the highest power in $\ln \hat{b}$. The latter is achieved by letting $\hat{b}=0$ in the Hypergeometric function, expanding the resulting expression as a series in $\epsilon$, and retaining only the first terms in the expansion. The soft-improved expression can then be constructed by matching the two expressions.

The expansion of the Hypergeometric function is straightforward using [236,237]

$$
\begin{equation*}
{ }_{2} F_{1}(\epsilon, \epsilon ; 1 ;-z)=1-\epsilon^{2} \operatorname{Li}_{2}(-z)+\mathcal{O}\left(\epsilon^{3}\right) . \tag{2.4.35}
\end{equation*}
$$

On the other hand, for a large parameter $z$, the Hypergeometric is given by [236,237]

$$
\begin{equation*}
{ }_{2} F_{1}(\epsilon, \epsilon ; 1 ;-z)=\frac{1}{z^{\epsilon}} \frac{\ln z-\psi(1-\epsilon)-\psi(\epsilon)-2 \gamma_{E}}{\Gamma(\epsilon) \Gamma(1-\epsilon)}+\mathcal{O}\left(\frac{1}{z}\right) . \tag{2.4.36}
\end{equation*}
$$

By shifting $\hat{b}$-dependent variable $z \rightarrow z+1$ in Eq. (2.4.36), we arrive at an expression that is regular when $z \rightarrow 0$ but still coincides with Eq. (2.4.36) when $z \rightarrow \infty$. This allows us to take the small- $\epsilon$ expansion of Eq. (2.4.36) as follows

$$
\begin{equation*}
{ }_{2} F_{1}(\epsilon, \epsilon ; 1 ;-z \rightarrow-(z+1))=1-\epsilon^{2}\left(\frac{1}{2} \ln ^{2}(z+1)+\zeta_{2}\right)+\mathcal{O}\left(\epsilon^{3}\right) . \tag{2.4.37}
\end{equation*}
$$

In order to interpolate the Hypergeometric function in Eq. (2.4.34), we first relate Eq. (2.4.37) with Eq. (2.4.35), focusing only on the terms that multiply $\epsilon^{2}$, and using the definition of the dilogarithm for complex argument in Ref. [238], we have

$$
\begin{equation*}
\mathrm{Li}_{2}\left(\frac{1}{1-z}\right)=\mathrm{Li}_{2}(z)+\zeta_{2}+\ln (-z) \ln (1-z)-\frac{1}{2} \ln ^{2}(1-z) \tag{2.4.38}
\end{equation*}
$$

where in the limit $z \rightarrow 1$, the last two terms of Eq. (2.4.38) can be neglected. This is fully justified since the large-z behaviour is fully described with Eq. (2.4.36). Combining everything together, we can write a more malleable form of Eq. (2.4.34) that is different from it by subleading terms. Up to NNLL, we therefore have

$$
\begin{equation*}
{ }_{2} F_{1}\left(\epsilon, \epsilon ; 1 ;-\frac{\hat{b}^{2}}{4 N^{2}}\right)=\frac{\ln \left(\hat{b}^{2} / 4 N^{2}\right)-\psi(1-\epsilon)-\psi(\epsilon)-2 \gamma_{E}}{(4 N)^{-2}\left(N^{2}+\hat{b}^{2}\right) \Gamma(\epsilon) \Gamma(1-\epsilon)}+\epsilon^{2} \operatorname{Li}_{2}\left(\frac{4 N^{2}}{N^{2}+\hat{b}^{2}}\right) . \tag{2.4.39}
\end{equation*}
$$

Putting Eq. (2.4.39) back into Eq. (2.4.34) and adding back the $\epsilon$-dependent term that we left out prior to the integration, the derivative w.r.t $\epsilon$ can now be easily taken. After setting $\epsilon=0$ and retaining only terms that contribute up to NNLL, we finally have

$$
\begin{equation*}
\mathfrak{G}_{1, k}\left(\hat{b} \rightarrow \infty, \text { fixed } \frac{N}{b}\right)=(-1)^{k+1}\left[\frac{\ln ^{k+2} \chi}{2 k+4}-\frac{\ln \bar{N} \ln ^{k+1} \chi}{k+1}-\ln ^{k} \bar{N} L_{2}\left(\frac{\bar{N}}{\chi}\right)\right] \tag{2.4.40}
\end{equation*}
$$

where we have introduced a new variable $\chi=\bar{N}^{2}+\hat{b}^{2} / b_{0}^{2}$. By proceeding exactly in the same way, one can also compute the expression of $\mathfrak{G}_{2, k}$. The difference only resides in the fact that the expansion of the Hypergeometric function is done up to order $\epsilon$. This is because the perturbative function $\mathcal{B}_{c}$ that multiplies $\mathfrak{G}_{2, k}$ starts at NLL. The final result is given by

$$
\begin{equation*}
\mathfrak{G}_{2, k}\left(\hat{b} \rightarrow \infty \text {, fixed } \frac{N}{b}\right)=(-1)^{k+1} \ln ^{k+1} \chi . \tag{2.4.41}
\end{equation*}
$$

The two functions $\mathfrak{G}_{1, k}$ and $\mathfrak{G}_{2, k}$ preserve the same logarithmic accuracy as the standard transverse momentum resummation. In addition, $\mathfrak{G}_{1, k}$ contains NNLL soft-contributions that at the level of the total inclusive cross section reproduces the threshold resummation up to some subleading corrections. Comparing Eq. (2.4.40) to Eq. (2.4.32), we notice two main differences. First, the argument of the logarithms has changed from $\hat{b}^{2} / b_{0}^{2}$ to $\bar{N}^{2}+$ $\hat{b}^{2} / b_{0}^{2}$. This takes into account soft contributions that are not taken into in the standard transverse momentum formalism. This also suggests that $\ln N$ are resummed at the same footing as $\ln \hat{b}$. Second, Eq. (2.4.40) contains a dilogarithmic contribution that multiplies the highest power of $\ln N$. As expected, Eq. (2.4.40) exactly reproduces Eq. (2.4.32) in the large$\hat{b}$ limit since $\chi \rightarrow \hat{b}^{2} / b_{0}^{2}$ and $\operatorname{Li}_{2}\left(\bar{N}^{2} / \chi\right) \rightarrow 0$ in that limit. In particular, it is interesting to see that the combined resummation variable $\chi$ leads to the modified $\left(1+\hat{b}^{2} / b_{0}^{2}\right)$ of the CFG when $\bar{N}=1$. Notice, however, that the above expression cannot be exactly compared to Eq. (2.4.23) since the large- $\hat{b}$ and large- $N$ limits do not commute.

### 2.4.3 From the generating functions to the resummed formulae

The previous section provided a description on how to consistently combine soft and recoil effects in transverse momentum resummation up to NNLL for the process $h_{1}+h_{2} \rightarrow \mathrm{~F}+X$. It was shown that the structure of the large logarithms are governed by two generating functions, Eqs. (2.4.8, 2.4.9). Having studied and performed the integral of the generating functions in various kinematic limits, we can now write down the expression of the partonic resummed formula. Using Eqs. (2.4.40, 2.4.41), it can be shown that the partonic cross section can be written in a similar form as Eq. (2.2.27)

$$
\begin{align*}
& \frac{d \hat{\sigma}_{a b}^{\operatorname{tr}}}{d \xi_{p}}\left(N, \chi, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\sum_{c} \sigma_{F, c \bar{c}}^{B o r} \bar{H}_{c}^{F}(N, \chi) \mathcal{S}_{c}(N, \chi) \sum_{k, l} C_{c k}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \\
& C_{\bar{c} l}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) U_{k a}\left(N, \frac{Q^{2}}{\chi} \leftarrow \mu_{F}^{2}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) U_{l b}\left(N, \frac{Q^{2}}{\chi} \leftarrow \mu_{F}^{2}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) . \tag{2.4.42}
\end{align*}
$$

The soft-improved resummed expression in Eq. (2.4.42) is different from Eq. (2.2.27) in the following ways. First, the Sudakov form factor $\mathcal{S}_{c}$ depends on the resummation variable $\chi$ which, as mentioned previously, depends both on the Mellin moment $N$ and the impact parameter $b$. As a consequence, the exponent of $\mathcal{S}_{c}$ now vanishes when $\chi=1$. Second, the modified hard function $\bar{H}_{c}$ now depends on $\chi$, nonetheless, it still behaves as a constant in the large- $\hat{b}$ limit. It contains constant terms that do not vanish in the exponent when $\chi=1$. They originate from the dilogarithms appearing in Eq. (2.4.40). Therefore, up to NLO, $\overline{\mathrm{H}}_{c}$ and $\mathrm{H}_{c}$ are related through $\overline{\mathrm{H}}_{c}(N, \chi)=\mathrm{H}_{c}\left(\alpha_{s}\right)+\alpha_{s} \mathrm{Li}_{2}\left(\bar{N}^{2} / \chi\right)$. Finally, the coefficient functions and the evolution kernels are evaluated at a scale $Q^{2} / \chi$ instead of $\hat{b}^{2} / b_{0}^{2}$, hence the resulting evolution factors also depend on $\chi$. The fact that the evolution kernels explicitly depend on the scale $Q^{2} / \chi$ entails a new way of counting the logarithms since the anomalous dimensions can generate $\ln \bar{N}$ in the large- $N$ limit. To make this statement
tangible, let us consider for the sake of argument the singlet case where the solution of the evolution kernel is given by

$$
\begin{equation*}
U_{k a}\left(N, \frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)=\sum_{i, j} V_{k i}^{N}\left(\alpha_{s}\left(\frac{Q^{2}}{\chi}\right)\right) U_{i j}^{(\mathrm{LO})}\left(N, \frac{Q^{2}}{\chi} \leftarrow Q^{2}\right) \tilde{V}_{j a}^{N}\left(\alpha_{s}\left(Q^{2}\right)\right) \tag{2.4.43}
\end{equation*}
$$

where for brevity we omitted the remaining scale dependence and expressed the N dependence of $V$ as a superscript. As detailed in Sec. (1.1.2), $U^{(\text {LO })}$ and $V$ represent the lowest and higher perturbative order solution to the evolution equation respectively. The function $\tilde{V}_{j a}$ denotes the $(j, a)$-element of the inverse matrix $\mathbf{V}^{-1}$ in the flavour space. Here and in the following, we shall use the boldface notation to denote the representation in flavour matrix space. From Eq. (2.4.42) to Eq. (2.4.43) we have evolved the parton densities from scale $Q^{2} / \chi$ to $Q^{2}$ and then from $Q^{2}$ to $\mu_{F}^{2}$ which in case $Q=\mu_{F}$ leads to $U\left(Q^{2} \leftarrow \mu_{F}^{2}\right)=1$. The lowest perturbative order solution $U^{(\mathrm{LO})}$ can be derived by diagonalizing the LO anomalous dimension matrix $\gamma^{(0)}$. Following Refs. [117,195],

$$
\begin{equation*}
U_{i j}^{(\mathrm{LO})}\left(N, \frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)=\sum_{r= \pm} \mathcal{E}_{i j}^{(r)}(N) \exp \left(\mathcal{Q}_{r}(N, \chi)\right) \tag{2.4.44}
\end{equation*}
$$

where the exponent $\mathcal{Q}$ that resums both soft and recoil contributions is given by

$$
\begin{equation*}
\mathcal{Q}_{r}(N, \chi)=-\frac{\lambda_{r}^{(0)}(N)}{\beta_{0}} \ln \left(\frac{\alpha_{s}\left(Q^{2} / \chi\right)}{\alpha_{s}\left(Q^{2}\right)}\right) . \tag{2.4.45}
\end{equation*}
$$

As described in Sec. (1.1.2), $\lambda_{ \pm}$and $\mathcal{E}_{ \pm}$represent the eigenvalues of the singlet matrix $\gamma^{(0)}$ and its projectors respectively. In the context of standard transverse momentum resummation, the leading-order solution to the evolution equation contributes with a single logarithm in $\ln \hat{b}$ and therefore starts to contribute at NLL. However, in the context of soft-improved transverse momentum resummation, at leading-logarithm the flavourdiagonal anomalous dimensions carry an additional contribution of the form $A_{c}^{(1)} \ln \bar{N}^{2}$. Indeed, the lowest order contribution to $\mathcal{Q}$ is given by

$$
\begin{equation*}
\mathcal{Q}_{ \pm}(N, \chi)=\frac{1}{\beta_{0}} \gamma_{g 8 / q q}^{(0)} \ln \left(1-\lambda_{\chi}\right) \quad \text { with } \quad \lambda_{\chi}=\bar{\alpha}_{s} \ln \chi \tag{2.4.46}
\end{equation*}
$$

Taking the large- $N$ limit of the anomalous dimensions in the above expression leads to the following result

$$
\begin{equation*}
\frac{1}{\beta_{0}} \gamma_{g g / q q}^{(0)} \ln \left(1-\lambda_{\chi}\right) \xrightarrow{N \rightarrow \infty}-\frac{A_{g / q}^{(1)}}{\beta_{0}} \ln (\bar{N}) \ln \left(1-\lambda_{\chi}\right)=-\frac{A_{g / q}^{(1)}}{2 \bar{\alpha}_{s} \beta_{0}} \lambda_{\bar{N}} \ln \left(1-\lambda_{\chi}\right) \tag{2.4.47}
\end{equation*}
$$

which exhibits soft logarithms through $\lambda_{\bar{N}}=2 \bar{\alpha}_{s} \ln \bar{N}$ with $\bar{\alpha}_{s} \equiv \bar{\alpha}_{s}\left(\mu_{R}^{2}\right)$. This suggests that in order to compute $\mathrm{N}^{k}$ LL soft-improved transverse momentum resummation, the large- $N$ behaviour of the evolution has to be included up to $\mathrm{N}^{k} \mathrm{LL}$, which is not the case in the standard transverse momentum resummation as $\mathrm{N}^{k-1} \mathrm{LL}$ is enough. That is, at NNLL, the solution to the evolution equation is performed up to NNLO accuracy but with the NNLO anomalous dimensions replaced by their large- $N$ behaviours. To illustrate this
further, still in the context of singlet which is the only important for the Higgs production, let us put Eq. (2.4.42) into the same form as Eq. (2.2.30)

$$
\begin{align*}
& \frac{d \hat{\sigma}_{a b}^{\mathrm{tr}}}{d \xi_{p}}\left(N, \chi, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\sum_{c} \sigma_{\mathrm{F}, g g}^{\mathrm{Born}}\left(\alpha_{s}\left(\mu_{R}^{2}\right)\right) \overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F},\{\mathrm{SS}}\left(N, \chi, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)  \tag{2.4.48}\\
& \quad \exp \left\{\mathcal{S}_{c}\left(N, \chi, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)+\mathcal{R}_{\{\mathrm{S}\}}\left(N, \chi, \alpha_{s}\left(\mu_{R}^{2}\right), \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)\right\},
\end{align*}
$$

where here $\{\mathrm{S}\}$ labels a set of flavour indices. As pointed out above, the function $\overline{\mathcal{H}}$ receives contribution from the constant terms coming from the generating functions. Despite the fact that it depends explicitly on $\hat{b}$ through $\chi$, it behaves as a constant in the limit where $\hat{b}$ is large since $\mathrm{Li}_{2}\left(\bar{N}^{2} / \chi\right) \rightarrow 0$.

The Sudakov exponent is fully determined by the generating functions. Putting back the expression of the generating functions in Eqs. (2.4.40, 2.4.41) into Eq. (2.4.4), expressing the perturbative functions $\mathcal{A}_{c}$ and $\mathcal{B}_{c}$ in terms of the standard $A_{c}$ and $B_{c}$, it follows that

$$
\begin{equation*}
\mathcal{S}_{c}\left(N, \chi, Q^{2}\right)=\int_{\frac{Q^{2}}{N^{2}}}^{Q^{2}} \frac{d q^{2}}{q^{2}} D_{c}\left(\alpha_{s}\left(q^{2}\right)\right)-\int_{\frac{Q^{2}}{\chi}}^{Q^{2}} \frac{d q^{2}}{q^{2}}\left[A_{c}\left(\alpha_{s}\left(q^{2}\right)\right) \ln \frac{Q^{2}}{q}+B_{c}\left(\alpha_{s}\left(q^{2}\right)\right)\right] \tag{2.4.49}
\end{equation*}
$$

where up to NNLL the additional perturbative function $D_{c}$ contributes up to order $\alpha_{s}^{2}$. With the first coefficient being zero, $D_{c}^{(2)}=A_{c}^{(1)} \beta_{0} \operatorname{Li}_{2}\left(\bar{N}^{2} / \chi\right)$. The function $D_{c}$ has its origin from the dilogarithm part appearing in $\mathfrak{G}_{1, k}$. When comparing the second term of Eq. (2.4.49) with Eq. (2.2.11), putting aside the process-dependent part, the difference only resides in the definition of resummation scale. With $Q^{2} / \chi$, the improved transverse momentum resummation captures soft contributions that were not present in the standard resummation formalism which are crucial in order to reproduce the total inclusive threshold resummed expression. As for the construction of the soft-improved resummed transverse momentum expression, the universal form factor can be organized in terms of classes of logarithms as $\mathcal{S}_{c}(N, \chi)=\sum_{n=-1}^{\infty} \bar{\alpha}_{s}^{n} g_{n+2}\left(\lambda_{\bar{N}}, \lambda_{\chi}\right)$. The explicit expressions of the functions $g_{i}$ are given by

$$
\begin{align*}
& g_{1}\left(\lambda_{\chi}\right)=\frac{A_{g}^{(1)}}{\beta_{0}^{2}}\left(\lambda_{\chi}+\ln \left(1-\lambda_{\chi}\right)\right)  \tag{2.4.50}\\
& g_{2}\left(\lambda_{\chi}, \frac{Q^{2}}{\mu_{R}^{2}}\right)=\frac{A_{g}^{(1)} \beta_{1}}{\beta_{0}^{3}}\left(\frac{\lambda_{\chi}+\ln \left(1-\lambda_{\chi}\right)}{1-\lambda_{\chi}}+\frac{1}{2} \ln \left(1-\lambda_{\chi}\right)^{2}\right)+\frac{B_{g}^{(1)}}{\beta_{0}} \ln \left(1-\lambda_{\chi}\right) \\
& \quad-\frac{A_{g}^{(2)}}{\beta_{0}^{2}} \frac{\lambda_{\chi}+\left(1-\lambda_{\chi}\right) \ln \left(1-\lambda_{\chi}\right)}{1-\lambda_{\chi}}+\frac{A_{g}^{(1)}}{\beta_{0}} \frac{\lambda_{\chi}+\left(1-\lambda_{\chi}\right) \ln \left(1-\lambda_{\chi}\right)}{1-\lambda_{\chi}} \ln \left(\frac{Q^{2}}{\mu_{R}^{2}}\right),  \tag{2.4.51}\\
& g_{3}\left(\lambda_{\bar{N}}, \lambda_{\chi}, \frac{Q^{2}}{\mu_{R}^{2}}\right)=\frac{A_{g}^{(1)} \beta_{1}^{2}}{2 \beta_{0}^{4}}\left(\frac{\lambda_{\chi}+\ln \left(1-\lambda_{\chi}\right)}{\left(1-\lambda_{\chi}\right)^{2}}\left(\lambda_{\chi}+\left(1-2 \lambda_{\chi}\right) \ln \left(1-\lambda_{\chi}\right)\right)\right) \\
& \quad+\frac{A_{g}^{(1)} \beta_{2}}{\beta_{0}^{3}}\left(\frac{\left(2-3 \lambda_{\chi}\right) \lambda_{\chi}}{2\left(1-\lambda_{\chi}\right)^{2}}+\ln \left(1-\lambda_{\chi}\right)\right)+\frac{B_{g}^{(1)} \beta_{1}}{\beta_{0}} \frac{\lambda_{\chi}+\ln \left(1-\lambda_{\chi}\right)}{1-\lambda_{\chi}}+A_{g}^{(1)}
\end{align*}
$$

$$
\begin{align*}
& \times \operatorname{Li}_{2}\left(\frac{\bar{N}^{2}}{\chi}\right) \frac{\lambda_{\bar{N}}}{1-\lambda_{\bar{N}}}-\frac{A_{g}^{(2)} \beta_{1}}{\beta_{0}^{3}}\left(\frac{\left(2-3 \lambda_{\chi}\right) \lambda_{\chi}}{2\left(1-\lambda_{\chi}\right)^{2}}+\frac{\left(1-2 \lambda_{\chi}\right) \ln \left(1-\lambda_{\chi}\right)}{\left(1-\lambda_{\chi}\right)^{2}}\right) \\
& -\frac{A_{g}^{p_{\mathrm{T}},(3)}}{2 \beta_{0}^{2}} \frac{\lambda_{\chi}^{2}}{\left(1-\lambda_{\chi}\right)^{2}}-\frac{B_{g}^{(2)}}{\beta_{0}} \frac{\lambda_{\chi}}{1-\lambda_{\chi}}+B_{g}^{(1)} \frac{\lambda_{\chi}}{1-\lambda_{\chi}} \ln \frac{m_{\mathrm{H}}^{2}}{\mu_{\mathrm{R}}^{2}}+\frac{A_{g}^{(2)}}{\beta_{0}} \frac{\lambda_{\chi}^{2}}{\left(1-\lambda_{\chi}\right)^{2}} \\
& \times \ln \left(\frac{Q^{2}}{\mu_{R}^{2}}\right)+\frac{A_{g}^{(1)} \beta_{1}}{\beta_{0}^{2}}\left(\frac{\lambda_{\chi}\left(1-\lambda_{\chi}\right)+\left(1-2 \lambda_{\chi}\right) \ln \left(1-\lambda_{\chi}\right)}{\left(1-\lambda_{\chi}\right)^{2}}\right) \ln \left(\frac{Q^{2}}{\mu_{R}^{2}}\right) \\
& -\frac{A_{g}^{(1)}}{2} \frac{\lambda_{\chi}^{2}}{\left(1-\lambda_{\chi}\right)^{2}} \ln ^{2}\left(\frac{Q^{2}}{\mu_{R}^{2}}\right) . \tag{2.4.52}
\end{align*}
$$

The function $\mathcal{R}$ embodies three types of contributions up to NNLL: the exponent of the lowest order solution to the evolution given by Eq. (2.4.45), the evolution of the coefficient functions, and the evolution of the $\chi$-dependent $V$-function in Eq. (2.4.43). Expressing the argument of the strong coupling in terms of $Q^{2}$, the evolution factors for the coefficient and $V$ functions are respectively given by

$$
\begin{align*}
& C_{c k}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi}\right)\right)=\exp \left\{R_{c k}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)\right)\right\} C_{c k}\left(N, Q^{2}\right)  \tag{2.4.53}\\
& V_{k i}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi}\right)\right)=\exp \left\{E_{k i}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)\right)\right\} V_{k i}\left(N, Q^{2}\right) \tag{2.4.54}
\end{align*}
$$

where terms in the exponents are defined as

$$
\begin{align*}
& R_{c k}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)\right)=-\int_{Q^{2} / \chi}^{Q^{2}} \frac{\mathrm{~d} q^{2}}{q^{2}} \frac{\beta\left(\alpha_{s}\left(q^{2}\right)\right)}{\alpha_{s}\left(q^{2}\right)}\left[\frac{\mathrm{d} \ln C_{c k}\left(N, \alpha_{s}\left(q^{2}\right)\right)}{\mathrm{d} \ln \alpha_{s}\left(q^{2}\right)}\right]  \tag{2.4.55}\\
& E_{k i}\left(N, \alpha_{s}\left(\frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)\right)=-\int_{Q^{2} / \chi}^{Q^{2}} \frac{\mathrm{~d} q^{2}}{q^{2}} \frac{\beta\left(\alpha_{s}\left(q^{2}\right)\right)}{\alpha_{s}\left(q^{2}\right)}\left[\frac{\mathrm{d} \ln V_{k i}\left(N, \alpha_{s}\left(q^{2}\right)\right)}{\mathrm{d} \ln \alpha_{s}\left(q^{2}\right)}\right] . \tag{2.4.56}
\end{align*}
$$

Therefore, the function $\mathcal{R}$ that enter in Eq. (2.4.48) can now be written as
$\mathcal{R}(N, \chi)=\mathcal{Q}_{r}(N, \chi)+\mathcal{Q}_{p}(N, \chi)+R_{c k}(N, \chi)+R_{\overline{c l}}(N, \chi)+E_{k i}(N, \chi)+E_{l j}(N, \chi)$
where $\{r, p\}= \pm$ and for brevity we have neglected the explicit dependence on the strong coupling. In the standard transverse momentum resummation formalism, the logarithmic expansion of $\mathcal{S}_{c}$ starts at LL accuracy while the expansion of $\mathcal{Q}$ starts at NLL accuracy. However, in the context of soft-improved transverse momentum, the large- $N$ behaviour of $\mathcal{Q}$ already contribute at LL and has to be included in order to account for the soft behaviour. Similarly to the standard resummation, the flavour off-diagonal terms of $\tilde{R}_{c i}=R_{c k}+E_{k i}$ (i.e. $c \neq i$ ) starts to contribute at NLL. The terms in the flavour-off diagonal, instead, start to contribute at NLL as opposed to the standard resummation procedure where they start to contribute at NNLL.

In analogy to Eq. (2.2.28), we can collect all the terms that behave as constants in the limit $\hat{b} \rightarrow \infty$. Expressing the results in terms of running $\alpha_{s}\left(Q^{2}\right)$

$$
\begin{equation*}
\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F},\{\mathrm{~S}\}}(N, \chi)=\overline{\mathrm{H}}_{c}(N, \chi) \mathcal{W}_{c a}^{(r)}\left(N, \alpha_{s}\left(Q^{2}\right)\right) \mathcal{W}_{\bar{c} b}^{(p)}\left(N, \alpha_{s}\left(Q^{2}\right)\right), \tag{2.4.58}
\end{equation*}
$$

where we have defined

$$
\begin{align*}
& \mathcal{W}_{c a}^{(r)}\left(N, \alpha_{s}\left(Q^{2}\right)\right)=C_{c k}\left(N, \alpha_{s}\left(Q^{2}\right)\right) V_{k i}\left(N, \alpha_{s}\left(Q^{2}\right)\right) \mathcal{E}_{i j}^{(r)}(N) \tilde{V}_{j a}\left(N, \alpha_{s}\left(Q^{2}\right)\right),  \tag{2.4.59}\\
& \mathcal{W}_{\bar{c} b}^{(p)}\left(N, \alpha_{s}\left(Q^{2}\right)\right)=C_{\bar{c} l}\left(N, \alpha_{s}\left(Q^{2}\right)\right) V_{l m}\left(N, \alpha_{s}\left(Q^{2}\right)\right) \mathcal{E}_{m n}^{(p)}(N) \tilde{V}_{n b}\left(N, \alpha_{s}\left(Q^{2}\right)\right) . \tag{2.4.60}
\end{align*}
$$

We recall that the definition of $\overline{\mathrm{H}}$ is related to the $\mathrm{H}_{c}$ from the standard transverse momentum resummation with an additional dilogarithm function. In addition, it is worth mentioning that the definition of $C$-functions are exactly the same as the ones appearing in the CFG formalism.

The hard-collinear function given in Eq. (2.4.58) can be expressed in a different form. Indeed, the hard and collinear functions can be separated from the terms coming from the evolutions. That is, Eq. (2.4.58) can be written as follows

$$
\begin{equation*}
\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F},\{\mathrm{~S}\}}=\tilde{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}\left(V_{k i} \mathcal{E}_{i j}^{(r)} \tilde{V}_{j a}\right)\left(V_{l m} \mathcal{E}_{m n}^{(p)} \tilde{V}_{n b}\right) \quad \text { with } \quad \tilde{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}=\overline{\mathrm{H}}_{c} C_{c k} C_{\bar{c} l} \tag{2.4.61}
\end{equation*}
$$

where for brevity we have removed the explicit dependence on the Mellin moment $N$ and the resummation variable $\chi$. The explicit expressions of the process dependent hard functions in App.2.B are given in terms of $\tilde{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}$ specifically in term of $\mathcal{H}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}=\mathrm{H}_{c} C_{c k} C_{\bar{c} l}$ where as mentioned before $\overline{\mathrm{H}}_{c}$ and $\mathrm{H}_{c}$ are related through a di-logarithm function.

### 2.5 Summary

The aim of this chapter was to address the large logarithms appearing in fixed order computations that spoil the convergence of the perturbative series. In particular, we focused on logarithmic terms that are enhanced at small transverse momentum and at partonic threshold. After reviewing the standard formulations of the threshold and transverse momentum resummations separately, we reviewed a formalism in which these two resummations are combined in a consistent way. This led us to the formulation of the softimproved transverse momentum resummation in which a subclass of the soft logarithms (not contained in the standard formulation) are included in the transverse momentum resummation. Such a formulation of the transverse momentum resummation entails a new way to include anomalous dimensions in the evolutions. To briefly summarize, the truncation of the soft-improved transverse momentum resummation at a given logarithmic accuracy is defined in the following way:

- At LL, we approximate the process-dependent hard function $\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}$ by its lowest perturbative order and include $g_{1}$ in the Sudakov exponent. The $\mathcal{Q}_{ \pm}$functions are included up to LO with $\gamma^{(1)}$ replaced by its large- $N$ behaviour while the $\tilde{R}$ functions are approximated to 1 .
- At NLL, we include $\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}(1)}$ in $\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}$ with the function $g_{2}$ in the Sudakov exponent. In addition, we include the complete LO term in $\mathrm{Q}_{ \pm}$together with the NLO term where the anomalous dimensions are replaced the their large- $N$ behaviour. The full expression of $\tilde{R}_{g q}$ is also included while we only include the large- $N$ behaviour of $V^{(1)}(N)$ in $\tilde{R}_{g g}$.
- At NNLL, we include in $\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}$ the coefficient $\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F},(2)}$ and the function $g_{3}$ in the Sudakov exponent. Similarly, we also include the complete NLO term in $\mathrm{Q}_{ \pm}$together with the NNLO term where the anomalous dimensions are replaced by their large- $N$ behaviour. Finally, we add to $\tilde{R}_{g g}$ the large- $N$ behaviour of $V^{(2)}(N)$.

Phenomenological studies assessing the impacts of the improved transverse momentum resummation is the subject of the next chapter using the Higgs and Z-boson production as test cases. We recall that herein and in the following chapter, both the small- $p_{T}$ and large- $x$ logarithms are resummed up to NNLL. In the following Appendix, we give the explicit expressions of the process-dependent functions that appear in the resummed expressions for the two processes mentioned earlier. We present analytical expressions first for the threshold resummation, and then for the soft-improved transverse momentum resummation.

## 2.A Process-dependent functions in Threshold resummation

As described in Sec. (2.3.2), the threshold resummed expression contains four terms that are process-dependent: the Born level cross section $\sigma_{\mathrm{F}, \bar{c} \bar{c}}^{\text {Born }}$, the leading-order $p_{T}$ distribution $C_{a b c}^{(1)}$, the matching function $g_{a b}$, and the $\mathcal{D}_{a b c}$ that appear in the exponent of the large-angle radiative factor.

Before presenting the explicit expressions of the four process-dependent terms mentioned earlier, let us first present the explicit expressions of the coefficients of the cusp anomalous dimensions $A_{c}\left(\alpha_{s}\right)$ and $B_{c}\left(\alpha_{s}\right)$. So far, we used the same notation of cusp anomalous dimensions for the threshold and (soft-improved) small- $p_{T}$ resummations. However, at three loop, the coefficient $A_{c}^{(3)}$ appearing in the threshold resummation differs from the one appearing in the (soft-improved) small- $p_{T}$ resummations. Refer to App. 2.B for the relation between the cusp anomalous dimensions in the two resummations.

In order to reach NNLL accuracy, cusp anomalous dimensions need to be determined up to three loop. In the context of threshold resummation, the coefficients of the cups anomalous dimension $A_{c}$ are given by:

$$
\begin{align*}
& A_{c}^{(1)}=\frac{C_{c}}{\pi}, \quad A_{c}^{(2)}=\frac{C_{c}}{2 \pi^{2}}\left[C_{A}\left(\frac{67}{18}-\frac{\pi^{2}}{6}\right)-\frac{5}{9} n_{f}\right]  \tag{A.1}\\
& A_{c}^{(3)}=\frac{C_{c}}{4 \pi^{3}}\left[C_{A}^{2}\left(\frac{245}{24}-\frac{67}{9} \zeta_{2}+\frac{11}{6} \zeta_{3}+\frac{11}{5} \zeta_{2}^{2}\right)\right.  \tag{A.2}\\
&\left.\quad+n_{f} C_{F}\left(-\frac{55}{24}+2 \zeta_{3}\right)+n_{f} C_{A}\left(-\frac{209}{108}+\frac{10}{9} \zeta_{2}-\frac{7}{3} \zeta_{3}\right)-\frac{1}{27} n_{f}^{2}\right],
\end{align*}
$$

while the coefficients of the cusp anomalous dimension $B_{c}$ are given by:

$$
\begin{align*}
B_{g}^{(1)} & =-\beta_{0}, \quad B_{q}^{(1)}=-\frac{3}{4} \frac{C_{F}}{\pi}  \tag{A.3}\\
B_{g}^{(2)} & =\frac{1}{16 \pi^{2}}\left[C_{\mathrm{A}}^{2}\left(-\frac{611}{9}+\frac{88}{3} \zeta_{2}+16 \zeta_{3}\right)+C_{\mathrm{A}} n_{f}\left(\frac{428}{27}-\frac{16}{3} \zeta_{2}\right)+2 C_{\mathrm{F}} n_{f}-\frac{20}{27} N_{f}^{2}\right] \\
B_{q}^{(2)} & =\frac{1}{16 \pi^{2}}\left[C_{\mathrm{F}}^{2}\left(-\frac{3}{2}+12 \zeta_{2}-24 \zeta_{3}\right)+C_{\mathrm{F}} C_{\mathrm{A}}\left(\frac{44}{3} \zeta_{2}+40 \zeta_{3}\right)+C_{\mathrm{F}} N_{f}\left(\frac{247}{27}-\frac{8}{3} \zeta_{2}\right)\right]
\end{align*}
$$

## 2.A. 1 Higgs production via gluon fusion in HEFT

In this section, we present the analytical expressions of the process-dependent functions that enter in Eq. (2.3.20) in the case of the Higgs boson production. The Born level cross section for the Higgs production via gluon fusion has been computed long time ago in Refs. [239,240] in the infinite top-quark mass limit and is given by

$$
\begin{equation*}
\sigma_{\mathrm{H}, g g}^{\mathrm{Born}}=\left(\frac{\alpha_{s}}{\pi}\right) \frac{\pi \sqrt{2} G_{F}}{576}, \tag{A.4}
\end{equation*}
$$

where $G_{F}$ is the Fermi's constant. The Mellin space version of the leading-order $p_{T^{-}}$ distribution $C_{a b c}^{(1)}$ has been first computed in Ref. [227] and recomputed in Ref. [165]. Recall that in our notation, the subscript $(a b c)$ is shorthand notation for $a b \rightarrow c \mathrm{H}$. They can be written in the following generic form:

$$
\begin{align*}
& C_{a b c}^{(1)}(N, \xi p)=\frac{2 \alpha_{s} C_{A}}{\xi_{p} \pi} \sum_{m=0}^{4}(-1)^{m} f_{a b}^{(m)}\left(\xi_{p}\right) \frac{\Gamma(N+m)}{\Gamma(N+m+1 / 2)} \times  \tag{A.5}\\
& \Gamma\left(\frac{1}{2}\right){ }_{2} F_{1}\left(\frac{1}{2}, N+m, N+m+\frac{1}{2}, a^{2}\right)
\end{align*}
$$

where $a \equiv a\left(\xi_{p}\right)=\left(\sqrt{1+\xi_{p}}+\sqrt{\zeta_{p}}\right)^{-2}$ and the functions $f_{a b}^{(m)}$ fully depend on the dimensionless variable $\xi_{p}$. For the various partonic channels, they are defined as follow

- $(g g \rightarrow g \mathrm{H})$-channel:

$$
\begin{align*}
& f_{g g}^{(0)}\left(\xi_{p}\right)=1  \tag{A.6}\\
& f_{g g}^{(1)}\left(\xi_{p}\right)=2 a\left(\xi_{p}\right)\left(1+\xi_{p}\right)  \tag{A.7}\\
& f_{g g}^{(2)}\left(\xi_{p}\right)=a^{2}\left(\xi_{p}\right)\left(1+\xi_{p}\right)\left(3+\xi_{p}\right)  \tag{A.8}\\
& f_{g g}^{(3)}\left(\xi_{p}\right)=2 a^{3}\left(\xi_{p}\right)\left(1+\xi_{p}\right)  \tag{A.9}\\
& f_{g g}^{(4)}\left(\xi_{p}\right)=a^{4}\left(\xi_{p}\right) \tag{A.10}
\end{align*}
$$

- $(g q \rightarrow g \mathrm{H})$-channel:

$$
\begin{align*}
f_{g q}^{(0)}\left(\xi_{p}\right) & =1  \tag{A.11}\\
f_{g q}^{(1)}\left(\xi_{p}\right) & =a\left(\xi_{p}\right)\left(1+\xi_{p}\right)  \tag{A.12}\\
f_{g q}^{(2)}\left(\xi_{p}\right) & =3 a^{2}\left(\xi_{p}\right)\left(1+\xi_{p}\right)\left(3+\xi_{p}\right)  \tag{A.13}\\
f_{g q}^{(3)}\left(\xi_{p}\right) & =a^{3}\left(\xi_{p}\right)\left(1+\xi_{p}\right)  \tag{A.14}\\
f_{g q}^{(4)}\left(\xi_{p}\right) & =0 \tag{A.15}
\end{align*}
$$

- $(q q \rightarrow g \mathrm{H})$-channel:

$$
\begin{equation*}
f_{q q}^{(0)}\left(\xi_{p}\right)=1 \tag{A.16}
\end{equation*}
$$

$$
\begin{align*}
f_{q q}^{(1)}\left(\xi_{p}\right) & =2 a\left(\xi_{p}\right)\left(1+\xi_{p}\right)  \tag{A.17}\\
f_{q q}^{(2)}\left(\xi_{p}\right) & =a^{2}\left(\xi_{p}\right)\left(1+\xi_{p}\right)\left(3+\xi_{p}\right)  \tag{A.18}\\
f_{q q}^{(3)}\left(\xi_{p}\right) & =f_{g q}^{(4)}\left(\xi_{p}\right)=0 \tag{A.19}
\end{align*}
$$

The matching function $g_{a b}$ that collects the $N$-independent contributions has been first determined in Ref. [227] by comparing the expansion of the threshold resummed expression with the fixed-order calculations. That is, once the resummed expression and the fixed-order results are truncated at the same perturbative order, one removes all the $N$-dependent terms and collects the rest into the function $g_{a b}$. The expression of $g_{a b}$ has been later recomputed using the definition of kinematics introduced in Sec. (1.1.1). In momentum space, the matching function is perturbatively defined as

$$
\begin{equation*}
g_{a b}^{\mathrm{H}}=1+\sum_{n=1}^{\infty}\left(\frac{\alpha_{s}}{\pi}\right)^{n} g_{a b}^{(n), \mathrm{H}}, \tag{A.20}
\end{equation*}
$$

where we have made the dependence on the final system H explicit. At the logarithmic accuracy we are interested in, i.e. NNLL, only the first coefficient $g_{a b}^{(1), \mathrm{H}}$ is required. Their expression for the different channels are given by

$$
\begin{align*}
& g_{g g}^{(1), \mathrm{H}}\left(\xi_{p}\right)=\frac{67}{36} C_{\mathrm{A}}-\frac{5}{18} n_{f}+C_{\mathrm{A}} \zeta_{2}-\beta_{0} \ln \frac{\xi_{p}}{1+\xi_{p}}-\frac{1}{8} C_{\mathrm{A}} \ln ^{2} \frac{\xi_{p}}{1+\xi_{p}} \\
&+2 C_{\mathrm{A}} \operatorname{Li}_{2}\left(1-\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right)+C_{\mathrm{A}} \ln \left(1-\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \ln \frac{\xi_{p}}{1+\xi_{p}} \\
&-\frac{1}{2} C_{\mathrm{A}} \ln \left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \ln \frac{\xi_{p}}{1+\xi_{p}}+\frac{1}{2} C_{\mathrm{A}} \ln ^{2}\left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \\
&\left.+C_{\mathrm{A}} \operatorname{Li}_{2}\left(\frac{2 \sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}+\sqrt{\xi_{p}}}\right)-\left(C_{\mathrm{A}}-n_{f}\right) \frac{\sqrt{\xi_{p}} \sqrt{1+\xi_{p}}\left(1+\xi_{p}\right)}{6\left(1+8 \xi_{p}+9 \xi_{p}^{2}\right.}\right) \\
&+2 \beta_{0} \ln ^{2}\left(1+\frac{\sqrt{\xi p}}{\sqrt{1+\xi_{p}}}\right)+\left(C_{\mathrm{A}}-n_{f}\right) \frac{2 \xi_{p}+\xi_{p}^{2}}{6\left(1+8 \xi_{p}+9 \xi_{p}^{2}\right)}  \tag{A.21}\\
& g_{g q}^{(1), \mathrm{H}}\left(\xi_{p}\right)=-\frac{7}{4} C_{\mathrm{F}}+\frac{134}{36} C_{\mathrm{A}}-\frac{20}{36} n_{f}-8 C_{\mathrm{F}} \zeta_{2}+12 C_{\mathrm{A}} \zeta_{2}-4 \beta_{0} \ln \frac{\xi_{p}}{1+\xi_{p}} \\
&-\frac{1}{2} C_{\mathrm{A}} \ln { }^{2} \frac{\xi_{p}}{1+\xi_{p}}+4\left(C_{\mathrm{F}}+C_{\mathrm{A}}\right) \mathrm{Li}_{2}\left(2,1-\frac{\sqrt{\xi p}}{\sqrt{1+\xi_{p}}}\right)+\frac{3}{2} C_{\mathrm{F}} \ln \frac{\xi_{p}}{1+\xi_{p}} \\
&+ 2\left(C_{\mathrm{A}}-C_{\mathrm{F}}\right)\left(1+3 \xi_{p}+3 \sqrt{\xi_{p}} \sqrt{1+\xi_{p}}\right) \\
& 2 \sqrt{\xi \xi_{p}} \sqrt{1+\xi_{p}}+1+3 \beta_{0} \ln \left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \\
&-3 C_{\mathrm{F}} \ln \left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right)+2 C_{\mathrm{F}} \ln \left(1-\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \ln \frac{\xi_{p}}{1+\xi_{p}} \\
&+ 2 C_{\mathrm{A}} \ln \left(1-\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \ln \frac{\xi_{p}}{1+\xi_{p}}-2 C_{\mathrm{F}} \ln \left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \ln \frac{\xi_{p}}{1+\xi_{p}}
\end{align*}
$$

$$
\begin{align*}
&-2 C_{\mathrm{F}} \ln ^{2}\left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right)+4 C_{\mathrm{F}} \mathrm{Li}_{2}\left(\frac{2 \sqrt{\xi p}}{\sqrt{1+\xi_{p}}+\sqrt{\xi_{p}}}\right)  \tag{A.22}\\
& g_{q q}^{(1), \mathrm{H}}\left(\xi_{p}\right)=-\frac{9}{2} C_{\mathrm{F}}+\frac{79}{12} C_{\mathrm{A}}-\frac{5}{6} n_{f}+12 C_{\mathrm{F}} \zeta_{2}-10 C_{\mathrm{A}} \zeta_{2}-\frac{\left(C_{\mathrm{F}}-C_{\mathrm{A}}\right) \sqrt{1+\xi_{p}}}{\sqrt{\xi_{p}}} \\
&+4 C_{\mathrm{F}} \operatorname{Li}_{2}\left(1-\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right)-\frac{3}{4} C_{\mathrm{F}} \ln \frac{\xi_{p}}{1+\xi_{p}}-\beta_{0} \ln \frac{\xi_{p}}{1+\xi_{p}}+\frac{1}{4} C_{\mathrm{A}} \ln ^{2} \frac{\xi_{p}}{1+\xi_{p}} \\
&-\frac{1}{2} C_{\mathrm{F}} \ln ^{2} \frac{\xi_{p}}{1+\xi_{p}}+2 C_{\mathrm{F}} \ln \left(1-\frac{\sqrt{\xi p}}{\sqrt{1+\xi_{p}}}\right) \ln \frac{\xi_{p}}{1+\xi_{p}}+\frac{3}{2} C_{\mathrm{F}} \ln \left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \\
&+2 \beta_{0} \ln \left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right)+C_{\mathrm{A}} \ln ^{2}\left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \\
&-C_{\mathrm{A}} \ln \left(1+\frac{\sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}}\right) \ln \frac{\xi_{p}}{1+\xi_{p}}+2 C_{\mathrm{A}} \mathrm{Li}_{2}\left(\frac{2 \sqrt{\xi_{p}}}{\sqrt{1+\xi_{p}}+\sqrt{\xi_{p}}}\right) \tag{A.23}
\end{align*}
$$

## 2.A. 2 Vector boson production via DY mechanism

In this section, we describe the approach we took in order to implement the threshold resummed expressions for the production of a $Z$ boson via DY mechanism. The Born level cross section for such a process is given by:

$$
\begin{equation*}
\sigma_{Z, q \bar{q}}^{\text {Born }}=\frac{Q^{4}}{\pi m_{Z}} \frac{\Gamma_{Z} B(Z \rightarrow \ell \bar{\ell})}{\left(Q^{2}-m_{Z}^{2}\right)^{2}+m_{Z}^{2} \Gamma_{Z}^{2}} \tag{A.24}
\end{equation*}
$$

where $m_{Z}$ denotes the mass of the $Z$ boson, $\Gamma_{Z}=2.4952 \mathrm{GeV}$ represents the distribution width, finally $B(Z \rightarrow \ell \bar{\ell})$ represents the branching ratio and depends on the decay mode. For instance, $B\left(Z \rightarrow e^{+} e^{-}\right)=0.03363, B\left(Z \rightarrow \mu^{+} \mu^{-}\right)=0.03366$.

The expressions of the leading-order $p_{T}$ distributions can be extracted from [241]. These can be used to compute the analytical expression of the $C_{a b c}^{(1)}$-functions in Mellin space in the same way as for the Higgs boson case. However, these Mellin space expressions can also be computed numerically using the DYQT $[242,243]$ code using similar procedure as the one described in App.3.B. In the subsequent studies, we opted for the second approach.

## 2.B Process-dependent functions in SIpT

In this section, we write down explicitly the expression of the process-dependent coefficients that enter into the definition of the soft-improved transverse momentum resummation as given in Eq. (2.4.42) or Eq. (2.4.48). Specifically, the process-dependent terms are collected in the perturbative function $\overline{\mathcal{H}}_{a b \rightarrow c \bar{c}}^{\mathrm{F}}$ which depends on the hard function $\overline{\mathrm{H}}_{c}$ and the coefficient functions $C_{a b}$. Recall that the partonic functions $C_{a b}$ are process independent as a consequence of the universality of the QCD collinear radiation. Due to the charge invariance and the flavour symmetry of QCD, they satisfy the following relations

$$
\begin{equation*}
C_{q_{i} q_{j}}(z)=C_{\bar{q}_{i} \bar{q}_{j}}(z)=C_{q q} \delta_{i j}+C_{q q^{\prime}}\left(1-\delta_{i j}\right) \tag{B.1}
\end{equation*}
$$

$$
\begin{equation*}
C_{q_{i} \bar{q}_{j}}(z)=C_{\bar{q}_{i} q_{j}}(z)=C_{q \bar{q}} \delta_{i j}+C_{q \bar{q}^{\prime}}\left(1-\delta_{i j}\right) \tag{B.2}
\end{equation*}
$$

As pointed out in Sec. (2.2.2), the independent determination of the hard function $\mathrm{H}_{c}$ and the coefficient functions $C_{a b}$ requires the specification of a resummation scheme as the two functions are not separately computable in an unambiguous way. However, the resulting $\mathrm{H}_{c} \times \mathrm{C}_{a c} \times \mathrm{C}_{b \bar{c}}$ must be scheme independent. In the followings, the expression of the hard and coefficients will be presented in direct space $x$, their Mellin transform can be computed either analytically or numerically using various routines. In addition, it was stressed that the soft-improved transverse momentum resummation is expressed in terms of $\bar{H}_{c}$ instead of $\mathrm{H}_{c}$. In the following derivations, however, we will only present results in terms of $\mathrm{H}_{c}$ taking into account that the difference between the two expressions is only a dilogarithm function that depend on the impact parameter but vanishes in the large- $b$ limit.

As in the previous section, we are first going to present results for the Higgs boson production and then afterward present results for the DY case. But first, let us explicitly present the expressions of the coefficients of the cusp anomalous dimensions that appear in the (soft-improved) small- $p_{T}$ resummation. We emphasized in the previous descriptions that those coefficients are closely related to the ones appearing in the threshold resummation. In the context of transverse momentum resummation, they are related to coefficients appearing in App. 2.A as follows:
$B_{c, \star}^{(1)}=2 B_{c}^{(1)}, \quad A_{c, \star}^{(3)}=A_{c, \star}^{(3)}-\frac{C_{c}}{\pi^{3}}\left[C_{A}^{2}\left(\frac{77}{24} \zeta_{3}-\frac{1111}{324}\right)+n_{f} C_{A}\left(\frac{89}{81}-\frac{7}{12} \zeta_{3}\right)+\frac{11}{162} n_{f}^{2}\right]$
$B_{g, \pi}^{(2)}=B_{g}^{(2)}-\frac{1}{\pi^{2}}\left[C_{A}^{2}\left(\frac{5}{2} \zeta_{3}+\frac{11}{12} \zeta_{2}-\frac{419}{144}\right)-n_{f} C_{A}\left(\frac{\zeta_{2}}{6}-\frac{71}{108}\right)-\frac{n_{f}}{216}\left(27 C_{F}+10 n_{f}\right)\right]$
$B_{q, \star}^{(2)}=B_{q}^{(2)}-\frac{1}{\pi^{2}}\left[C_{F}^{2}\left(\frac{3}{2} \zeta_{3}-\frac{3}{4} \zeta_{2}+\frac{3}{32}\right)+C_{A} C_{F}\left(\frac{35}{16}-\frac{11}{12} \zeta_{2}-\frac{3}{2} \zeta_{3}\right)\right.$

$$
\begin{equation*}
\left.+n_{f} C_{A}\left(\frac{5}{2} \zeta_{3}+\frac{5}{288} \zeta_{2}-\frac{209}{6912}\right)+n_{f} C_{F}\left(\frac{229}{432}-\frac{\zeta_{2}}{3}\right)\right] \tag{B.3}
\end{equation*}
$$

The above expressions represent the relation between the coefficients appearing in the (soft-improved) small- $p_{T}$ resummation (indicated by the $\star$ subscript) and the the ones appearing in the threshold resummation as given in App. 2.A.

## 2.B. 1 Higgs production via gluon fusion in HEFT

In the heavy top quark mass limit, the leading order hard and coefficient functions satisfy the following relation [197,244]

$$
\begin{equation*}
\mathcal{H}_{a b \rightarrow g g}^{\mathrm{H},(1)}(x)=\delta_{g a} \delta_{g b} \delta(1-x) \mathrm{H}_{g}^{\mathrm{H}(1)}+\delta_{g a} C_{g b}^{(1)}(x)+\delta_{g b} \mathrm{C}_{g a}^{(1)}(x), \tag{B.4}
\end{equation*}
$$

where $\mathcal{H}_{a b \rightarrow g g}^{\mathrm{H},(1)}$ is the leading order perturbative coefficient of the $\mathcal{H}_{a b \rightarrow g g}^{\mathrm{H}}$ function (given in Eq. (2.4.61)) which in literature is often referred to as the hard-collinear coefficient function. The determination of the $\mathcal{H}_{a b \rightarrow g g}^{\mathrm{H},(n)}$ coefficient is unambiguous as it does not depend on the resummation scheme. For example, its leading order coefficient $g g$-contribution is given by

$$
\begin{equation*}
\mathcal{H}_{g g \rightarrow g g}^{\mathrm{H},(1)}(x) \equiv\left[\left(\frac{5+\pi^{2}}{2 \pi}\right) C_{A}-\frac{3}{2 \pi} C_{F}\right] \delta(1-x)=\delta(1-x) \mathrm{H}_{g}^{(1)}+2 C_{g g}^{(1)}(x) . \tag{B.5}
\end{equation*}
$$

We can for instance choose a resummation scheme where the hard function $\mathrm{H}_{g}^{(1)}$ vanishes in which case the coefficient function is equal to $\mathcal{H}_{g g \rightarrow g g}^{\mathrm{H},(1)}(x)$. Notice that the leading-order coefficient of the $g q$-channel is process-independent and is expressed as $C_{g q}^{(1)}(x)=x C_{F} / 2$. This suggests that with the knowledge of the hard-collinear function at $\mathcal{O}\left(\alpha_{s}^{n}\right)$, we can extract the expression of the coefficients $C_{a b}$ up to $\mathcal{O}\left(\alpha_{s}^{n}\right)$. Neglecting the spin correlations, the NLO hard-collinear coefficient function is expressed as

$$
\begin{align*}
\mathcal{H}_{a b \rightarrow g g}^{\mathrm{H},(2)}(x)= & \delta_{g a} \delta_{g b} \delta(1-z) \mathrm{H}_{g}^{\mathrm{H},(2)}+\delta_{g a} C_{g b}^{(2)}(z)  \tag{B.6}\\
& +\delta_{g b} C_{g a}^{(2)}(z)+\mathrm{H}_{g}^{\mathrm{H},(1)}\left(\delta_{g a} C_{g b}^{(1)}(z)+\delta_{g b} C_{g a}^{(1)}(z)\right) .
\end{align*}
$$

Knowing both Eq. (B.5) and Eq. (B.7) allows one to compute the NLO coefficient functions. The two coefficients for the $g g$ and $g q$-channels satisfy the following relations

$$
\begin{align*}
& C_{g q}^{(2)}(x)+\frac{1}{4} x \mathrm{H}_{g}^{\mathrm{H},(1)} C_{F}=\mathcal{H}_{g q \rightarrow g g}^{\mathrm{H},(2)}(x)+\frac{3}{8} x C_{F}^{2}+C_{F} C_{A} \frac{1}{x} \times  \tag{B.7}\\
& \quad\left\{(1+x) \ln x+2(1-x)-\frac{5+\pi^{2}}{8} x^{2}\right\}, \\
& 2 C_{g g}^{(2)}(x)+\delta(1-x)\left\{\mathrm{H}_{g}^{\mathrm{H},(2)}-\frac{3}{4}\left(\mathrm{H}_{g}^{\mathrm{H},(1)}\right)^{2}+\frac{\left(5+\pi^{2}\right) C_{A}-3 C_{F}}{4} \mathrm{H}_{g}^{\mathrm{H},(1)}\right\}=  \tag{B.8}\\
& \mathcal{H}_{g g \rightarrow g g}^{\mathrm{H}(2)}(x)-\delta(1-x)\left\{\frac{\left(5+\pi^{2}\right) C_{A}-3 C_{F}}{4}\right\}^{2}+C_{A}^{2}\left\{\left(\frac{1+x}{x}\right) \ln x+2\left(\frac{1-x}{2}\right)\right\},
\end{align*}
$$

where the hard-collinear coefficient functions are expressed as [197]

$$
\begin{align*}
& \mathcal{H}_{q q \rightarrow g g}^{\mathrm{H},(2)}(x)=-C_{F}^{2}\left\{\frac{2(1-x)}{x}+\frac{(2+x)^{2}}{4 x} \ln x\right\}  \tag{B.9}\\
& \begin{aligned}
& \mathcal{H}_{g q \rightarrow g g}^{\mathrm{H},(2)}(x)=\frac{C_{F}^{2}}{\pi^{2}}\left\{\frac{1}{48}(2-x) \ln ^{3} x-\frac{1}{32}(3 x+4) \ln ^{2} x+\frac{5}{16}(x-3) \ln x+\frac{5}{8}-\frac{13}{16} x\right. \\
& \quad+\frac{1}{12}\left(\frac{1}{x}+\frac{x}{2}-1\right) \ln ^{3}(1-x)+\frac{1}{16}\left(x+\frac{6}{x}-6\right) \ln ^{2}(1-x)+\left(\frac{5 x}{2}+\frac{8}{x}-8\right) \\
&\left.\quad \times \frac{1}{4} \ln (1-x)\right\}+n_{f} \frac{C_{F}}{\pi^{2}}\left\{\frac{1}{24 x}\left(1+(1-x)^{2}\right) \ln ^{2}(1-x)+\frac{1}{18}\left(x+\frac{5}{x}-5\right)\right. \\
&\left.\quad \times \ln (1-x)-\frac{14}{27}+\frac{14}{27 x}+\frac{13}{108} x\right\}+\frac{C_{F} C_{A}}{\pi^{2}}\left\{-\frac{\left(1+(1+x)^{2}\right)}{2 x} \mathrm{Li}_{3}\left(\frac{1}{1+x}\right)\right. \\
& \quad+\left(\frac{1}{2}-\frac{5}{2 x}-\frac{5}{4} x\right) \operatorname{Li}_{3}(x)-\frac{3}{4 x}\left(1+(1+x)^{2}\right) \operatorname{Li}_{3}(-x)+\left(\frac{1}{12 x}+\frac{(1+x)^{2}}{12 x}\right) \\
& \quad \times \ln ^{3}(1+x)+\left(2-\frac{11}{6 x}-\frac{x}{2}+\frac{x^{2}}{3}+\left(-\frac{1}{2}+\frac{3}{2 x}+\frac{3 x}{4}\right) \ln x\right) \operatorname{Li}_{2}(x)+\operatorname{Li}_{2}(-x) \\
& \quad \times\left(\frac{x}{4}+\frac{\left(1+(1+x)^{2}\right)}{4 x} \ln (x)\right)-\left(\frac{1}{24 x}+\frac{(1+x)^{2}}{24 x}\left(\frac{\ln { }^{2}}{3} x+\zeta_{2}\right)-x^{2} \ln x\right) \\
& \quad \times \ln (1+x)-\frac{\left.\left(1+(1-x)^{2}\right)\right)}{24 x} \ln ^{3}(1-x)+\frac{6}{48 x}\left(\left(1+(1-x)^{2}\right) \ln x-\frac{5}{6} x^{2}\right)
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
& \times \ln ^{2}(1-x)-\frac{22}{48 x}(1-x) \ln ^{2}(1-x)+\frac{1}{72 x}\left(-152+152 x-43 x^{2}-132\right) \\
& +\frac{6}{72 x}\left(\left(24 x-9 x^{2}+4 x^{3}\right) \ln x\right) \ln (1-x)+\frac{9 \ln ^{2} x}{72 x}\left(1+(1-x)^{2}\right) \ln (1-x) \\
& -\frac{1}{12}\left(1+\frac{x}{2}\right) \ln ^{3} x+\frac{1}{48}\left(36+9 x+8 x^{2}\right) \ln ^{2} x+\frac{1007}{108}-\frac{5}{2} \zeta_{3}-\frac{\pi^{2}}{3} \ln x \\
& \times\left(-\frac{107}{24}-\frac{1}{x}+\frac{x}{12}-\frac{11}{9} x^{2}\right)+\frac{1}{x}\left(4 \zeta_{3}-\frac{503}{54}+\frac{11}{36} \pi^{2}\right)+x^{2}\left(\frac{38}{27}-\frac{\pi^{2}}{18}\right) \\
& \left.+x\left(\frac{\pi^{2}}{3}+2 \tau_{3}-\frac{133}{108}\right)\right\}, \\
& \mathcal{H}_{g g \rightarrow g g}^{\mathrm{H},(2)}(x)=\left(\left(-\frac{101}{27}+\frac{7}{2} \zeta_{3}\right) C_{A}^{2}+\frac{14}{27} C_{A} n_{f}\right)\left(\frac{1}{1-x}\right)_{+}-\delta(1-x)\left(\frac{145}{24}+\frac{3}{4} \pi^{2}\right)  \tag{}\\
& \times C_{A} C_{F}+\delta(1-x)\left(C_{A}^{2}\left(\frac{3187}{288}+\frac{157}{72} \pi^{2}+\frac{13}{144} \pi^{4}-\frac{55}{18} \zeta_{3}\right)+\frac{9}{4} C_{F}^{2}-\frac{5}{96} C_{A}\right. \\
& \left.-\frac{1}{12} C_{F}-C_{A} n_{f}\left(\frac{287}{144}+\frac{5}{36} \pi^{2}+\frac{4}{9} \zeta_{3}\right)+C_{F} n_{f}\left(-\frac{41}{24}+\frac{1}{2} L_{t}+\zeta_{3}\right)\right)+2 C_{A}^{2} \\
& \times\left(\frac{\left(1+x+x^{2}\right)^{2}}{x(1+x)}\left(\operatorname{Li}_{3}\left(\frac{x}{1+x}\right)-\operatorname{Li}_{3}(-x)\right)+\frac{2-17 x-22 x^{2}-10 x^{3}-12 x^{4}}{2 x(1+x)}\right. \\
& \times \zeta_{3}-\frac{5-x+5 x^{2}+x^{3}-5 x^{4}+x^{5}}{x(1-x)(1+x)}\left(\mathrm{Li}_{3}(x)-\zeta_{3}\right)+\mathrm{Li}_{2}(x) \frac{\ln (x)}{1-x} \frac{3-x+3 x^{2}}{x(1+x)} \\
& +\frac{\left(1+x+x^{2}\right)^{2}}{x(1+x)}\left(\ln (x) \operatorname{Li}_{2}(-x)-\frac{1}{3} \ln ^{3}(1+x)+\zeta_{2} \ln (1+x)\right)+\mathrm{Li}_{2}(x) \frac{\ln (x)}{1-x} \\
& \times \frac{x^{3}-3 x^{4}+x^{5}}{x(1+x)}+\frac{1-x}{3 x}\left(11-x+11 x^{2}\right) \mathrm{Li}_{2}(1-x)+\frac{1}{12} x \ln (1-x)-\frac{1}{6} \frac{\ln ^{3}(x)}{1-x} \\
& +\ln ^{2}(x)\left(\frac{\left(1-x+x^{2}\right)^{2}}{2 x(1-x)} \ln (1-x)-\frac{\left(1+x+x^{2}\right)^{2}}{2 x(1+x)} \ln (1+x)+\frac{25-11 x+44 x^{2}}{24}\right) \\
& -\mathrm{Li}_{2}(x) \frac{\ln (x)}{1-x} \frac{\left(2+2 x-x^{2}\right)^{2}}{1+x}+\ln (x)\left(\frac{\left(1+x+x^{2}\right)^{2}}{x(1+x)} \ln ^{2}(1+x)+\frac{\left(1-x+x^{2}\right)^{2}}{2 x(1-x)}\right. \\
& \left.\left.\times \ln ^{2}(1-x)-\frac{72+773 x+149 x^{2}+536 x^{3}}{72 x}\right)+\frac{517}{27}-\frac{449}{27 x}-\frac{380 x}{27}+\frac{835 x^{2}}{54}\right)+ \\
& n_{f} C_{F}\left(\frac{1+x}{12} \ln ^{3}(x)+\frac{1}{8}(3+x) \ln ^{2}(x)+\frac{3}{2}(1+x) \ln (x)-\frac{1-x}{6 x}\left(1-23 x+x^{2}\right)\right)
\end{align*}
$$

functions are determined simultaneously. At leading-order, the two perturbative functions $\mathrm{H}_{c}$ and $C_{a b}$ fulfill the following relations

$$
\begin{equation*}
\mathcal{H}_{a b \rightarrow q \bar{q}}^{\mathrm{DY},(1)}(x)=\delta_{q a} \delta_{\bar{q} b} \delta(1-x) \mathrm{H}_{q}^{\mathrm{DY},(1)}+\delta_{q a} C_{\bar{q} b}^{(1)}(x)+\delta_{\bar{q} b} C_{q a}^{(1)}(x) \tag{B.12}
\end{equation*}
$$

from which one can derive the subsequent definitions [201]

$$
\begin{equation*}
C_{g q}^{(1)}(x)=\frac{1}{2} x C_{F}, \quad C_{q q}^{(1)}(x)=\frac{1}{x} C_{F}(1-x), \quad C_{q g}^{(1)}(x)=\frac{1}{2} x(1-x), \tag{B.13}
\end{equation*}
$$

where the remaining coefficient functions, i.e. $q \bar{q}, q q^{\prime}$ and $q \bar{q}^{\prime}$ vanish. It is worth emphasizing that the expression of the $g q$-coefficient is exactly the same as for the case of Higgs. Using the definition of $\mathcal{H}_{a b \rightarrow q \bar{q}}^{\mathrm{DY}(1)}$ found in Ref. [201], it follows directly that the hard function $\mathrm{H}_{q}^{\mathrm{DY},(1)}$ can be expressed in the following form

$$
\begin{equation*}
\mathrm{H}_{q}^{\mathrm{DY},(1)}=C_{F}\left(\frac{\pi}{4}-4\right) \tag{B.14}
\end{equation*}
$$

Proceeding exactly as before, the coefficient functions can be computed from the hardcollinear functions. From the perturbative expansion of $\tilde{\mathcal{H}}{ }_{a b \rightarrow q \bar{q}}^{\mathrm{DY}}$ it was shown that the second-order contribution satisfy the following relations

$$
\begin{align*}
& \mathcal{H}_{a b \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x)=\delta_{q a} \delta_{\bar{q} b} \delta(1-x) \mathrm{H}_{q}^{\mathrm{DY},(2)}+\delta_{q a} C_{\bar{q} b}^{(2)}(x)+\delta_{\bar{q} b} C_{q a}^{(2)}(x)  \tag{B.15}\\
&+\mathrm{H}_{q}^{\mathrm{DY},(1)}\left(\delta_{q a} C_{\bar{q} b}^{(1)}(x)+\delta_{\bar{q} b} C_{q a}^{(1)}(x)\right)+\left(C_{q a}^{(1)} \otimes C_{\bar{q} b}^{(1)}\right)(x)
\end{align*}
$$

where the symbol $\otimes$ is used to denote a convolution that defines the integral

$$
\begin{equation*}
\left(C_{q a}^{(1)} \otimes C_{\bar{q} b}^{(1)}\right)(x) \equiv \int_{0}^{1} d x_{1} \int_{0}^{1} d x_{2} \delta\left(x-x_{1} x_{2}\right) C_{q a}^{(1)}\left(x_{1}\right) C_{\bar{q} b}^{(1)}\left(x_{2}\right) \tag{B.16}
\end{equation*}
$$

One can then recast the expression of the second-order contributions of the hard and coefficient functions. They can be collected from Ref. [201] and are given by

$$
\begin{align*}
& C_{q g}^{(2)}(x)+\frac{1}{4} \mathrm{H}_{q}^{\mathrm{DY},(1)} x(1-x)= \mathcal{H}_{q g \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x)-\frac{C_{F}}{4} \times  \tag{B.17}\\
& {\left[x \ln (x)+\frac{1}{2}\left(1-x^{2}\right)+\left(\frac{\pi^{2}}{2}-4\right) x(1-x)\right], } \\
& 2 C_{q q}^{(2)}(x)+\delta(1-x)\left[\mathrm{H}_{q}^{\mathrm{DY},(2)}-\frac{3}{4}\left(\mathrm{H}_{q}^{\mathrm{DY},(1)}\right)^{2}+\frac{C_{F}}{4}\left(\pi^{2}-8\right) \mathrm{H}_{q}^{\mathrm{DY},(1)}\right]+\frac{1}{2} C_{F} \times  \tag{B.18}\\
& \mathrm{H}_{q}^{\mathrm{DY},(1)}(1-z)=\mathcal{H}_{q \bar{q} \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x)-\frac{C_{F}^{2}}{4}\left[\delta(1-x) \frac{\left(\pi^{2}-8\right)^{2}}{4}+\left(\pi^{2}-10\right)(1-x)-(1+x) \ln z\right]
\end{align*}
$$

Notice that the terms on the right-hand side of the above equations are resummationscheme independent. The flavour-off diagonal quark-antiquark channels are given by the following expressions

$$
\begin{equation*}
C_{q \bar{q}}^{(2)}(x)=\mathcal{H}_{q q \rightarrow q \bar{q}}^{\mathrm{DY}(2)}(x), \quad C_{q q^{\prime}}^{(2)}(x)=\mathcal{H}_{q \bar{q}^{\prime} \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x), \quad C_{q \overline{q^{\prime}}}^{(2)}(x)=\mathcal{H}_{q q^{\prime} \rightarrow q \bar{q}}^{\mathrm{DY}}(x) \tag{B.19}
\end{equation*}
$$

where the next-to-leading order hard function is given by

$$
\begin{align*}
& \mathrm{H}_{q}^{(2)}=C_{F} C_{A}\left(\frac{59 \zeta_{3}}{18}-\frac{1535}{192}+\frac{215 \pi^{2}}{216}-\frac{\pi^{4}}{240}\right)  \tag{B.20}\\
& \quad+\frac{1}{864} C_{F} n_{f}\left(192 \zeta_{3}+1143-152 \pi^{2}\right) \frac{1}{4} C_{F}^{2}\left(-15 \zeta_{3}+\frac{511}{16}-\frac{67 \pi^{2}}{12}+\frac{17 \pi^{4}}{45}\right) .
\end{align*}
$$

For the case of a vector boson production via DY mechanism, the hard-collinear coefficients of the quark-antiquark initiated processes at NLO is given by five different initial states coming from the partonic channels $q q, q q^{\prime}, q \bar{q}, q g$ and $q \bar{q}^{\prime}$. They are defined in Refs. $[184,201]$ and reproduced here for convenience

$$
\begin{align*}
& \mathcal{H}_{g g \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x)=-\frac{x}{2}\left(1-x+\frac{1}{2}(1+x) \ln (x)\right) \\
& \mathcal{H}_{q \bar{q} \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x)=C_{A} C_{F}\left\{\left(\frac{7 \zeta_{3}}{2}-\frac{101}{27}\right)\left(\frac{1}{1-x}\right)_{+}+\left(\frac{59 \zeta_{3}}{18}-\frac{1535}{192}+\frac{215 \pi^{2}}{216}-\frac{\pi^{4}}{240}\right) \tilde{\delta}_{x}\right. \\
& +\frac{1+x^{2}}{1-x}\left(\operatorname{Li}_{3}(x)-\frac{\mathrm{Li}_{3}(1-x)}{2}-\frac{\mathrm{Li}_{2}(x) \ln (x)}{2}-\frac{\mathrm{Li}_{2}(x)}{2} \ln (1-x)-\frac{\ln (x)}{2} \ln ^{2}(1-x)\right. \\
& \left.-\frac{1}{24} \ln ^{3}(x)+\frac{\pi^{2}}{12} \ln (1-x)-\frac{\pi^{2}}{8}\right)+\frac{1}{1-x}\left(\frac{\left(3 x^{2}-11\right)}{4} \zeta_{3}-\left(\frac{12 z-x^{2}+11}{48}\right) \ln ^{2}(x)\right. \\
& \left.-\left(\frac{83 x^{2}-36 x+29}{36}\right) \ln (x)+\frac{\pi^{2} x}{4}\right)+(1-x)\left(\frac{\mathrm{Li}_{2}(x)}{2}+\ln (1-x) \frac{\ln (x)}{2}\right)+\frac{100}{27}+\frac{x}{27} \\
& \left.+\frac{x}{4} \ln (1-x)\right\}+C_{F} n_{f}\left\{\frac{14}{27}\left(\frac{1}{1-x}\right)+\left(\frac{192 \zeta_{3}+1143-152 \pi^{2}}{864}\right) \delta(1-x)-\frac{19 x+37}{108}\right. \\
& \left.+\frac{\left(1+x^{2}\right)}{72(1-x)} \ln (x)(3 \ln (x)+10)\right\}+C_{F}^{2}\left[\frac{1}{4}\left(-15 \zeta_{3}+\frac{511}{16}-\frac{67 \pi^{2}}{12}+\frac{17 \pi^{4}}{45}\right) \delta(1-x)\right. \\
& +\frac{1+x^{2}}{1-x}\left(\frac{\mathrm{Li}_{3}(1-x)}{2}-\frac{5 \mathrm{Li}_{3}(x)}{2}+\frac{\mathrm{Li}_{2}(x)}{2} \ln (1-x)+\frac{3 \mathrm{Li}_{2}(x) \ln (x)}{2}+\frac{\ln (x)}{4} \ln ^{2}(1-x)\right. \\
& \left.+\frac{\ln ^{2}(x)}{4} \ln (1-x)-\frac{\pi^{2}}{12} \ln (1-x)+\frac{5 \zeta_{3}}{2}\right)+\left(-\mathrm{Li}_{2}(x)-\frac{\ln (x)}{2} \ln (1-x)+\frac{2 \pi^{2}}{3}-\frac{29}{4}\right) \\
& \\
& \times(1-x)+\frac{\ln ^{3}(x)}{24}(1+x)+\frac{1}{1-x}\left(\left(-2 x^{2}+2 x+3\right) \frac{\ln ^{2}(x)}{8}+\left(17 x^{2}-13 x+4\right) \frac{\ln (x)}{4}\right) \\
& \left.-\frac{x}{4} \ln (1-x)\right]+C_{F}\left\{\frac{(1-x)}{x}\left(2 x^{2}-x+2\right)\left(\frac{\operatorname{Li}_{2}(x)}{6}+\frac{\ln (x)}{6} \ln (1-x)-\frac{\pi^{2}}{36}\right)+\frac{(1-x)}{216 x}\right.  \tag{B.22}\\
& \\
& \left.\left(136 x^{2}-143 x+172\right)-\frac{\left(8 x^{2}+3 x+3\right)}{48} \ln ^{2}(x)+\frac{\left(32 x^{2}-30 z+21\right)}{36} \ln (x)+\frac{(1+x)}{24} \ln ^{3}(x)\right\}
\end{align*}
$$

$\mathcal{H}_{q q \rightarrow q \bar{q}}^{\mathrm{DY}(2)}(x)=C_{F}\left(C_{F}-\frac{C_{A}}{2}\right)\left\{\frac{1+x^{2}}{1+x}\left(\frac{3 \mathrm{Li}_{3}(-x)}{2}+\mathrm{Li}_{3}(x)+\mathrm{Li}_{3}\left(\frac{1}{1+x}\right)-\frac{\mathrm{Li}_{2}(x) \ln (x)}{2}\right.\right.$
$\left.-\frac{\mathrm{Li}_{2}(-x) \ln (x)}{2}-\frac{1}{24} \ln ^{3}(x)-\frac{1}{6} \ln ^{3}(1+x)+\frac{1}{4} \ln (1+x) \ln ^{2}(x)+\frac{\pi^{2}}{12} \ln (1+x)-\frac{3 \zeta_{3}}{4}\right)$

$$
\begin{align*}
& +(1-x)\left(\frac{\mathrm{Li}_{2}(x)}{2}+\frac{1}{2} \ln (1-x) \ln (x)+\frac{15}{8}\right)-\frac{1}{2}(1+x)\left(\operatorname{Li}_{2}(-x)+\ln (x) \ln (1+x)\right)+ \\
& \left.+\frac{\pi^{2}}{24}(x-3)+\frac{1}{8}(11 x+3) \ln (x)\right\}+C_{F}\left\{\left(2 x^{2}-x+2\right)\left(\operatorname{Li}_{2}(x)+\ln (1-x) \ln (x)-\frac{\pi^{2}}{6}\right)\right. \\
& \times \frac{1}{12 x}(1-x)+\frac{1}{432 x}(1-x)\left(136 x^{2}-143 x+172\right)-\frac{1}{96}\left(8 x^{2}+3 x+3\right) \ln ^{2}(x)+\frac{\ln ^{3}(x)}{48} \\
& \left.\times(1+x)+\frac{1}{72}\left(32 x^{2}-30 x+21\right) \ln (x)\right\} \\
& \mathcal{H}_{q \bar{q}^{\prime} \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x)=C_{F}\left\{\frac{(1-x)}{12 x}\left(2 x^{2}-x+2\right)\left(\operatorname{Li}_{2}(x)+\ln (1-x) \ln (x)-\frac{\pi^{2}}{6}\right)+\frac{(1-x)}{432 x}\right. \\
& \left.\times\left(136 x^{2}-143 x+172\right)+\frac{(1+x)}{48 \ln ^{-3}(x)}-\frac{\left(8 x^{2}+3 x+3\right)}{96 \ln ^{-2}(x)}+\frac{\left(32 x^{2}-30 x+21\right)}{72 \ln ^{-1}(x)}\right\} \\
& \mathcal{H}_{q g \rightarrow q \bar{q}}^{\mathrm{DY},(2)}(x)=C_{A}\left\{-\frac{(1-x)}{12 x}\left(11 x^{2}-x+2\right) \operatorname{Li}_{2}(1-x)-\left(\frac{44 x^{2}-12 x+3}{96}\right) \ln ^{2}(x)\right. \\
& +\left(2 x^{2}-2 x+1\right)\left(\frac{\operatorname{Li}_{3}(1-x)}{8}-\frac{1}{8} \operatorname{Li}_{2}(1-x) \ln (1-x)+\frac{1}{48} \ln ^{3}(1-x)\right)+\frac{43}{108 x} \\
& +\left(\frac{2 x^{2}+2 x+1}{4}\right)\left(\frac{3 \operatorname{Li}_{3}(-x)}{4}+\mathrm{Li}_{3}\left(\frac{1}{1+x}\right)-\frac{\mathrm{Li}_{2}(-x) \ln (x)}{2}-\frac{1}{6} \ln ^{3}(1+x)+\frac{\pi^{2}}{12}\right. \\
& \left.\times \ln (1+x)+\frac{1}{4} \ln ^{2}(x) \ln (1+x)\right)+\frac{1}{4} x(1+x) \operatorname{Li}_{2}(-x)+x \mathrm{Li}_{3}(x)-\frac{x \ln (x)}{2} \operatorname{Li}_{2}(1-x) \\
& -x \mathrm{Li}_{2}(x) \ln (x)-\frac{3}{8}\left(2 x^{2}+1\right) \zeta_{3}-\frac{149 x^{2}}{216}+\frac{1}{72}\left(68 x^{2}+6 \pi^{2} x-30 x+21\right) \ln (x) \\
& +\frac{\pi^{2} x}{24}+\frac{43 x}{48}+\frac{1}{48}(2 x+1) \ln 3(x)-\frac{1}{2} x \ln (1-x) \ln ^{2}(x)-\frac{1}{8}(1-x) x \ln ^{2}(1-x) \\
& \left.+\frac{1}{4} x(1+x) \ln (1+x) \ln (x)+\frac{1}{16}(3-4 x) x \ln (1-x)-\frac{35}{48}\right\}+C_{F}\left\{\left(2 x^{2}-2 x+1\right)\right. \\
& \times\left(\zeta_{3}-\frac{\mathrm{Li}_{3}(1-x)}{8}-\frac{\mathrm{Li}_{3}(x)}{8}+\frac{1}{8} \mathrm{Li}_{2}(1-x) \ln (1-x)+\frac{\mathrm{Li}_{2}(x) \ln (x)}{8}-\frac{1}{48} \ln ^{3}(1-x)\right. \\
& \left.+\frac{1}{16} \ln (x) \ln ^{2}(1-x)+\frac{1}{16} \ln ^{2}(x) \ln (1-x)\right)-\frac{3 x^{2}}{8}-\frac{1}{96}\left(4 x^{2}-2 x+1\right) \ln ^{3}(x)+\frac{1}{64} \\
& \times\left(-8 x^{2}+12 x+1\right) \ln ^{2}(x)+\frac{1}{32}\left(-8 x^{2}+23 x+8\right) \ln (x)+\frac{5}{24} \pi^{2}(1-x) x+\frac{11 x}{32}+\frac{1}{8} \\
& \left.\times(1-x) x \ln ^{2}(1-x)-\frac{1}{4}(1-x) x \ln (1-x) \ln (x)-\frac{1}{16}(3-4 x) x \ln (1-x)-\frac{9}{32}\right\} \tag{B.25}
\end{align*}
$$

Notice that for different quark flavours, $\tilde{\mathcal{H}}_{q q^{\prime} \rightarrow q \bar{q}}^{\mathrm{DY}(2)}=\tilde{\mathcal{H}}_{q \bar{q}^{\prime} \rightarrow q \bar{q}}^{\mathrm{DY},(2)}$. The above expressions therefore complete our definition of the soft-improved transverse momentum resummation for the case of a Vector boson production via DY mechanism. As an important remark, in addition to performing the Mellin transforms of the above expressions, the change of $\mathrm{H}_{q}$ into $\overline{\mathrm{H}}_{q}$ (or equivalently $\mathcal{H}_{a b \rightarrow q \bar{q}}^{\mathrm{DY}}$ into $\overline{\mathcal{H}}_{a b \rightarrow q \bar{q}}^{\mathrm{DY}}$ ) is required.

## $\square$

## IMPROVED PREDICTIONS FOR TRANSVERSE MOMENTUM DISTRIBUTIONS

The previous chapter introduced a modified transverse momentum resummation-that we referred to as soft-improved transverse momentum resummation-in which a subclass of soft logarithms are taken into account. One of the main features of such an improved resummation is the fact that it reproduces the threshold resummation of the total cross section upon integration over the transverse momentum. In the following chapter, we perform phenomenological studies in order to estimate the effects of such a resummation on transverse momentum distributions. In order for this to be achieved, we have to deal with issues that arise from the particular construction of the improved resummation. In the standard approach [140,166,168,195,196,200,208,227,245-250] (refer also to Sec. (2.2) for a brief review) where resummed expressions are formulated in Fourier-Mellin space, the problem related the Landau pole prevents the existence of an inverse Mellin. The situation, however, is more complicated in the case of soft-improved transverse momentum resummation due to the presence of new singularities that arise in the interplay between the Mellin moment $N$ and the impact parameter $b$ in the argument of the logarithms. In order to address this issue, we adopt the Borel method that was recently studied in Refs. [232,233] in the context of threshold resummation for DY cross sections. As shall be demonstrated in the sequel, this approach leads to a well-behaved resummed series that can be implemented numerically.

As alluded in the previous chapter, the improved transverse momentum resummation formalism does not include all the relevant soft logarithms as it does not account, for instance, soft gluons that are emitted at large angles. Such contributions can be manually added to the improved resummation by providing to it the pure threshold resummed expression using a profile matching function. This ensures that the combined expression reduces to the threshold resummation in the soft limit for fixed $p_{T}$ up to power corrections in $(1-x)$ (or respectively $1 / N$ in Mellin space).

The chapter is organized as follows. First, we describe how the inverse Mellin transform is performed in the context of threshold resummation where a Fourier back transform is not required. We then introduce the Borel method as a prescription to perform the inverse Fourier-Mellin in the case of soft-improved transverse momentum resummation. As a sanity check, we show, using a numerical approach, that the improved resummation indeed reduces to the standard transverse momentum resummation in the limit $\hat{b} \rightarrow \infty$. After investigating the soft-behaviour of the new resummation in the small- $p_{T}$ limit, we finally move to the phenomenological studies in which two processes-namely Higgs and DY-are considered. The effects of the soft-improved and combined resummations are separately assessed both at the level of the pure resummed results and matched to
fixed-order predictions. We close the chapter by presenting results in which the NNLO transverse momentum distribution of the Higgs boson is approximated using threshold and high energy resummations.

### 3.1 From Fourier-Mellin to direct space

We have seen in the previous chapter that resummed formulae are computed in Fourier and/or Mellin space. Therefore, in order to get physical cross section, one needs to compute the inverse Fourier-Mellin transform of the ( $N-\hat{b}$ ) space expressions. Because the resummation of transverse momentum observables corresponds to the asymptotic sum of a divergent series of $p_{T}$-space contributions, the Fourier-Mellin integral contains spurious singularities. While there are vast literatures that describe how to perform the inverse Fourier-Mellin inverse transform for the case of standard transverse momentum resummation, the situation is a bit a more peculiar for the soft-improved transverse momentum resummation. Indeed, the improved resummation contains additional singularities due to the fact that the Mellin moment $N$ and the impact parameter $b$ are jointly resummed through a single variable $\chi$.

In this section, we examine the origin of these divergencies and present prescriptions to treat them. In particular, we introduce the Minimal Prescription for the computation of the inverse Mellin transform and discuss various methods to deal with the Mellin space computation of the parton densities. Finally, we present the Borel summation as a prescription to deal with the computation of the inverse Fourier transform.

### 3.1.1 Minimal prescription

For the sake of discussing the computation of the Mellin integral, let us first assume that the resummed expression is given in $\xi_{p}$-space and ignore about the Fourier space. The resummed hadronic cross section in physical space can be written as

$$
\begin{equation*}
\frac{d \sigma^{\mathrm{res}}}{d \xi_{p}}\left(\tau, \xi_{p}, \alpha_{s}\right)=\sum_{a, b} \int_{N_{0}-i \infty}^{N_{0}+i \infty} \frac{d N}{2 \pi i} \tau^{-N} f_{a}(N+1) f_{b}(N+1) \frac{d \hat{\sigma}_{a b}^{\mathrm{res}}}{d \xi_{p}}\left(N, \alpha_{s}\right) \tag{3.1.1}
\end{equation*}
$$

where for brevity we have omitted all the scale dependence. As briefly introduced before, the appearance of a branch a branch cut at $\mathfrak{R e}(N)>\exp \left(1 / 2 \bar{\alpha}_{S}-\gamma_{E}\right)$ prevents the existence of a parameter $N_{0}$ that is larger than the real part of the rightmost singularity of the integrand therefore spoiling the convergence.

The Mellin prescription provides a way of tacking this issue of convergence analytically by simply modifying the path of integration,

$$
\begin{equation*}
\frac{d \sigma^{\mathrm{res}}}{d \xi_{p}}\left(\tau, \xi_{p}, \alpha_{s}\right)=\sum_{a, b} \int_{\mathrm{MP}} \frac{d N}{2 \pi i} \tau^{-N} f_{a}(N+1) f_{b}(N+1) \frac{d \hat{\sigma}_{a b}^{\mathrm{res}}}{d \xi_{p}}\left(N, \alpha_{s}\right) \tag{3.1.2}
\end{equation*}
$$

where the subscript MP denotes the contour modification. It has to be chosen such that the parameter $N_{0}$ seats to the left of the branch cut but to right of all the singularities. As shown in Fig. 6, a path that guarantees convergence consists in choosing a line that is rotated counter-clockwise in the upper plane $\mathfrak{I m}(N)>0$ and clockwise in the lower plane $\mathfrak{I m}(N)<0$. This ensures that the integral in Eq. (3.1.2) is finite.


Figure 6 A possible path in complex Mellin space that can be chosen to evaluate the inverse Mellin transform. The branch cut related to the Landau pole is plotted in orange while the path of the Minimal prescription is plotted in blue. $N_{0}$ is the parameter of the integration. The path comes at some angle $\phi$ from negative complex infinity, crosses the real axis at $N_{0}$, and goes to positive complex infinity at a symmetric angle.

Given such a choice of a contour, the integral given in Eq. (3.1.2) can be written as

$$
\begin{align*}
\int_{N_{0}-i \infty}^{N_{0}+i \infty} \frac{d N}{2 \pi i} \tau^{-N} \frac{d \sigma^{\mathrm{css}}}{d \xi_{p}}\left(N, \xi_{p}\right) & =\mathfrak{I m}\left[\int_{N_{0}}^{N_{0}+i \infty} d N \tau^{-N} \frac{d \sigma^{\mathrm{css}}}{d \xi_{p}}\left(N, \xi_{p}\right)\right]  \tag{3.1.3}\\
& =\Im \mathfrak{I m}\left[(i+r) \int_{0}^{1} \frac{d u}{u} \tau^{-N(u)} \frac{d \sigma^{\mathrm{css}}}{d \xi_{p}}\left(N(u), \xi_{p}\right)\right] . \tag{3.1.4}
\end{align*}
$$

In the first line, we split the contour integral into two pieces, the first above the real axis and the second below. However, since $d \sigma / d \xi_{p}\left(\tau^{\star}\right)=\left(d \sigma / d \xi_{p}(\tau)\right)^{\star}$, the second piece turns out to be the negative of the complex conjugate of the first and hence can be combined to the former. In order to take into account the MP-contour, in the second line, we used the substitution $N(u)=N_{0}+(r+i) \ln u$ with $r>0$ being an arbitrary real and positive parameter which controls the slope of the path that enhances the numerical convergence. This parameter must be positive, so that for large imaginary values of $N$ (i.e. small values of $u$ ), the prefactor $\exp (N(u)) \ln (1 / \tau)$ converges to zero requiring that the real part of $N(u)$ to be negative for $u \rightarrow 0$ (i.e. $N_{0}-r \ln (1 / u)<0$ ). Notice that the following is also an equivalent transformation

$$
\begin{equation*}
\int_{N_{0}-i \infty}^{N_{0}+i \infty} \frac{d N}{2 \pi i} \tau^{-N} \frac{d \sigma^{\mathrm{css}}}{d \xi_{p}}\left(N, \xi_{p}\right)=\mathfrak{I m}\left[(r-i) \int_{0}^{1} \frac{d u}{u} \tau^{-N(u)} \frac{d \sigma^{\mathrm{css}}}{d \xi_{p}}\left(N(u), \xi_{p}\right)\right], \tag{3.1.5}
\end{equation*}
$$

where in this case $8 N(u)=N_{0}+(r-i) \ln u$. We highlight that, recently, prescription based on Borel summation of the divergent series of the order-by-order inverse Mellin transform has been proposed in Refs. [232-234]. As a matter of fact, a variation of such a prescription is used in Sec. (3.1.3) for the treatment of divergencies appearing in the soft-improved transverse momentum resummed expression.

### 3.1.2 PDFs in Mellin space

By inspection of Eqs. (3.1.2, 3.1.4, 3.1.5), we notice that the Minimal Prescription is welldefined if the parton distributions are analytic within the region of integration. Parton distribution functions are usually available through the LHAPDF [5] as an interpolation over the momentum fraction. This raises some complications since the numerical evaluation of the their Mellin transform does not converge along the path of integration. Indeed, while the contour deformation of the Minimal Prescription probes values of $N$ in the negative real axis, as illustrated in Fig. 6, the numerical Mellin transform of the parton densities converges only for $\mathfrak{R e}(N)>0$. One may use parton distributions whose Mellin transform can be computed analytically at the initial scale [69]. Such sets assumes a functional $N$-space input form for the parton densities at some initial scale $\mu_{0}$ from which it starts the evolution of scales. However, doing so significantly restricts the sets of PDFs that can be used.

One possible solution consists in fitting the parton densities at a fixed scale to a standard function. One usually chooses a specific generic parametrization

$$
\begin{equation*}
f\left(x, \mu_{0}^{2}\right)=A x^{\alpha}(1-x)^{\beta}(1+\gamma \sqrt{x}+\delta x+\cdots) \tag{3.1.6}
\end{equation*}
$$

with an appropriate number of free parameters. Once the parameters are determined, the computation of the Mellin transform is straightforward,
$f\left(N, \mu_{0}\right)=A\left[\beta(N+\alpha, \beta+1)+\gamma \beta\left(N+\alpha+\frac{1}{2}, \beta+1\right)+\delta \beta(N+\alpha+1, \beta+1)+\cdots\right]$,
where $\beta(a, b)$ is the Beta function. It can be clearly seen that the quality of the fit strongly depends on the choice of parametrization. While having too many degrees of freedom can be extremely computationally expensive, having too few can run into the risk of loosing accuracy therefore spoiling the result of the Mellin transform.

Another possible alternative consists in applying the Minimal prescription to the partonic cross-section and then convoluting the result with the parton densities in momentum space. This is achieved by realizing that the luminosity in Eq. (3.1.2) can be factorized out from the Mellin integral

$$
\begin{equation*}
\frac{d \sigma^{\mathrm{css}}}{d \xi_{p}}\left(\tau, \xi p, \alpha_{s}\right)=\sum_{a, b} \int_{0}^{1} \frac{d \xi}{\xi} \mathcal{L}_{a b}(\xi) \int_{\mathrm{MP}} \frac{d N}{2 \pi i}\left(\frac{x}{\xi}\right)^{-N} \frac{d \hat{\sigma}_{a b}^{\mathrm{res}}}{d \xi_{p}}\left(N, \alpha_{s}\right) \tag{3.1.7}
\end{equation*}
$$

This approach, however, is numerically very unstable due to the fact that the resummed component oscillates wildly in the region $x \sim 1$. In order to get rid of the oscillations, one needs to resort to some ad hoc prescriptions such as adding and subtracting the results of the Minimal Prescription evaluated with a fake luminosity.

In the next section, we describe an alternative approach that can be applied to any set provided by state-of-the-art PDF determination.

Expansion on the basis of Chebyshev polynomials:
An efficient way to approximate the Mellin transform of the parton densities is to expand the PDFs on a basis of polynomials whose Mellin transform may be computed directly. An
example of such polynomials, that has shown to yield numerical stability, is the Chebyshev polynomials [216].

Parton distributions provided through the LHAPDF interface are available in the form of $\tilde{f}(x)=x f(x)$ as a grid in $\left(x, Q^{2}, a\right)$ space. In our derivation, we consider a fixed scale and since the procedure is also independent of the flavour of the parton, we drop both the scale dependence and the flavour index. Introducing a new variable $u$ defined in terms of $x_{\max } x=x_{\max } \mathrm{e}^{u}$, where $x_{\max }$ is usually set to one, the parton distribution functions is now expressed as

$$
\begin{equation*}
\tilde{f}(u)=x_{\max } \mathrm{e}^{u} f\left(x_{\max } \mathrm{e}^{u}\right), \tag{3.1.8}
\end{equation*}
$$

where for the momentum fraction varies between zero and $x_{\text {max }}$, the new variable $u$ is mapped into $(-\infty)$ to zero. The lower bound of $u$ corresponds to $x_{\min }=x_{\max } \mathrm{e}^{u_{\min }}$. From the practical point of view, $u_{\text {min }}$ can just be chosen to be some finite negative number. Using Eqs. (A.1, A.5), we can write down the the expansion of $\tilde{f}$ on the basis of the Chebyshev polynomials

$$
\begin{equation*}
\tilde{f}=(u) \sum_{k=0}^{n} \tilde{c}_{k}\left(1-2 \frac{u}{u_{\min }}\right)^{k} \quad \text { with } \quad \tilde{c}_{k}=-\frac{c_{0}}{2} \delta_{k 0}+\sum_{i=k}^{n} T_{i k} \tag{3.1.9}
\end{equation*}
$$

where $n$ and $T_{i k}$ denote the degree and the coefficients of the polynomials respectively. The coefficients $T_{i k}$ can be determined to all-order using the recursive relations given in Eqs. (A.1-A.5). The approximation of the proton distribution in $x$-space can now be extracted from Eq. (3.1.8) and Eq. (3.1.9) leading to

$$
\begin{equation*}
f(x)=\frac{1}{x} \sum_{p=0}^{n}(-2)^{p} u_{\min }^{-p} \ln \left(\frac{x}{x_{\max }}\right) \sum_{k=p}^{n}\binom{k}{p} \tilde{c}_{k} . \tag{3.1.10}
\end{equation*}
$$

The order-by-order computation of the Mellin transform is now straightforward

$$
\begin{equation*}
f(N)=x_{\max }^{N-1} \sum_{p=0}^{n} \frac{2^{p}}{u_{\min }}\left(\frac{1}{N-1}\right)^{p+1} \sum_{k=p}^{n} \tilde{c}_{k} \frac{k!}{(k-p)!} \tag{3.1.11}
\end{equation*}
$$

For consistency check, in Fig. 7, we show a comparison between the approximation given in Eq. (3.1.10) and a NNLO PDF set with $\alpha_{s}=0.118$ where we chose $n=10, x_{\max }=1$, and $u_{\text {min }}=-15$ (which is equivalent to $x \sim 10^{-7}$ ). The samples of parton distributions are shown for $Q^{2}=1.65 \mathrm{GeV}$. It is clear from Fig. 7 that the expansion on the basis of the Chebyshev polynomials provide a good approximation to the baseline PDFs. Slight deviations from the baseline PDFs can be seen for vary small values of $x$. However, since the PDF errors in that region are large, due to lack of experimental data, these deviations are not that significant. We have checked the approximation for various PDF sets and different values of scales and observed that the same conclusions hold. Therefore, in the subsequent phenomenological analyses, this is the approach that we are going to adopt.

### 3.1.3 Borel prescription

Fourier inverse transform of resummed transverse momentum distributions generally involves some complications since the computation of the integral (Eq. (2.4.4) for example)


Figure 7 Comparison of the baseline set NNPDF3.1 with its expansion on the basis of the Chebyshev polynomials for the gluon and quark $(s, d, \bar{d})$ flavours at $Q^{2}=1.65 \mathrm{GeV}$. The solid blue line represent the central value of the baseline PDF with the blue band representing its standard deviation $1 \sigma$-error. The dashed dark line represent the Chebyshev approximation. The lower panels shows the absolute difference, $\left(x f_{\text {cheb }}-x f\right) / x f$, between the two central values.
introduces an integration over the region of the impact parameters where the strong coupling $\alpha_{s}$ is ill-defined due to the existence of the Landau pole. This is because for a
physical process characterized by a hard scale $Q^{2}$, the standard resummation of logarithms of $p_{T}$, in Fourier space, re-scales the argument of the strong coupling to $\alpha_{s}\left(b_{0}^{2} / \hat{b}^{2}\right)$.

In order to obtain resummed predictions for physical observables, one therefore needs a prescription to cure this behaviour. To dates, several prescriptions have been proposed to perform the inverse Fourier transform. The first example of such a prescription is the $b_{\star}$ prescription introduced earlier (see Eq. (2.2.18)) in the context of CSS formalism. This has been widely used for phenomenological studies. However, the arbitrariness in choosing the value of $b_{\max }$ can be a drawback. Despite the fact that such a parameter can be used to estimate non-perturbative effects, it has been shown that truncating the value of the impact parameter at some $b_{\max }$ leads to numerical instabilities when matching with fixedorder calculations [189]. Another possibility is an analogue of the Minimal Prescription introduced in Sec. (3.1.1) in the context of threshold resummation [162, 163, 251]. The prescription amounts to finding a $\hat{b}$ contour that avoids the branch cut related to the Landau pole. Such a prescription leads to a finite results that is free of numerical and perturbative instabilities. However, in contrast to say the $b_{\star}$-prescription, this does not allow one to estimate the ambiguities related to the resummation procedure. A third alternative consists in expanding the Fourier-space resummed expression as a series in $\alpha_{s}$ and compute the Fourier-inverse integral order by order. This procedure, however, can only consistently resum logarithms at LL since results beyond that accuracy are very unstable [189,190]. The final alternative prescription consists in expanding the resummed expression in $\hat{b}$-space as powers in $\alpha_{s}$ and resumming the ensuing series using the Borel summation. The divergence can then be removed in the Borel inversion by the inclusion of higher-twist terms. This permits the unambiguous computation of the asymptotic result the series is tending to that is free of numerical and perturbative instabilities.

The prescriptions cited above, however, were mainly studied and applied to the standard transverse momentum formalism. As a matter of fact, the situation is much more complicated in the context of soft-improved transverse momentum resummation due to the interplay between the soft and recoil variables. As shown previously, the argument of the strong coupling in SIPT is re-scaled to $\alpha_{s}\left(Q^{2} / \chi\right)$ where again $\chi=\bar{N}^{2}+\hat{b}^{2} / b_{0}^{2}$. This then generates logarithms of the form $\ln \chi$. It is clear from this that in addition to the branch cut related to the Landau pole, soft-improved transverse momentum resummation contains additional singularities when

$$
\begin{equation*}
\mathfrak{\Re e}\left(\bar{N}^{2}+\frac{\hat{b}^{2}}{b_{0}^{2}}\right) \leq 0, \quad \text { and } \quad \mathfrak{I m}\left(\bar{N}^{2}+\frac{\hat{b}^{2}}{b_{0}^{2}}\right)=0 . \tag{3.1.12}
\end{equation*}
$$

This means that the singularities on $\bar{N}$ depends on $\hat{b}$ and vice-versa. As a result, it is non-trivial to find a contour deformation that avoid all the singularities and branch cuts. An alternative approach consists in modifying the Borel method introduced in Ref. [230] in the context of standard transverse momentum resummation and in Refs. [216, 232]. Similar to the original derivations, the steps are as follows. First, we expand the resummed component as series in $\bar{\alpha}_{s} \ln \chi$ and resum the series using the Borel method. The divergence is then cured when performing the Borel back-transform. This leads to a $N$-space expression that can be inverted using the Minimal Prescription.

Let us start by writing Eq. (2.4.4) in a more intuitive form

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\operatorname{tr}}}{d \xi_{p}}\left(N, \xi_{p}, \alpha_{s}\right)=\sigma_{0}\left(\sqrt{1+\xi_{p}}+\sqrt{\xi_{p}}\right)^{2 N} \int_{0}^{\infty} \mathrm{d} \hat{b} \frac{\hat{b}}{2} J_{0}\left(\hat{b} \sqrt{\xi_{p}}\right) \Sigma_{a b}\left(N, \lambda_{\chi}, \alpha_{s}\right) \tag{3.1.13}
\end{equation*}
$$

where the large logarithms are collected in $\Sigma_{a b}$ according to the series expansion

$$
\begin{equation*}
\Sigma_{a b}\left(N, \lambda_{\chi}, \alpha_{s}\right)=\sum_{k=0}^{\infty} h_{k}\left(N, \alpha_{s}\right) \bar{\alpha}_{s}^{k} \ln ^{k}\left(\bar{N}^{2}+\frac{\hat{b}^{2}}{b_{0}^{2}}\right) \tag{3.1.14}
\end{equation*}
$$

The zeroth order coefficient $h_{0}$ is just a constant and therefore contains terms that are not logarithmically enhanced when $\hat{b} \rightarrow \infty$. Putting back Eq. (3.1.14) into the resummed partonic expression in Eq. (3.1.13), exchanging the integral and the sum, one can perform the inverse Fourier transform order-by-order. This can be achieved by defining the following generating function

$$
\begin{align*}
\mathcal{M}\left(N, \xi_{p}\right) & =\left[\frac{\partial^{k}}{\partial \epsilon^{k}} \tilde{\mathcal{M}}\left(N, \xi_{p}, \epsilon\right)\right]_{\epsilon=0},  \tag{3.1.15}\\
\text { where } \quad \tilde{\mathcal{M}}\left(N, \xi_{p}, \epsilon\right) & =\frac{1}{b_{0}^{2 \epsilon}} \int_{0}^{\infty} d \hat{b} \frac{\hat{b}}{2} J_{0}\left(\hat{b} \sqrt{\xi_{p}}\right)\left(4 N^{2}+\hat{b}^{2}\right)^{\epsilon} .
\end{align*}
$$

For convenience, we have factorized out $b_{0}$ from the integrand such that the generating function is a function of $N$ instead of $\bar{N}$. This allows us to easily perform the integral in Eq. (3.1.16) and subsequently derive the expression of the Fourier back-transform. Indeed, Eq. (3.1.16) now reads

$$
\begin{equation*}
\tilde{\mathcal{M}}(N, \xi p, \epsilon)=\frac{2}{b_{0}^{2 \epsilon}}\left(\frac{N}{\sqrt{\xi_{p}}}\right)^{1+\epsilon} \frac{\mathrm{K}_{1+\epsilon}(2 N \sqrt{\xi p})}{\Gamma(-\epsilon)} \tag{3.1.17}
\end{equation*}
$$

where K denotes the modified Bessel function of the second kind. The form of Eq. (3.1.17) is interesting as it shows that in momentum space, the large- $\hat{b}$ limit at fixed $N / \hat{b}$ has been mapped to the small- $\xi_{p}$ limit at fixed $N \sqrt{\xi_{p}}$. Finally, the derivative and the limit in Eq. (3.1.15) can be removed by performing a contour integral

$$
\begin{equation*}
\mathcal{M}\left(N, \xi_{p}\right)=\left[\frac{\partial^{k}}{\partial \epsilon^{k}} \tilde{\mathcal{M}}\left(N, \xi_{p}, \epsilon\right)\right]_{\epsilon=0}=\frac{k!}{2 \pi i} \oint_{H} \frac{d \xi}{\xi^{k+1}} \tilde{\mathcal{M}}\left(N, \xi_{p}, \xi\right) \tag{3.1.18}
\end{equation*}
$$

where $H$ represents a contour enclosing the singularity at $\xi=0$.
Having expanded the function $\Sigma_{a b}$ as a series in $\bar{\alpha}_{s} \ln \chi$ allowed us to perform the inverse Fourier transform of the resummed expression order-by-order, but it leaves us with a series representation of the result. From the numerical point of view, it would be convenient to trade the sum in favor of an integral. This calls for an analytic continuation which in our case can be achieved by summing the series using the Borel method and subsequently performing a Borel back-transformation. Writing down the partonic resummed cross section as

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{tr} *}}{d \xi_{p}}\left(N, \xi p, \alpha_{s}\right) \equiv \mathcal{A}\left(\bar{\alpha}_{s}\right)=\sum_{k=0}^{\infty} h_{k}\left(N, \alpha_{s}\right) \frac{k!}{2 \pi i} \oint_{H} \frac{\mathrm{~d} \xi}{\xi} \tilde{\mathcal{M}}\left(N, \xi_{p}, \xi\right)\left(\frac{\bar{\alpha}_{s}}{\xi}\right)^{k} \tag{3.1.19}
\end{equation*}
$$

where $d \hat{\sigma}^{\text {tr }} / d \xi_{p}$ is just $d \hat{\sigma}^{\text {tr }} / d \xi_{p}$ without a kinematic factor $\left(\sqrt{1+\xi_{p}}+\sqrt{\xi_{p}}\right)^{2 N}$ and the Born level cross section $\sigma_{\mathrm{F}}^{\text {Born }}$. The corresponding Borel sum is therefore given by

$$
\begin{align*}
\mathcal{B}[\mathcal{A}(w)] & =\frac{1}{2 \pi i} \sum_{k=0}^{\infty} h_{k}\left(N, \alpha_{\mathrm{s}}\right) \oint_{H} \frac{d \xi}{\xi} \tilde{\mathcal{M}}(N, \xi p, \xi)\left(\frac{w}{\xi}\right)^{k}  \tag{3.1.20}\\
& =\frac{1}{2 \pi i} \oint_{H} \frac{d \xi}{\tilde{\xi}} \tilde{\mathcal{M}}\left(N, \xi_{p}, \xi\right) \Sigma\left(N, \frac{w}{\tilde{\xi}}, \alpha_{s}\right) \tag{3.1.21}
\end{align*}
$$

where again we have interchanged the order of the summation and the integration in order to recover the form of the resummed function $\Sigma_{a b}$ using its definition in Eq. (3.1.14). The inverse Borel transform can now be defined as

$$
\begin{align*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{tr} *}}{d \xi_{p}}\left(N, \xi p, \alpha_{s}\right) & =\int_{0}^{\mathrm{C}} d w \mathrm{e}^{-w} \mathcal{B}\left[\mathcal{A}\left(w \bar{\alpha}_{s}\right)\right]=\frac{1}{\bar{\alpha}_{s}} \int_{0}^{\infty} d w \mathrm{e}^{-w / \bar{\alpha}_{s}} \mathcal{B}[\mathcal{A}(w)]  \tag{3.1.22}\\
& =\frac{1}{\bar{\alpha}_{s}} \int_{0}^{\infty} d w \mathrm{e}^{-w / \bar{\alpha}_{s}} \frac{1}{2 \pi i} \oint_{H} \frac{d \xi}{\xi} \tilde{\mathcal{M}}\left(N, \xi_{p}, \xi\right) \Sigma\left(N, \frac{w}{\xi}, \alpha_{s}\right) \tag{3.1.23}
\end{align*}
$$

which represents our final resummed expression when adding the kinematic factor and the Born level cross section that we left out from the beginning. This expression is finite for arbitrary large values of $C$ which cuts off the $w$-integration. At the level of the partonic cross section, the inverse Fourier transform of our soft-improved transverse momentum resummation can now be written as

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{tr}}}{d \xi_{p}}=\frac{\sigma_{\mathrm{F}}^{\text {Born }}}{\bar{\alpha}_{s}}\left(\sqrt{1+\xi_{p}}+\sqrt{\xi_{p}}\right)^{2 N} \int_{0}^{\infty} d w \frac{\mathrm{e}^{-w / \bar{\alpha}_{s}}}{2 \pi i} \oint_{H} \frac{d \xi}{\xi} \tilde{\mathcal{M}}\left(N, \xi_{p}, \xi\right) \Sigma\left(N, \frac{w}{\xi}, \alpha_{s}\right) . \tag{3.1.24}
\end{equation*}
$$

Notice that despite the fact that there is some arbitrariness in choosing the value of the cutoff $C$, its value cannot be chosen freely. As a matter of fact, the choice of $C$ generates correction terms of order $\mathcal{O}\left(\exp \left(-1 / \bar{\alpha}_{s}\right)\right)$ that are higher-twist in nature. In other words, the inclusion or the exclusion of subleading terms in the Borel-resummed expression Eq. (3.1.24) is regulated by the cutoff $C$ which can be used to asses the ambiguity of the resummation procedure. The larger the value of $C$ gets, the more we include correction terms in the series. As the value of C, however, gets very large the integral in Eq. (3.1.24) becomes unstable and varies a lot eventually spoiling the accuracy of the result. This is due to the fact that the series in Eq. (3.1.14) is not Borel-summable. That said, the value of the cutoff $C$ needs to be large enough such that the Borel Prescription is at least leading-twist but still free of numerical instability. In the context of standard transverse momentum resummation, the Borel and Minimal Prescription differ in the way higher-twist behaviours of the resummed series is handled. However, in practice and as will be demonstrated in the phenomenological sections, this difference is negligible at collider energies we are interested in. In particular, we show in Sec. (3.3) that unless one choose an unnaturally large (or respectively small) value of $C$, the resummed cross section is independent of the value of the cutoff.

From the perspective of the numerical implementation, it is convenient to map the contour integral onto an integral over the domain $[0,1]$. This is done by parametrizing the contour in terms of a new variable $\varphi$

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{H} d \xi f(\xi)=R \int_{0}^{1} d \varphi \mathrm{e}^{2 i \pi \varphi} f(\xi(\varphi)) \tag{3.1.25}
\end{equation*}
$$



Figure 8 The integral contour $H$ that encloses the branch cut (plotted in red) and the pole at the origin $\xi=0$. The contour is usually taken to be a circle, here centered at $\xi_{0}=w / 2$ and with radius $R=\xi_{0}+1 / 2$. In practice, we noticed that the numerical integration converge faster if instead of a circle one considers an ellipse where the major axis is chosen to be along the real axis.
where $f$ represents the integrand of the $\xi$-integration in Eq. (3.1.24). The contour is parameterized by $\xi(\varphi)=\xi_{0}+R \exp (2 \mathrm{i} \pi \varphi)$ which is a circle around the real point $\xi=$ $\xi_{0} \in \mathbb{R}$ with a radius $R>0$, in the positive direction around $\xi_{0}$. We can see that the branch cuts of $f$ are now mapped in terms of the variable $\xi$ into a branch cut on the real axis from zero to $w$ (see Fig. 8). In practice, we choose $\xi_{0}=w / 2$ and $R=w / 2+\zeta\left(\zeta \in \mathbb{R}^{*+}\right)$. The value of $\zeta$ and the cutoff $C$ must be chosen in such a way that the circle does not intersect the branch cut in $\xi$-space. Based on the twist-4 argument [234], the value of the cutoff should be chosen according to $C \geq 2$. Throughout our implementation, we chose the minimal value for C : i.e $\mathrm{C}=2$. We, nevertheless, show in the phenomenological section that various values of $C$ lead to the same results upon taking into consideration the numerical errors coming from the integration.

### 3.2 Large- $N$ behaviour at small- $p_{T}$ for SIPT

Before presenting phenomenological results, let us first check that the soft-improved transverse momentum resummation does indeed capture the correct soft behaviour at small- $p_{T}$, i.e. contributions from initial-state soft-gluons that are emitted at very small angles. As a test case, let us consider the case of the Higgs boson production via gluon fusion. For simplicity, let us first check the leading-order transverse momentum distribution with leading-logarithm resummed expression for the $g g$-channel. Such a check amounts to expanding the soft-improved resummed expression in Eq. (2.4.48) and compare the result with the leading-order $p_{T}$-distribution in Eq. (2.3.20).

As mentioned before, at such an accuracy, we approximate the hard function $\overline{\mathcal{H}}_{c}$ and the coefficient $C_{g g}$ to one and we only include in the Sudakov exponent the first function
$g_{1}$. The parton evolutions that are described by the functions $\mathcal{Q}_{r}$ are included up to LO with the leading anomalous dimension $\gamma_{g g}^{(0)}$ approximated by its large- $N$ behaviour while the evolution factors that are embodied in $\tilde{R}$ that evolve the coefficient functions are approximated to one. Thus, the resummed partonic cross section in Eq. (2.4.42) now becomes

$$
\begin{equation*}
\frac{d \hat{\sigma}_{g g}^{\mathrm{tr} *}}{d \xi_{p}}(N, \chi)=\left[U_{g g}^{(\mathrm{LO})}\left(N, \frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)\right]^{2} \exp \left(g_{1}(N, \chi)\right) \tag{3.2.1}
\end{equation*}
$$

where we recall that $d \hat{\sigma}^{\operatorname{tr} *} / d \xi_{p}$ is just $d \hat{\sigma}^{\mathrm{tr}} / d \xi_{p}$ without the kinematic factor and the Born level cross section $\sigma_{\mathrm{H}, \mathrm{gg} \text {. }}^{\text {Born }}$. According to Eqs. (2.4.46, 2.4.47), the large- $N$ limit of the LO order solution to the DGLAP evolution equation can be written as

$$
\begin{equation*}
U_{g g}^{(\mathrm{LO})}\left(N \rightarrow \infty, \frac{Q^{2}}{\chi} \leftarrow Q^{2}\right)=-\frac{A_{g}^{(1)}}{2 \bar{\alpha}_{s} \beta_{0}} \lambda_{\bar{N}} \ln \left(1-\lambda_{\chi}\right) \tag{3.2.2}
\end{equation*}
$$

which therefore leads to a simple form of the resummed expression Eq. (3.2.1)

$$
\begin{equation*}
\frac{d \hat{\sigma}_{g g}^{\mathrm{tr} *}}{d \xi_{p}}(N, \chi)=\exp \left\{\frac{A_{g}^{(1)}}{\bar{\alpha}_{s} \beta_{0}}\left(\lambda_{\chi}+\left(1-\lambda_{\bar{N}}\right) \ln \left(1-\lambda_{\chi}\right)\right)\right\} \tag{3.2.3}
\end{equation*}
$$

Expanding the above equation as a series in $\alpha_{s}$ and retaining only the $\alpha_{s}$-term in the expansion, we arrive at the following expression

$$
\begin{equation*}
\frac{d \hat{\sigma}_{g g}^{\operatorname{tr} *}}{d \xi_{p}}(N, \chi)=-\alpha_{s} A_{g}^{(1)}\left(\frac{\ln ^{2} \chi}{2}-2 \ln \bar{N} \ln \chi\right) \tag{3.2.4}
\end{equation*}
$$

Eq. (3.2.4) can now be inserted back into Eq. (2.4.42) by adding the pre-factors that we left out. The inverse Fourier transform of the ensuing expression can be straightforwardly computed using the expression of the generating functions in Eq. (3.1.15) for fixed $k$. The final leading-logarithms $(N, \xi p)$-space resummed expression is therefore given by

$$
\begin{equation*}
\frac{d \hat{\sigma}_{g g}^{\mathrm{tr}}}{d \xi_{p}}\left(N, \xi_{p}\right)=\sigma_{\mathrm{H}, g g}^{\mathrm{Born}} \frac{2 \alpha_{s} A_{g}^{(1)}}{a^{N}\left(\xi_{p}\right)} \frac{N}{\sqrt{\xi_{p}}}\left[\mathrm{~K}_{1}^{(1)}\left(2 N \sqrt{\xi_{p}}\right)-\left(\ln \left(N \sqrt{\xi_{p}}\right)+\gamma_{E}\right) \mathrm{K}_{1}\left(2 N \sqrt{\xi_{p}}\right)\right] \tag{3.2.5}
\end{equation*}
$$

where $\mathrm{K}_{1}^{(1)}$ denotes the first derivative of the modified Bessel function w.r.t its first argument. Recall that we are here interested to check the large- $N$ behaviour of the softimproved transverse momentum resummation while keeping $N \sqrt{\xi_{p}}$ fixed in which case the expression above cannot be simplified further. In this case, in order to compare Eq. (3.2.5) with Eq. (2.3.20), we have to simplify the leading-order $p_{T}$ distribution $C_{g g}^{(1)}$ in the aforementioned limit. In such a limit, it is enough to consider the most dominant term, i.e. $m=4$. Using the properties of the Gauss Hypergeometric functions, we can adopt the following form

$$
\begin{equation*}
{ }_{2} F_{1}\left(\frac{1}{2}, N+4, N+\frac{9}{2}, a^{2}\right)=\frac{1}{\sqrt{1-a^{2}}} 2 \tilde{F}_{1}\left(N+\frac{9}{2} ; \frac{a^{2}}{a^{2}-1}\right) \tag{3.2.6}
\end{equation*}
$$

where for brevity we have defined $a \equiv a\left(\xi_{p}\right)$ and

$$
\begin{equation*}
{ }_{2} \tilde{F}_{1}\left(N+\frac{9}{2} ; \frac{a^{2}}{a^{2}-1}\right) \equiv{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}, N+\frac{9}{2}, \frac{a^{2}}{a^{2}-1}\right) . \tag{3.2.7}
\end{equation*}
$$

In the limit were are interested in, the Hypergeometric function Eq. (3.2.6) can be simplified further using results from Refs. [252,253] in which the ${ }_{2} \tilde{F}_{1}$ is expressed as a sum of Kummer functions $U$. The expression is given by

$$
\begin{align*}
{ }_{2} \tilde{F}_{1}\left(N+\frac{9}{2} ; \frac{a^{2}}{a^{2}-1}\right)= & \frac{\Gamma(N+9 / 2)}{\Gamma(N+4)} \sum_{s=0}^{\infty} g_{s}\left(\frac{a^{2}}{a^{2}-1}\right)  \tag{3.2.8}\\
& \frac{\Gamma(s+1 / 2)}{\Gamma(1 / 2)} \ln ^{s} \frac{1}{a^{2}} \mathrm{U}\left(s+\frac{1}{2}, s+1,-2 N \ln a\right)
\end{align*}
$$

We stress that this series expansion only holds if $N \rightarrow \infty$ uniformly w.r.t large values of $a^{2} /\left(a^{2}-1\right)$, which is indeed the case since $a^{2} /\left(a^{2}-1\right) \rightarrow \infty$ as $\xi_{p} \rightarrow 0$. In the limit we are interested in, it is sufficient to only consider the first term in the sum $(s=0)$ where the function $g_{0}$ and the second Kummer function U are defined as

$$
\begin{align*}
& g_{0}\left(\frac{a^{2}}{a^{2}-1}\right)=\sqrt{\ln \left(\frac{1}{a^{2}}\right)}  \tag{3.2.9}\\
& \mathrm{U}\left(\frac{1}{2}, 1,2 \tilde{a}\right)=\frac{1}{\Gamma(1 / 2)} \tilde{a} \exp (z) \mathrm{K}_{1}^{(1)}(\tilde{a}) \tag{3.2.10}
\end{align*}
$$

where we have defined $\tilde{a} \equiv-N \ln a$ for brevity. We can now use Eqs. $(3.2 .9,3.2 .10)$ to rewrite the expression of ${ }_{2} F_{1}$ in Eq. (3.2.6). Plugging the resulting equation into the LO $p_{T}$ distribution, we arrive to the following expression

$$
\begin{equation*}
\left[C_{g g}^{(1)}\left(N, \xi_{p}\right)\right]_{m=4}=2 \alpha_{s} \frac{\sigma_{0}}{\xi_{p}} \frac{C_{A}}{\pi} \frac{\tilde{a}\left(\xi_{p}\right)}{a^{N+2}\left(\xi_{p}\right)} \frac{\sqrt{2 \ln a\left(\xi_{p}\right)}}{\sqrt{1-a^{2}\left(\xi_{p}\right)}} \mathrm{K}_{1}^{(1)}\left(\tilde{a}\left(\xi_{p}\right)\right) \tag{3.2.11}
\end{equation*}
$$

The $a^{N}\left(\xi_{p}\right)$ in the denominator comes from rewriting the exponential in Eq. (3.2.10) in terms of the explicit expression of $a\left(\xi_{p}\right)$. The limit $\xi_{p} \rightarrow 0$ can now be taken safely in the terms that do not depend on $N$. This yields to the following simplifications $\sqrt{2 \ln a} \sim 2 \sqrt[4]{\xi_{p}}$ and $\sqrt{1-a^{2}} \sim 2 \sqrt[4]{\zeta p}$. Finally, the large- $N$ limit just amounts to replacing $(N+2)$ with $N$. Putting everything together, rearranging some terms, and performing some algebraic simplifications, we get

$$
\begin{equation*}
\left[C_{g g}^{(1)}\left(N, \xi_{p}\right)\right]_{m=4}=4 \alpha_{s} \frac{C_{A}}{\pi} \frac{\sigma_{0}}{a^{N}\left(\xi_{p}\right)} \frac{N}{\sqrt{\xi_{p}}} \mathrm{~K}_{1}^{(1)}\left(2 N \sqrt{\xi_{p}}\right) . \tag{3.2.12}
\end{equation*}
$$

In the limit $N \sqrt{\xi_{p}} \rightarrow 0$, the above expression is asymptotic to expansion of the modified resummation in Eq. (3.2.5). In order to generate $\mathrm{K}_{1}$-terms from the leading-order transverse momentum spectra $C_{g g}^{(1)}$, the sum in Eq. (3.2.8) has to be performed beyond $s=0$. This is computationally challenging as the form of the Kummer $U$ does not lead directly to compact Bessel functions. However, as it can be seen from the numerical results in Fig. 9, the soft-improved transverse momentum resummation captures best the soft behaviours from the fixed-order calculation while the standard transverse momentum resummation deviates largely from it. This feature can be noticed both at LO and NLO.


Figure 9 Ratio between the terms appearing in the expansion of the resummed expressions (standard and improved transverse momentum resummations) and the fixed-order results. The plot on the left shows the ratio between the first order term in the expansion and the LO predictions, while the plot on the right shows the ratio between the second order term in the expansion and the second order term appearing in the fixed order computations. The plots were produced with a center-of-mass energy $\sqrt{s}=13 \mathrm{TeV}$ with a Higgs mass $m_{H}=125 \mathrm{GeV}$.

### 3.3 Towards a combined resummation for Higgs and Drell-Yan

In the previous sections, we have presented a resummation formalism for transverse momentum distributions that takes into account soft behaviours in the small- $p_{T}$ limit. That is, the soft-improved transverse momentum formalism we presented does not take into account soft gluons that are emitted at large angles. The need for such a resummed expression is crucial in order to (a) elucidate the relation between soft and collinear logarithms that provide the main bulk of the contributions to the transverse momentum spectrum and the total inclusive cross section in the soft limit and (b) use the knowledge from resummation to estimate corrections from missing higher-orders. While a consistent combination of the transverse momentum and threshold resummations seems unreachable to present day due to the non-commutativity of the large- $N$ and small- $p_{T}$ limits, it is possible to combine our soft-improved formalism with the pure threshold resummation in an unambiguous way using some matching function.

In the following sections, we discuss the concept of consistently combining the two resummations, namely transverse momentum and threshold, using a profile matching function. We then present detailed phenomenological studies that assess the impact of the soft-improved transverse momentum and combined resummation in the case of Higgs and Z-boson production. Specifically, our aim is to estimate the impacts of: (a) the improved transverse momentum resummation through the inclusion of soft contributions which we expect to be more apparent in the small- $p_{T}$ region, and (b) the additional soft resummation at fixed- $p_{T}$ which we expect to improve the matching to fixed-order results in the intermediate and large- $p_{T}$ regions. In doing so, we first check that, from the numerical perspective, the improved resummation reproduces exactly the standard formalism. This will be done using the Borel prescription method which will allow us to check the validity
of our resummation procedure and to assess the dependence of the resummed cross section on the cutoff C .

All the results presented here are produced using the NNPDF31_nnlo_as_0118 set of parton distributions from the NNPDF3.1 [8] through the LHAPDF [5] interface by expanding the parton densities in the basis of the Chebyshev polynomials as described in Sec. (3.1.2) [233,234]. In order to estimate missing higher-order corrections, we will perform the commonly used factorization and renormalization scale variations of all the unresummed, resummed, and matched cross sections. Indeed, by performing scale variations of a cross section computed at $\mathcal{O}\left(\alpha_{s}^{n}\right)$, one generate subleading terms of $\mathcal{O}\left(\alpha_{s}^{n+1}\right)$. Specifically, we will use the seven-point envelope prescription where the renormalization and factorization scales are independently varied by a factor of two around the central choice which in our case could either be the mass of the Higgs or $Z$ boson. That is, we compute the combinations of the following choice of scales

$$
\begin{array}{lll}
\mu_{R}=\frac{1}{2} M, & \mu_{R}=M, & \mu_{R}=2 M \\
\mu_{F}=\frac{1}{2} M, & \mu_{F}=M, & \mu_{F}=2 M \tag{3.3.2}
\end{array}
$$

with the requirement that $0.5 \leq \mu_{R} / \mu_{F} \leq 2$ which ensures that the logarithmic terms that vary with the scales are at most $\ln 2$. The uncertainty bands are then computed by taking the minimum and the maximum from the possible configuration of scales. As shown in our previous calculations, varying the scales in this way will modify the strong coupling, the evolution of parton densities and the partonic cross section which altogether ensures that no artificially large scale ration are generated. Notice, however, that throughout our results, scale variations related to the resummation scale are not taken into account.

### 3.3.1 SIPT in the large- $\hat{b}$ limit

In this section, let us check that the soft-improved transverse momentum resummation indeed reproduces the standard resummation when the soft contributions are switched off. Although this has been analytically verified to be the case, here we perform the check at the numerical level. Besides being a consistency check, this allows us to verify that our resummation procedure derived using the Borel prescription agrees with the Minimal Prescription and does not introduce spurious subleading terms. Taking the large- $\hat{b}$ limit means that we should perform the following replacements throughout the expressions that enter into the resummed partonic cross section in Eq. (2.4.48)

$$
\begin{equation*}
\chi=\left(\bar{N}^{2}+\frac{\hat{b}^{2}}{b_{0}^{2}}\right) \longrightarrow\left(1+\frac{\hat{b}^{2}}{b_{0}^{2}}\right), \quad \text { and } \quad \frac{Q}{\chi} \longrightarrow \frac{b_{0}^{2}}{b^{2}} \tag{3.3.3}
\end{equation*}
$$

Notice that in order to reduce the impact of unjustified logarithms in the large- $p_{T}$ regions (similar to the CFG formalism), we replaced $\bar{N}$ by one. The computation of the inverse Fourier transform is achieved following Sec. (3.1.2) where the generating function now has the following form

$$
\begin{equation*}
\tilde{\mathcal{M}}^{\star}\left(N, \xi_{p}, \epsilon\right)=2 \exp \left(2 \gamma_{E} \epsilon\right)\left(\frac{1}{\sqrt{\zeta_{p}}}\right)^{1+\epsilon} \frac{K_{1+\epsilon}\left(2 \sqrt{\xi_{p}}\right)}{\Gamma(-\epsilon)} . \tag{3.3.4}
\end{equation*}
$$



Figure 10 Comparison of the Borel and Minimal Prescription for the transverse momentum distribution of the Higgs (left) and Z boson (right). The dashed lines represent the results of taking the large- $\hat{b}$ limit of the soft-improved transverse momentum resummation and using the Borel method to perform the inverse Fourier transform. The solid lines represent the results from the standard resummation formalism. The renormalization $\left(\mu_{R}\right)$ and factorization $\left(\mu_{F}\right)$ scales are set equal to the Higgs $\left(m_{H}\right)$ and $Z$ boson mass $\left(m_{Z}\right)$ in the case of Higgs and $Z$ boson production respectively. The lower panel shows the ration between the two prescriptions.

In addition to performing the above replacements, we need to implement the exact same procedure as in Ref. $[195,196]$ by suitably re-adjusting the solutions to the evolution equation and fixing the integral over $\xi_{p}$ in order to recover the total inclusive cross section. In Fig. 10 we show a comparison of the Borel and Minimal prescription for both the Higgs and $Z$ boson production. Leaving aside the interpretation of the resummed results for the time being, let us only focus on the difference between the two prescriptions. The large- $\hat{b}$ limit of the soft-improved transverse momentum resummation are represented by the dashed lines. They are produced using the Borel prescription for the inverse Fourier transform using as a value of cutoff $\mathrm{C}=2$. The standard transverse momentum results are plotted as solid lines, they are produced using HQT [195] for Higgs and DYQT [242,243] for DY. The results are shown for various logarithmic accuracies, namely LL in orange, NLL in blue, and NNLL in red. The bottom panels show the ratio between the Minimal Prescription and the Borel approach with the bands representing the errors from the numerical integration. We can clearly see that the our resummation formalism is order-by-order consistent with the standard transverse momentum resummation using the Minimal Prescription. As shown in the lower panels, the slight discrepancy between the Borel and Minimal Prescription can be attributed to numerical errors. These results confirm two things: first, that the soft-improved transverse momentum resummation indeed reproduces the standard transverse momentum resummation in the large- $\hat{b}$ limit; and second that the Borel method is an equivalent valid prescription to perform inverse Fourier-Mellin transform.

We can now move to the study of the dependence of the resummed expression in momentum space on the cutoff C. In Fig. 11, we plot the normalized cross section for



Figure 11 Normalized hadronic cross sections for different values of the cutoff $C$. The results are shown for different logarithmic accuracies, LL (top left), NLL (top right), and NNLL (bottom). The upper panels show the absolute values while the lower panel show the relative difference between the numerical errors for each value of the cutoff and the result for the reference value $\mathrm{C}_{2},\left(d \sigma\left(C_{i}\right)-\right.$ $\left.d \sigma\left(C_{2}\right)\right) / d \sigma\left(C_{2}\right)$ for $i=2,3,4,6,10$. We emphasize that the contour integration is exactly the same for all the different values of the cutoff. In the subsequent analyses, we use as default the cutoff value $C=2$.
different values of $C$. In the lower panel, we plot the absolute difference between the cross sections computed at various cutoff $C$ and the reference $C=2$. As before, the bands represent the errors from the numerical integration, in particular, we highlight the error bands for the reference values. Since we can see a clear decrease in the error as $p_{T}$ gets bigger, we decided to present results for smaller values of $p_{T}$. One can see that all the variations are equivalent for all values of $p_{T}$ except for the first bin in which the numerical errors are large anyway. It is very interesting to report that as the value of the cutoff increases, the errors arising from the numerical integration also increase. Similar observation can also be made as we increase in logarithmic accuracy.

### 3.3.2 Finite order truncation of the resummed expression

In order to provide a valid prediction, the resummed results have to be matched to the fixed-order calculations. As stressed from previous sections, whilst the small- $p_{T}$ region is dominated by the resummed cross section, the large- $p_{T}$ part is dominated by finite components computed from fixed-order calculations. This suggests that in the intermediate $p_{T}$ region, both contributions have to be consistently matched in order to obtain uniformly sensible theoretical predictions. Such a procedure guarantees the correct behaviour from perturbative calculations up to a specified order and incorporates the large logarithms from resummation at higher-orders. In this thesis, we consider the additive matching scheme which consists on adding to the all-order results the perturbative calculations truncated at a given order in $\alpha_{s}$ and subtract to the whole the expansion of the resummed results at the same order. The matching can be performed at the level of the partonic cross section in which the matched expression can be written as follows

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{M}}}{d \xi_{p}}(N, \chi)=\frac{d \hat{\sigma}_{a b}^{\mathrm{res}}}{d \xi_{p}^{\xi}}(N, \chi)+\left[\frac{d \hat{\sigma}_{a b}^{\mathrm{FO}}}{d \xi_{p}}(N, \chi)\right]_{\mathcal{O}\left(\alpha_{s}^{n}\right)}-\left[\frac{d \hat{\sigma}_{a b}^{\exp }}{d \xi_{p}}(N, \chi)\right]_{\mathcal{O}\left(\alpha_{s}^{n}\right)} \tag{3.3.5}
\end{equation*}
$$

where the notations M and (F.O) denote the matched and the fixed-order respectively. the subscripts $\mathcal{O}\left(\alpha_{s}^{n}\right)$ indicate the order at which both the fixed-order and the expanded (exp) expressions are truncated. Here and in the sequel, the notation used to denote the fixed-order accuracy and therefore the matched results refers to the accuracy of the $p_{T}$ distribution. In particular, the LO refers to the non-trivial order of the transverse momentum distribution whose integral is the NLO total cross section ${ }^{1}$. Therefore, LO and NLO will always refer to the accuracy of the $p_{T}$ spectrum. The terms that result from the expansion of the resummed expression can be organized into contributions that are regular and singular in the large- $\hat{b}$ (or equivalently in the small- $p_{T}$ limit). In Fourier-Mellin space, they generally take the following form

$$
\begin{align*}
\frac{d \hat{\sigma}_{a b}^{\exp }}{d \tilde{\zeta}_{p}}\left(N, \chi, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)= & \sum_{c} \sigma_{F, \bar{c}}^{\mathrm{LO}} \delta_{c a} \delta_{\bar{c} b}+\sum_{c} \sigma_{c \bar{c}}^{\mathrm{LO}} \sum_{n=1}^{\infty} \alpha_{s}^{n}\left(Q^{2}\right) \times  \tag{3.3.6}\\
& {\left[\Sigma_{a b}^{(n)}\left(N, \chi, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)+\mathcal{H}_{a b \rightarrow c \bar{c}}^{(n)}\left(N, \chi, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)\right] }
\end{align*}
$$

where both the regular and singular terms depend on the resummation scale. We recall that the resummation scale has been introduced in Sec. (2.2.2). As stated previously, however, in our case we always consider the case where $Q=M$. The perturbative coefficients $\Sigma_{a b}^{(n)}$ are polynomials in the logarithm variable $\ln \chi$. They are constructed in a way that they vanish when $\ln \chi=0$ (i.e. $\hat{b}=-\bar{N} b_{0}$ ) and lead to the threshold resummation when $\hat{b}=0$ (formally at the total inclusive level). On the other hand, the function $\mathcal{H}_{a b \rightarrow c \bar{c}}^{(n)}$ contains all the terms that behave as constants in the large- $\hat{b}$ limit. Up to NLO, we only need up to

1 In literatures, different way of counting has been used. In Ref. [199], for instance, different counting of the perturbative order is adopted in which fixed-order labels NLO and NNLO are being used. Such a counting corresponds exactly to the accuracy of the total inclusive cross section.
$\Sigma_{a b}^{(2)}$ and $\mathcal{H}_{a b \rightarrow c \bar{c}}^{(2)}$ terms in the expansion. The general form of the singular contribution can be written as

$$
\begin{equation*}
\Sigma_{a b}^{(n)}\left(N, \chi, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\sum_{k=1}^{2 n} \Sigma_{a b}^{(n, k)}\left(N, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right) \ln ^{k} \chi \tag{3.3.7}
\end{equation*}
$$

where the functions $\Sigma_{a b}^{(n, k)}$ are purely functions of $N$. Their momentum space versions can be computed using the generating function in Eq. (3.1.16). That is, for a fixed value of $k$ the computation of their Fourier inverse transform just amounts to the computation of the following limit

$$
\begin{equation*}
\mathcal{J}_{k}=\lim _{\epsilon \rightarrow 0} \frac{\partial^{k}}{\partial \epsilon^{k}} \tilde{\mathcal{M}}\left(N, \xi_{p}, \epsilon\right) \tag{3.3.8}
\end{equation*}
$$

with $\tilde{\mathcal{M}}$ as given in Eq. (3.1.17). In the case of Higgs boson production for example, the terms that contribute up to NLO are expressed as follows

$$
\begin{align*}
& \mathfrak{I}_{1}\left(N, \xi_{p}\right)=-\frac{2 N}{\sqrt{\xi_{\mathrm{p}}}} \mathrm{~K}_{1}(2 N \sqrt{\xi \mathrm{p}})  \tag{3.3.9}\\
& \mathfrak{I}_{2}\left(N, \xi_{p}\right)=-\frac{4 N}{\sqrt{\xi_{\mathrm{p}}}} \mathrm{~K}_{1}^{(1)}(2 N \sqrt{\xi \mathrm{p}})-\frac{4 N}{\sqrt{\xi_{\mathrm{p}}}}\left(\ln \left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)+\gamma_{E}\right) \mathrm{K}_{1}\left(2 N \sqrt{\xi_{\mathrm{p}}}\right)  \tag{3.3.10}\\
& \mathfrak{I}_{3}\left(N, \xi_{p}\right)=-\frac{6 N}{\sqrt{\xi_{\mathrm{p}}}} \mathrm{~K}_{1}^{(2)}\left(2 N \sqrt{\xi_{\mathrm{p}}}\right)-\frac{12 N}{\sqrt{\xi_{\mathrm{p}}}}\left(\ln \left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)+\gamma_{E}\right) \mathrm{K}_{1}^{(1)}\left(2 N \sqrt{\xi_{\mathrm{p}}}\right) \\
&-\frac{6 N}{\sqrt{\xi_{\mathrm{p}}}}\left(\ln ^{2}\left(\frac{N}{\sqrt{\xi \mathrm{p}}}\right)+2 \gamma_{E} \ln \left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)-\zeta_{2}+\gamma_{E}^{2}\right) \mathrm{K}_{1}\left(2 N \sqrt{\xi_{\mathrm{p}}}\right)  \tag{3.3.11}\\
& \mathfrak{I}_{4}\left(N, \xi_{p}\right)=-\frac{8 N}{\sqrt{\xi_{\mathrm{p}}}} \mathrm{~K}_{1}^{(3)}(2 N \sqrt{\xi \mathrm{p}})-\frac{24 N}{\sqrt{\xi_{\mathrm{p}}}}\left(\ln ^{2}\left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)+2 \gamma_{E} \ln \left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)-\zeta_{2}+\gamma_{E}^{2}\right) \\
& \mathrm{K}_{1}^{(1)}(2 N \sqrt{\xi \mathrm{p}})-\frac{24 N}{\sqrt{\xi_{\mathrm{p}}}}\left(\ln \left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)+\gamma_{E}\right) \mathrm{K}_{1}^{(2)}\left(2 N \sqrt{\xi_{\mathrm{p}}}\right)-\frac{8 N}{\sqrt{\xi_{\mathrm{p}}}} \mathrm{~K}_{1}\left(2 N \sqrt{\xi_{\mathrm{p}}}\right) \\
&\left(\ln ^{3}\left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)+3 \gamma_{E} \ln ^{2}\left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)+3\left(\gamma_{E}^{2}-\zeta_{2}\right) \ln \left(\frac{N}{\sqrt{\xi_{\mathrm{p}}}}\right)-3 \gamma_{E} \zeta_{2}+\gamma_{E}^{3}+\zeta_{3}\right), \tag{3.3.12}
\end{align*}
$$

where the $\mathrm{K}_{1}^{(i)}$ are the $i$-th derivatives of the Bessel function w.r.t. the argument. One can check that in the small- $p_{T}$ limit-meaning taking $N \rightarrow \exp \left(-\gamma_{E}\right)$-the above expressions exactly reproduce the standard small- $p_{T}$ expressions given by Eqs. (121)-(124) of Ref. [195]. The equivalence between taking $p_{T} \rightarrow 0$ and setting $N \rightarrow \exp \left(-\gamma_{E}\right)$ deserves further comment. On can check that the modified logarithmic variable $\ln \left(1+\hat{b}^{2} / b_{0}^{2}\right)$ of Ref. [195] is obtained from our modified $\ln (\chi(\hat{b}))$ by setting $\bar{N}=1$ which in Eqs. (3.3.9-3.3.12) translates into taking $N \rightarrow \exp \left(-\gamma_{E}\right)$.

### 3.3.3 Phenomenological results for SIPT

After checking the robustness of our resummation procedure using the Borel prescription, we are now ready to present phenomenological predictions. This section is devoted to the phenomenological studies of the impact of the soft-improved transverse momentum resummation on the production of a colourless final-system which in our case could be either the Higgs or Z-boson. The values of the central renormalization, factorization, and resummation scales is chosen to be either the Higgs mass ( $m_{H}=125 \mathrm{GeV}$ ) or the Z-boson mass ( $m_{Z}=91.187 \mathrm{GeV}$ ) with $G_{F}=1.663 \times 10^{-5} \mathrm{GeV}^{-2}$. The perturbative uncertainty is then computed using the seven-point method by varying the renormalization and factorization scales by a factor of two in either either direction around the central value. Whilst the small- $p_{T}$ region ( $p_{T} \ll m_{\mathrm{F}}$ ) of the transverse momentum spectra is dictated by the resummation, the region where $p_{T} \sim m_{\mathrm{F}}$ is controlled by smallness of the strong coupling in which the use of fixed-order calculations is fully justified. In this region, one therefore needs to switch on fixed-order computations through the matching procedure explained in Sec. (3.3.2). For the two processes we are interested, the QCD radiative corrections are fully known at NLO, see Sec. (2.4) and App. 2.B for details.

## Higgs boson production at LHC

We begin by studying the Higgs boson produced via gluon-gluon fusion in proton-proton collision at LHC with a center of mass energy $\sqrt{s}=13 \mathrm{TeV}$. In the following, we restrict ourselves to the region $p_{T}^{\mathrm{H}} \lesssim m_{T}$ where the HEFT description is appropriate. The fixedorder results have been obtained using HPT-MON [254] which has been benchmarked against HQT [242,250,255] and NNLOJet [26,256,257]. We first comment on results show in Fig. 12 in which the pure soft-improved transverse momentum and standard resummations are compared. The top panels show the different order of logarithmic accuracy (NLL and NNLL) along with the fixed-order results while the lower panels show the ratio of the various predictions w.r.t. the NNLL results. We see that the NLO results diverges to $(-\infty)$ as $p_{T} \rightarrow 0$ and it exhibits an unphysical peak at $p_{T} \sim 10 \mathrm{GeV}$. This arises due the non-cancellation between negative (next-to) leading and positive subleading logarithmic contributions. On the contrary, the resummations lead to a well-behaved transverse momentum distribution that has a (Jacobian) peak at $p_{T} \sim 10 \mathrm{GeV}$ and vanishes in the limit $p_{T} \rightarrow 0$. The scale dependence of the fixed-order result is about $\pm 10 \%$ at $p_{T}=20 \mathrm{GeV}$ which slightly decrease as the value of $p_{T}$ increases. Comparing the the NLL and NNLL of the standard transverse momentum resummation, we can highlight two main observations: first, as obviously expected, one can see that the scale uncertainties are reduced with the inclusion of NNLL terms, second, the uncertainty bands do not overlap in the small- $p_{T}$ region. The latter observation suggests that the resummed series poorly converges and/or the method of scale variations significantly underestimates logarithmic contributions due to the missing higher-order corrections. Now, comparing the standard to the soft-improved transverse momentum resummation, we observe a sizeable difference in the small- $p_{T}$ region. Indeed, we notice that the improved resummation displays faster perturbative convergence at small $p_{T}$. This can be understood as coming from the $N / \hat{b}$ corrections whose effect become less significant as the logarithmic accuracy increases. As a consequence, in the soft-improved transverse momentum resummation, the NLL result


Figure 12 Higgs transverse momentum spectra from gluon fusion at $\sqrt{s}=13 \mathrm{TeV}$ for the two types of resummation formalisms, namely the standard CFG (left) and the softimproved transverse momentum resummation (right). The top panels show the pure resummed results at various logarithmic accuracies along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL. The central scale is set to $m_{H}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases, $Q=m_{H}$.
is much closer to the NNLL result that in the standard resummation formalism. As a matter of fact, the NNLL uncertainty band is mostly contained in the NLL one. But as demonstrated above, the two resummation formalisms are comparable in the large- $p_{T}$ region. At NNLL, the difference between the standard and soft-improved transverse momentum resummation is almost invisible, but with the the latter having a moderately smaller uncertainty band due to the better convergence of the resummed series. Finally, one can see that the large- $p_{T}$ predictions of both resummations are completely off w.r.t. the fixed order results and hence can no longer be trusted. As a side note, unlike in the standard resummation formalism, the modified resummation does not require any regulation procedure to get rid of its large- $p_{T}$ behaviour. It instead relies on the fact its $\hat{b}=0$ limit coincides with the threshold resummed expression at the inclusive level.

As just mentioned above, in order to produce reliable predictions that is valid for all values of $p_{T}$, the pure resummed results have to be matched with the fixed-order calculations according to Eq. (3.3.5). The results are shown in Fig. 13 where the results using the standard resummation formalism are shown on the left while the results from the soft-improved resummation are shown on the right. The matching of the standard resummation to the fixed-order calculations improves the agreement between the NLL+LO, NNLL+NLO, and NLO predictions, mainly in the intermediate and large- $p_{T}$ region. As a matter of fact, the contribution of the LO finite component to the NLL+LO result is only about $2 \%$ in the peak and up to $50 \%$ in the large- $p_{T}$ region. Similar quantitative behaviour is observed at NNLL+NLO. Now, we can see that the uncertainty bands of the NLO and NNLL+NLO in the standard formalism mostly overlap for $p_{T}>20 \mathrm{GeV}$. In the context of


Figure 13 Higgs transverse momentum spectra from gluon fusion at $\sqrt{s}=13 \mathrm{TeV}$ for the two types of resummation formalisms, namely the standard CFG (left) and the softimproved transverse momentum resummation (right), when matched to fixed-order predictions. The top panels show the matched results at various logarithmic accuracies (NLO+LO and NNLL+NLO) along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL+NLO result. The central scale is set to $m_{H}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases, $Q=m_{H}$.
soft-improved transverse momentum resummation, the contribution of the LO and NLO finite components affect the pure resummed version as in the standard case. The difference being that the even in the small- $p_{T}$ limit, the NNLL+NLO uncertainty band is contained inside the NLL+LO band. At NNLL+NLO, the same observation as for the standard case still holds since both results are almost indistinguishable at a such logarithmic accuracy. Finally, it is worth emphasizing that in the context of soft-improved resummation, the matched results have a broadly similar features to the purely resummed ones. That is, in the small- $p_{T}$ region, the matching of the improved resummation changes the result less than the matching of the standard resummation.

## Z boson production at the Tevatron Run II

Let us know turn our attention to the application of the improved transverse momentum resummation to the case of $Z$ boson production decaying into a pair of leptons. In particular, we consider the production of a $Z$ boson with mass $m_{z}=91.187 \mathrm{GeV}$ a the Tevatron [258-260] with a center of mass energy $\sqrt{s}=1.96 \mathrm{TeV}$. Such a choice is motivated by the fact that soft contributions for DY processes are expected to be more pronounced at colliders with lower center of mass energy. In all the subsequent DY analyses, the fixed-order results are obtained using DYQT [242,243]. Fig. 14 shows the pure resummed results in which the soft-improved transverse momentum and standard resummations are compared. Analogous to Fig. 12, the top panels show the results for the different order of


Figure 14 Transverse momentum spectra of the $Z$ boson production at Tevatron run II with $\sqrt{s}=1.96 \mathrm{TeV}$ for the two types of resummation formalisms, namely the standard CFG (left) and the soft-improved transverse momentum resummation (right). The top panels show the pure resummed results at various logarithmic accuracies along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL. The central scale is set to $m_{Z}$. The uncertainty bands are computed using the seven-point scale variation method, and in all cases, the resummation scale is fixed to $Q=m_{Z}$.
logarithmic accuracy while the lower panels show the ratio of the various predictions w.r.t the respective NNLL results. In both types of resummation, one sees similar features as for the Higgs boson production, namely the fact that the resummation yield a well-behaved transverse momentum distribution in the small- $p_{T}$ region and that the distribution vanishes when $p_{T} \rightarrow 0$. The distribution then peak at about $p_{T} \sim 2 \mathrm{GeV}$ before vanishing again at large- $p_{T}$. Contrary to the case of the Higgs boson production, the resummed series, even for the standard approach, seem to converge fast: the NNLL uncertainty bands is almost entirely contained inside the NLL. Both at NLL and NNLL, the soft-improved transverse momentum resummation is analogous to the standard transverse momentum resummation at low- $p_{T}$; noticeable difference occur at values of large- $p_{T}$ where the improved resummation displays better convergence. It can indeed be seen that not only the agreement between the NNLL+NLO and fixed order results has improved, but also the NLL+LO and NNLL+NLO bands overlap although the latter is not entirely contained in the former. In addition, one can also notice a slight decrease in uncertainties when going from the standard to the improved transverse momentum resummation.

The results of the resummed predictions when matched to fixed-order calculations are shown in Fig. 15. As in all the previous cases, the results using the standard resummation formalism are shown on the left while the results from the soft-improved standard resummation are shown on the right. Due to the nice convergence of the resummed series, there is a good agreement between the NLL+LO, NNLL+NLO, and NLO results. Notice that this can be seen in the two resummation formalisms. As a matter of fact, not only


Figure 15 Transverse momentum spectra of the $Z$ boson production at Tevatron run II with $\sqrt{s}=1.96 \mathrm{TeV}$ for the two types of resummation formalisms, namely the standard CFG (left) and the soft-improved transverse momentum resummation (right), when matched to fixed-order predictions. The top panels show the matched results at various logarithmic accuracies (NLO+LO and NNLL+NLO) along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL+NLO result. The central scale is set to $m_{Z}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases, $Q=m_{Z}$.
the NNLL+NLO bands are smaller compared to the NLL+LO, but also the latter is also contained in the former. For both resummation formalisms, the contributions of the finite components (LO \& NLO) to the resummed results are less than $5 \%$ in the small- $p_{T}$ region and between $10-20 \%$ in the region where $p_{T}$ is large. The improved transverse momentum resummation only differs from the standard approach in two ways. First, the uncertainty bands in the improved resummation is seen to be smaller compared to the standard resummation. This is at least true for all values of $p_{T}$ shown on the plots. Second, while both resummations clearly yield inaccurate predictions in the large- $p_{T}$ regions due to the presence of non-justified logarithms, the soft-improved resummation seems to converge to the fixed-order result where the standard resummation appears to deviate from it.

### 3.3.4 Phenomenological results for the combined resummation

The soft-improved transverse momentum resummation clearly does not account for all the soft logarithms that appear in the threshold resummation. These are soft gluons emitted at large angle. Thus, in order to take these soft logarithms into account, one needs to consistently incorporate the pure threshold resummation into the soft-improved transverse momentum resummation. While observations suggest that this might be possible, the non-commutativity of the Mellin and Fourier integrals makes it difficult to construct such an expression. In the following passage, we briefly expand on the soft contributions
present in the improved resummation while explicitly referring to the threshold resummed expressions.

The threshold resummation at fixed $\xi_{p}$ consists of four factors: three $\xi_{p}$ independent and one $\xi_{p}$ dependent. Two of the $\xi_{p}$ independent terms originate from the incoming legs, while the third originates from the system that recoils against the large $-\xi_{p}$ colourless final state. The $\xi_{p}$ dependent term resums both a subclass of soft and recoil contributions.

Let us first start with the soft contributions that are not at all present in the soft-improved transverse momentum. Soft radiations originating from the outgoing legs that are soft but not collinear are only present at fixed $-\xi_{p}$ and are therefore missing in the improved resummation. Such contributions can be simply added to the improved resummation with the logarithmic terms in $\xi_{p}$ subtracted from the $\sigma_{c \bar{c}}^{\mathrm{F}} C_{a b c}^{(1)}$ prefactor. This is because threshold resummation starts one order higher than the (soft-improved) transverse momentum resummation.

Next, Let us discuss the interference term which simultaneously resums subclasses of soft and collinear contributions. In $\Delta_{a b c}$, soft logarithms are resummed to all order while logarithms of $\xi_{p}$ are only resummed at NLL. That is, only terms of the form $\alpha_{s}^{n} \ln ^{m} N \ln \xi_{p}$ appears in the interference term while for example term such as $\alpha_{s}^{2} \ln N \ln ^{2} \xi_{p}$ do not. These terms, upon expansion of the full threshold resummed expression, will be multiplied by positive powers of $\xi_{p}$ which from the point of the view of the improved resummation are power suppressed. Based on the renormalization group arguments, such contributions can be made manifest in the the soft-improved transverse momentum resummation by replacing $q^{2}$ with $q^{2} / N$ in the argument of $\alpha_{s}$ in the perturbative function $A_{c}$ of Eq. (2.4.49).

Lastly, let us comment on the two radiative contributions which originate from the incoming legs. Subclasses of these contributions are already resummed in the standard transverse momentum resummation. Indeed, the standard transverse momentum resummation has $N$ independent coefficients provided that the PDF evolutions are evaluated at the scale $1 / \hat{b}$ in which case particular classes of soft logarithms are resummed in the anomalous dimensions. However, at the inclusive level, the total cross section also contains double soft collinear logarithms which arise when one integrates over the whole range of $\xi$. These contributions are not included in the standard resummation approach but present in the improved formulation of transverse momentum resummation. Indeed, due to the property that soft-improved transverse momentum leads to the total inclusive cross section when $\hat{b}=0$ (equivalent to integrating in $\xi_{p}$ ), these logarithms which appear at the total cross section level are taken into account. In addition to these, thanks to the new factorization, the soft-improved transverse momentum resummation (as in the threshold resummation) exhibits the $1 / \sqrt{N}$ behaviour in the large- $N$ limit. This, however, is only true at the level of the generating function in Eq. (2.4.6). Upon performing first the Fourier and then the Mellin integrals, this behaviour is lost. One can indeed check in Eq. (2.4.40) that such a behaviour is no longer present. Thus, in order to consistently account for these missing soft logarithms, one needs (at least) to construct an expression of the generating function where this behaviour in the large- $N$ limit is preserved. Such an expression is not available at present.

For the sake of phenomenological studies, it suffices to combine the pure threshold and soft-improved transverse momentum resummations using some suitable matching function. The matching function must be chosen such that the the combined result reproduces the soft-improved transverse momentum and threshold resummation at small-
$\xi_{p}$ and large- $x$ respectively. One possible expression for the matching function has been proposed and studied in Refs. [165,235] where the combined resummed expression is defined as follows

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{cmb}}}{d \xi_{p}}\left(N, \xi_{p}\right)=\left(1-T\left(N, \xi_{p}\right)\right) \frac{d \hat{\sigma}_{a b}^{\mathrm{tr}}}{d \xi_{p}}\left(N, \xi_{p}\right)+T\left(N, \xi_{p}\right) \frac{d \hat{\sigma}_{a b}^{\mathrm{th}}}{d \xi_{p}}\left(N, \xi_{p}\right) \tag{3.3.13}
\end{equation*}
$$

The matching function is defined as $T=N^{k} \xi_{p}^{m} /\left(1+N^{k} \xi_{p}^{m}\right)$ where the values of $k$ and $m$ can be chosen arbitrarily provided that $m<k$. This is because the combined resummation results that differ from the soft-improved transverse momentum resummation by $\mathcal{O}\left(\xi_{p}^{m}\right)$ corrections when $\xi_{p} \rightarrow 0$, and from the threshold resummation by $\mathcal{O}\left(N^{-1}\right)$ corrections when $N \rightarrow \infty$. Such a combined resummed expression resums small- $\xi_{p}$ logarithms up to NNLL accuracy while threshold ones are resummed up to NNLL* according to the counting in Table 1 of Ref. [261].

For the subsequent phenomenological studies of the impact of adding the pure threshold contribution to the soft-improved transverse momentum resummation, we consider the exact same settings as in Sec. (3.3.3). In addition to defining a proper value of the cutoff entering in the Borel prescription, one also has to define the free parameters entering the matching function in Eq. (3.3.13). The following results are produced by setting $k=3$ and $m=2$. There is some arbitrariness in the definition of $k$ and $m$, however, we did explicitly check that results do not change provided that $k$ is chosen from 2 to 5 and $m<k$. The variation of these parameters can therefore be used to assess the ambiguity of the combined resummed expression.

## Higgs boson production at LHC

Analogous to the previous phenomenological studies, let us first study the impact of the combined resummation formalism to the Higgs boson production. The results are shown in Fig. 16 with the pure resummed results on the left and the matched to fixedorder results on the right. Since the contribution of the pure threshold resummation is only effective when $N$ is large and $\hat{b}$ is fixed, soft-improved transverse momentum and combined resummation are exactly similar up to scales of at least 40 GeV . This is true for both unmatched and matched results. Comparing the pure combined results with the pure soft-improved results in Fig. 12, we notice significant difference in the large- $p_{T}$ region. The inclusion of the threshold contributions leads to a surprising agreement between the NNLL and the fixed-order result, although noticeable difference persists between the NLL and the NLO results for larger values of $p_{T}$. Perhaps the most interesting feature of the combined resummation is the fact that the even in the absence of a matching procedure, the resummation computation seems to capture the behaviour of the fixed-order results in the regions where where standard transverse momentum resummation fails to give accurate predictions. At the matched level, the combined results are different from the soft-improved resummation in that the former yield better agreement with the fixed-order results. When going from the pure combined resummed results to the matched results, we see some increase in the uncertainty in the intermediate and large- $p_{T}$ regions which suggests that the uncertainty is underestimated in the case matching is absent. The upshot here is that the matching of the combined resummation changes the result less than the


Figure 16 Higgs transverse momentum spectra from gluon fusion at $\sqrt{s}=13 \mathrm{TeV}$ for the combined resummation formalisms. The pure resummed results are shown on the left when the results matched to fixed-order calculations are shown on the right. The top panels show the absolute results for the various logarithmic orders along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL (+NLO) result. The central scale is set to $m_{H}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases, the resummation scale is set to $Q=m_{H}$.
matching of the soft-improved resummation, and the latter less than the matching of the standard transverse momentum resummation.

## Z boson production at the Tevatron Run II

Let us finally close the section on the improved and combined resummations by presenting the numerical results for the $Z$ boson production at Tevatron run II. The settings are exactly similar to the results presented in previous sections. The results are shown in Fig. 17 with the pure combined resummed results on the left and the results matched to fixedorder calculations on the right. By comparing the pure combined resummed results with the pure soft-improved results in Fig. 14, we see similar features as for the Higgs boson production, namely that the combined resummation yield surprising agreement with the fixed-order results in the large- $p_{T}$ region. This is even more pronounced in the case of $Z$ boson production as the the three bands (namely NLO, NLL, and NNLL) now overlap. This behaviour remains when we match the pure resummed calculations to the fixedorder results. In particular, we can notice impressive agreement between the NLL+LO, NNLL+NLO, and NLO results. Not only is the NNLL+NLO band smaller compared to the NLL+LO but the latter is also contained in the former suggesting a good convergence of the resummed perturbative expansion. These results suggest that for the transverse momentum distribution of the $Z$ boson where $x$ is often far from threshold (unity), the effect of the threshold resummation is less pronounced.


Figure 17 Transverse momentum spectra of the $Z$ boson production at Tevatron run II with $\sqrt{s}=1.96 \mathrm{TeV}$ for the combined resummation formalisms. The pure resummed results are shown on the left when the results matched to fixed-order calculations are shown on the right. The top panels show the absolute results for the various logarithmic orders along with the NLO fixed-order result. The lower panels show the ratio of the various predictions w.r.t to the NNLL (+NLO) result. The central scale is set to $m_{Z}$. The uncertainty bands are computed using the seven-point scale variation, and in all cases, the resummation scale is set to $Q=m_{Z}$.

### 3.4 Approximating NNLO Higgs $p_{T}$ distributions using resummations

To the present day, the inclusive and transverse momentum distributions of the Higgs boson production are known to very high precision. The total inclusive cross section was originally computed at next-to-leading order (NLO) in the heavy-top-quark limit in Refs. [182, 183,262] and later on with finite top mass in Ref. [263]. These results were extended to NNLO in the infinite top mass limit in Refs. [9,69,264] and in Refs. [69,265-270] for the finite top mass. The N3LO result including the finite top quark mass effect was first available as an approximation using the knowledge of the singularity structure in Mellin space of the all-order computations [133]. Recently, several calculations at N3LO with finitetop quark mass have been available [10,271-274]. As introduced in previous passages, the differential distributions for the Higgs boson production is known up to NNLO [23-26]. Since these results are often obtained numerically, reading off the coefficients that are relevant for the comparison to all-order computations is not practically feasible.

In the following sections, we present a formalism for the construction of the Higgs transverse momentum distributions beyond NNLO using all-order computations. The approach is inspired by Ref. [133] in which it was argued at the inclusive level that an approximation to a N3LO expression can be derived from the knowledge of the singularity structure of the all-order computations in Mellin space. It was suggested that an approximation to a partonic cross section can be constructed by simply combining the small and large- $N$ behaviours which can respectively be predicted from the high-energy
and threshold resummation. Indeed, as we have highlighted many times, threshold resummation embodies to all-order in $\alpha_{s}$ logarithms of the form $\ln N$ that drives the transverse momentum spectra in the limit $N \rightarrow \infty$, while the behaviour $(N-1)^{n}$ for $N \rightarrow 1$ is fully determined to all-order by the small- $x$ resummation. Therefore, for a partonic cross section known up to $\mathrm{N}^{n} \mathrm{LO}$ (i.e. $\mathcal{O}\left(\alpha_{s}^{n}\right)$ ), the approximate expression is constructed as a combination between fixed-order calculations and an expansion from resummations

$$
\begin{equation*}
\left[\frac{d \hat{\sigma}_{a b}}{d \xi_{p}}\right]^{\mathrm{N}^{n+1} \mathrm{LO}}\left(N, \xi_{p}\right)=\left[\frac{d \hat{\sigma}_{a b}}{d \xi_{p}}\right]^{\mathrm{N}^{n} \mathrm{LO}}\left(N, \xi_{p}\right)+\frac{d \hat{\sigma}_{a b}^{(n+1)}}{d \xi_{p}}\left(N, \xi_{p}\right) \tag{3.4.1}
\end{equation*}
$$

where the last term on the right-hand side is the approximate expression computed by expanding the all-order computations and retaining only the $\alpha_{s}^{(n+1)}$-term. Its expression is given as a contribution from the different small $-N$ and large- $N$ behaviours

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{(n)}}{d \xi_{p}}\left(N, \xi_{p}\right)=\frac{d \hat{\sigma}_{a b}^{\mathrm{he},(n)}}{d \xi_{p}}\left(N, \xi_{p}\right)+\frac{d \hat{\sigma}_{a b}^{\mathrm{th},(n)}}{d \xi_{p}}\left(N, \xi_{p}\right) \tag{3.4.2}
\end{equation*}
$$

Notice that no matching function was introduced here. This means that Eq. (3.4.2) is only valid if the small- $N$ behaviour controlled by the high-energy contribution is not spoiled by the threshold component and vice-versa. While in Ref [133], it was shown that better approximation can be constructed by modifying the pure threshold contribution in such a way that the singularity structure at small- $N$ is preserved, here we first present results without modifying the singularity structure of any of the contribution. We stress that the results presented here are just meant to be a proof of concept and more deeper analyses will be the subject of forthcoming studies in the context of DY. One might argue that the construction of such an approximation is doomed to fail since the Higgs production at the LHC is far from threshold. However, by analyses of the position of the saddle point in Mellin space [275] it was shown at the level of the inclusive cross section that the bulk of the contribution to the cross section are controlled by logarithmically enhanced terms. We expect this statement to hold at the level of transverse momentum distributions.

As a proof of concept, let us mainly focus on the $g g$-channel. This is justified since the main bulk of the cross section comes from the $g g$-channel while the contribution from the other channels are small. In Fig. 18 we show the contribution of the various (sub) channels ( $g g, g q, q \bar{q}$, notice that $g q$ and $q g$ are the same) to the full hadronic cross section. We can clearly see that both at LO and NLO, the $g g$-channel is by far the most dominant channel that contributes to the Higgs boson production from gluon fusion. As a matter of fact, at leading-order the $g g$-channel contributes to about $70 \%$ of the full cross section while at next-to-leading order it contributes to about $85 \%$. This is even more evident when looking at the relative difference in the lower panel of Fig. 18 where we see that for all the values of $p_{T}$ considered, the uncertainty bands of the $g g$-channel and the full result overlap. Similar behaviour can be observed by comparing the partonic channels in Mellin space. This is shown in Fig. 19 where we plot the Mellin space partonic cross section for the various partonic channels from which we can see that the $g g$-channel provides the most dominant contribution.


Figure 18 Contribution of the various (sub) channels $(g g, g q, q \bar{q})$ to the full hadronic cross section at the center of mass energy $\sqrt{s}=13 \mathrm{GeV}$. The full hadronic result (blue) is also for reference. The results are shown for both the LO (left) and NLO (right). The upper panels show the absolute results while the lower panels show the ratio between the various channels and the full hadronic result. the uncertainty bands are computed using the seven-point scale variation method depicted in Fig. 3. In all cases the mass of the Higgs is set to $m_{H}=125 \mathrm{GeV}$.

### 3.4.1 The large- $N$ (large- $x$ ) region

Let us first start by describing the large- $N$ approximation of the coefficient function (or partonic cross section) in Eq. (3.4.1). The threshold resummed expression is given by Eq. (2.3.20) which can be written in a much simpler form as

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{th}}}{d \xi_{p}}\left(N, \xi_{p}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\tilde{\mathcal{C}}_{a b}\left(N, \xi_{p}\right) \exp \left\{\sum_{n=1}^{\infty} \alpha_{s}^{n-2} g_{n}\left(N, \xi_{p}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)\right\} \tag{3.4.3}
\end{equation*}
$$

where $\tilde{\mathcal{C}}$ collects all the non-logarithmic dependence and all the enhanced logarithmic parts are resummed in the exponent. Notice that $\tilde{\mathcal{C}}$ is also a perturbative function in $\alpha_{s}$ where $\alpha_{s} \equiv \alpha_{s}\left(\mu_{R}^{2}\right)$. In our derivation, we showed that the $g_{n}$ functions are known up to $g_{3}$. This will allow us to construct an approximation of the NNLO term of the transverse momentum distribution. Before doing so, let us first analyse Eq. (3.4.3). Its expansion as a series in the strong coupling can be expressed as

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{th}}}{d \xi_{p}}\left(N, \xi_{p}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\tilde{\mathcal{C}}_{a b}\left(N, \xi_{p}\right) \sum_{n=1}^{\infty} \alpha_{s}^{n} \sum_{k=0}^{2 n} \tilde{g}_{n, k}\left(N, \xi_{p}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)\left(\ln N+\gamma_{E}\right)^{k} \tag{3.4.4}
\end{equation*}
$$

where the coefficients $\tilde{g}_{n, k}$ can be determined to all-order in the strong coupling. One can immediately see that the appearance of the $N$-enhanced term on the right-hand side


Figure 19 Contribution of the various partonic (sub) channels ( $g g, g q, q \bar{q})$ to the partonic cross section in Mellin space. The results are shown for the Higgs boson production at the LHC with $\sqrt{s}=13 \mathrm{TeV}$ for different values of the transverse momentum, namely $p_{T}=5 \mathrm{GeV}$ (top) and $p_{T}=150 \mathrm{GeV}$ (bottom). The results have been computed at the central scale, i.e. the normalization, factorization, and resummation scales have been set to the Higgs boson mass.
of Eq. (3.4.4) does not exactly correspond to the Mellin transform of the $x$-space expressions. Indeed, the Mellin transform of the plus distributions (for $k=1$ ) appearing in $x$-space takes the following form

$$
\begin{equation*}
\int_{0}^{1} d x x^{N-1}\left(\frac{\ln (1-x)}{1-x}\right)_{+}=\frac{1}{2}\left(\gamma_{E}^{2}+\frac{\pi^{2}}{6}\right)+\gamma_{E} \psi_{0}(N)+\frac{1}{2}\left(\psi_{0}^{2}(N)-\psi_{1}(N)\right) \tag{3.4.5}
\end{equation*}
$$

where $\psi_{n}$ denotes the Polygamma functions. The logarithms of $N$ then arise upon taking the large- $N$ limit of the digamma function $\psi_{0}$. Reciprocally, the inverse Mellin transform of $\ln N$ in terms of a plus distribution is given by

$$
\begin{equation*}
\mathcal{M}^{-1}(\ln N) \propto\left(\frac{\ln (\ln 1 / x)}{\ln 1 / x}\right)_{+} \tag{3.4.6}
\end{equation*}
$$

In addition, not only the expanded expression in Eq. (3.4.4) does not exactly correspond to the ones that appear in the fixed-order calculations but also Eq. (3.4.4) displays an unphysical singularity. By inspecting the right-hand side of Eq. (3.4.4), one observes that
the expression exhibits a logarithmic branch cut at $N=0$. This is not in accordance with the exact fixed-order results whose singularity is represented by poles at small- $N$, not cuts. It is, however, crucial to emphasize that despite this mismatch-which only appear at small $N$-the asymptotic behaviour of the fixed-order calculations in the large- $N$ limit is correctly reproduced by the expansion in Eq. (3.4.4). The correct singularity structure in the small- $N$ region of the resummed expression can be restored back by carefully exploiting the analyticity of the Mellin space cross section, as described in Ref. [133]. Here, we resort to an approach in which the logarithms of $N$ are simply replaced by the digamma functions [216]. This yields the following expanded resummed expression

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\mathrm{th}}}{d \xi_{p}}\left(N, \xi_{p}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)=\tilde{\mathcal{C}}_{a b}\left(N, \xi_{p}\right) \sum_{n=1}^{\infty} \alpha_{s}^{n} \sum_{k=0}^{2 n} \tilde{g}_{n, k}\left(N, \xi_{p}, \frac{Q^{2}}{\mu_{R}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}\right)\left(\psi_{0}(N)+\gamma_{E}\right)^{k} \tag{3.4.7}
\end{equation*}
$$

The distinction between Eq. (3.4.4) and Eq. (3.4.7) is often referred to as $N$-soft versus $\psi$-soft. To better understand the difference between the two soft expressions, we compare them in Fig. 20 along with the partonic fixed-order result for the $g g$-channel for various values of $p_{T}$. On the $y$-axis is plotted the coefficient $d \hat{\sigma}_{a b}^{\operatorname{tr},(2)} / d \xi_{p}$ which contains both the strong coupling $\alpha_{s}$ and the Born level cross section $\sigma_{0}$. Notice that our expressions are shifted such that the pole is now at $N=0$ instead of $N=1$. Since the transverse momentum distribution of the Higgs gluon production via gluon fusion is largely dominated by large $N$ terms down to moderately small values of $N$, we decided to present the results for $N$ between zero and one in order to clearly see what is happening close to the poles. This can be seen from the plots where the three curves start to converge from $N \sim 1.5$. We can see that the difference between the $N$-soft and $\psi$-soft schemes only lies in the small- $N$ region. Henceforth, we choose to adopt the $\psi$-soft approach for the construction of the approximated expression.

### 3.4.2 The small- $N$ (small $-x$ ) region

The leading logarithmic (LL $x$ ) high-energy (or often referred to as small- $x$ ) resummation of transverse momentum distribution has been derived in Ref. [276]. The computations were performed by keeping the initial-state gluons off their mass-shell, $p_{i}^{2}=\left|p_{T, i}\right|^{2}$. An impact factor $h$ is then computed by means of a triple Mellin transform: one Mellin transform conjugate to the partonic variable $x$ and two Mellin transforms w.r.t the offshellness of the incoming gluons $\xi_{i}=\left|p_{T, i}\right|^{2} / Q^{2}$. For the case of Higgs boson produced via gluon fusion in the HEFT formalism, the high-energy resummed transverse momentum distribution for the $g g$-channel is expressed as

$$
\begin{equation*}
\frac{d \hat{\sigma}_{g g}^{\mathrm{he}, \mathrm{H}}}{d y_{H} d \xi_{p}}\left(N, \hat{b}, \xi_{p}\right)=h\left(0, \tilde{\gamma}^{-}(N, \hat{b}), \tilde{\gamma}^{+}(N, \hat{b}), \xi_{p}\right) \tag{3.4.8}
\end{equation*}
$$

where the impact factor is defined according to

$$
\begin{equation*}
h\left(N, \tilde{\gamma}^{-}, \tilde{\gamma}^{+}, \xi_{p}\right)=\sigma_{\mathrm{H}, g g}^{\mathrm{Borg}} \frac{\tilde{\gamma}^{+} \tilde{\gamma}^{-} \xi_{p}^{\tilde{\gamma}_{p}^{+}} \xi_{p}^{\tilde{\gamma}^{-}}}{\xi_{p} \pi\left(1+\xi_{p}\right)^{N}} R\left(\tilde{\gamma}^{+}\right) R\left(\tilde{\gamma}^{-}\right) \tag{3.4.9}
\end{equation*}
$$



Figure 20 Second-order contributions of the Higgs transverse momentum distribution at the LHC with $\sqrt{s}=13 \mathrm{TeV}$. The coefficient includes the strong coupling and the Born level cross section. The fixed-order result is compared to the two different types of soft approximations given in Eq. (3.4.4) and Eq. (3.4.7). The results are shown for different values of the transverse momentum, namely $p_{T}=5,10,90,250 \mathrm{GeV}$. The results have been computed at the central scale, i.e. $m_{H}^{2}=\mu_{F}^{2}=\mu_{R}^{2}$.

$$
\int_{0}^{\infty} \frac{d \xi_{1}}{\tilde{\zeta}_{1}^{2}} \xi_{1}^{\tilde{\gamma}^{+}} \int_{\left(1-\sqrt{\xi_{1}}\right)^{2}}^{\left(1+\sqrt{\xi_{1}}\right)^{2}} \frac{d \xi_{2}}{\tilde{\zeta}_{2}^{2}} \xi_{2}^{\tilde{\gamma}^{-}} \frac{\left(1-\xi_{1}-\xi_{2}\right)^{2}}{\sqrt{2 \xi_{1} \xi_{2}+2 \xi_{1}+2 \xi_{2}-1-\xi_{1}^{2}-\xi_{2}^{2}}}
$$

As described in Ref. [276], the integrals in Eq. (3.4.9) can be computed by introducing a new variable $u$ defined as $\xi_{2}=1+\xi_{1}-2 \sqrt{\xi_{1}} u$ transforming the $\left(\xi_{1}, \xi_{2}\right)$-integral into an integration in $\xi_{1}$ and $u$. The final result can consequently be obtained in a closed form by first performing an expansion in powers of $u$, then performing the integration term-by-term, and finally summing back the series. This leads to the following expression

$$
\begin{align*}
h\left(N, \tilde{\gamma}^{-}, \tilde{\gamma}^{+}, \xi_{p}\right) & =\sigma_{\mathrm{H}, g g}^{\text {Born }} \frac{\tilde{\xi}_{p}^{\tilde{\gamma}^{+}} \tilde{\xi}_{p}^{\tilde{\gamma}^{-}}}{\xi_{p}\left(1+\xi_{p}\right)^{N}} R\left(\tilde{\gamma}^{+}\right) R\left(\tilde{\gamma}^{-}\right) \times  \tag{3.4.10}\\
& {\left[\left(1+\frac{2 \tilde{\gamma}^{+} \tilde{\gamma}^{-}}{1-\tilde{\gamma}^{+}-\tilde{\gamma}^{-}}\right) \frac{\Gamma\left(1+\tilde{\gamma}^{+}\right) \Gamma\left(1+\tilde{\gamma}^{-}\right) \Gamma\left(2-\tilde{\gamma}^{+}-\tilde{\gamma}^{-}\right)}{\Gamma\left(2-\tilde{\gamma}^{+}\right) \Gamma\left(2-\tilde{\gamma}^{-}\right) \Gamma\left(\tilde{\gamma}^{+}+\tilde{\gamma}^{-}\right)}\right] . }
\end{align*}
$$

The perturbative functions $R$ accounts for the factorization scheme. In $\overline{\mathrm{MS}}$ scheme, the first non-vanishing orders are given by $R(\tilde{\gamma})=1+8 \zeta_{3} \tilde{\gamma}^{3} / 3+\mathcal{O}\left(\tilde{\gamma}^{4}\right)$. The resummed
anomalous dimensions $\tilde{\gamma}^{ \pm}$are also perturbative functions and therefore can be written as a series in the coupling $\tilde{\gamma}=\sum_{n=1}^{\infty} \tilde{\gamma}^{(n)}$. It has been shown [277,278] that these anomalous dimension entirely determine the nature of the small $-N$ singularity of the (differential) cross sections at the the resummed level. They are expressed in terms of the standard anomalous dimensions via the following relation

$$
\begin{equation*}
\tilde{\gamma}^{ \pm}(N, \hat{b})=\gamma\left(N \pm i \frac{\hat{b}}{2}\right) \tag{3.4.11}
\end{equation*}
$$

For the construction of the approximate differential distribution, we are are interested in the finite order expansion of the resummed expression given in Eq. (3.4.8). Thus, one can expand the resummed expression in Eq. (3.4.8) as a series in the strong coupling and perform the integration over the rapidity which is equivalent to setting $\hat{b}=0$. The NLO high-energy resummed expression is then written as

$$
\begin{equation*}
\frac{d \hat{\sigma}_{g g}^{\mathrm{he}, \mathrm{H}}}{d \xi_{p}}\left(N, \xi_{p}\right)=\sigma_{\mathrm{H}, g g}^{\mathrm{Born}}\left[\left(\frac{\alpha_{s}}{\pi}\right) \frac{C_{A}}{N} \frac{2}{\xi_{p}}+\left(\frac{\alpha_{s}}{\pi}\right)^{2}\left(\frac{2 C_{A}}{N}\right)^{2} \frac{\ln \xi_{p}}{\xi_{p}}\right]+\mathcal{O}\left(\alpha_{s}^{3}\right) \tag{3.4.12}
\end{equation*}
$$

Higher-order coefficients up to $\mathcal{O}\left(\alpha_{s}^{4}\right)$ are derived by taking the Mellin transforms of Eqs. (4.12) of Ref. [276]. Eq. (3.4.12) is what we are going to use for the construction of the approximate transverse momentum distribution.

In order to assess the goodness of the high-energy expressions as an approximate to the fixed-order result in the small- $N$ (equivalently small- $x$ ) regions, we compare the the high-energy approximation to the known second order coefficient from the fixed-order computations. The results are shown in Fig. 21 for various values of $p_{T}$. Since we are mainly interested in the region where the bulk of the contribution is dominated by small- $x$ physics, we show the plots for moderately small values of $N$. In view of combining the high-energy approximation to the threshold approximation-which provides the large- $N$ behaviour-one has to make sure that the small- $N$ contributions vanish at moderately large value of $N$. In Ref. [133], this is systematically enforced by subtracting from the high-energy expressions contributions that have the same small- $N$ singularities but vanish as $N \rightarrow \infty$. Such a restriction is not required in our case as the distribution clearly vanishes when $N \rightarrow \infty$. Eq. (3.4.12) indeed shows that as long as the transverse momentum does not vanish, the transverse momentum distribution always vanish in the large- $N$ limit. Interestingly, the vanishing point is located in the vicinity of $N=1$ which coincides with what has been observed at the inclusive level [133] considering that the singularity in the plots of Fig. 21 is shifted to the left by one unit w.r.t. the aforementioned reference. Fig. 21 shows that the high-energy expressions provide a good approximate to the fixedorder results in the small- $N$ region while not spoiling the large $-N$ singularities. Only for $p_{T}=90 \mathrm{GeV}$ small discrepancies between the two results can be noticed.

### 3.4.3 Partonic level results at NLO

Before presenting results for the approximate NNLO transverse momentum distribution, which will be shown in the subsequent section at the hadronic level, let us first compare the approximate predictions to known exact results, namely NLO. The results are shown


Figure 21 Second-order contributions of the Higgs transverse momentum distribution at the LHC with $\sqrt{s}=13 \mathrm{TeV}$. The coefficient includes the strong coupling and the Born level cross section. The fixed-order result is compared to the high-energy approximation given in Eq. (3.4.12) and considering only the second-order terms. The results are shown for different values of the transverse momentum, namely $p_{T}=5,10,90,250 \mathrm{GeV}$. The results have been computed at the central scale.
in Fig. 22 for different values of $p_{T}$; similar results but zoomed in the small- $N$ region are shown in Fig. 23. Each plot compares the exact NLO coefficient functions to the pure threshold and high-energy approximations, and to the combined small and large- $N$ approximation. While the absolute results are shown on the top panels, the ratio of each approximations to the exact result is shown on the bottom panels. The uncertainty bands are obtained as the envelope from the variation of the renormalization and factorization scales according to the seven-point method.

Let us first focus our attention at the small- $N$ region $(N<1)$. For all the values of $p_{T}$, it is apparent that the combined approximate results reproduce fairly well the exact fixed-order results. Not only the two uncertainty bands of two results overlap, but in all the cases except for $p_{T}=5 \mathrm{GeV}$, the uncertainty band of the exact results are contained within the approximation. This, at least, suggests that the approximations do not underestimate uncertainties associated to missing higher-order corrections. Moving to the region where $N>1$, one notices that discrepancies appear between the exact and approximate results, as if the latter is the same as the former upon addition or subtraction of a constant term.


Figure 22 Comparison of the second order coefficient of the Higgs transverse momentum distribution (blue) to the various approximations resulting from the expansion of the threshold (orange), high-energy (green), and combined threshold and high-energy resummations (red). The Higgs boson is produced via gluon fusion from a collision of protons at $\sqrt{s}=13 \mathrm{GeV}$. The top panels show the absolute results while the bottom panels show the ratio of the various predictions to the the exact NLO. The results are shown for different values of the transverse momentum, namely $p_{T}=5,10,90,250 \mathrm{GeV}$.

This could be due to the fact that, as opposed to Ref. [133], we have not modified the subleading terms that contribute to the threshold expressions. This difference, however, reduces as the value of the transverse momentum increases. Indeed, while the combined small and large- $N$ behaviour provide a reasonable good approximation to the exact result when $p_{T}=90 \mathrm{GeV}$, the uncertainty band of the approximate result is entirely contained in


Figure 23 Same as Fig. 22 but zoomed in the small- $N$ region.
the uncertainty band of the fixed-order exact result when $p_{T}=250 \mathrm{GeV}$. This suggests that the large- $N$ approximation could be improved by supplementing to it a contribution that vanishes as $p_{T} \rightarrow \infty$. These results support the statement made earlier that the impact of the threshold resummation is more significant for large values of $p_{T}$.

### 3.4.4 Hadronic level results

Let us finally turn our attention to the approximate NNLO transverse momentum distribution. Similar to what was done at the partonic level, for the approximation, we supplement the known NLO transverse momentum spectra with the $\alpha_{s}^{3}$-terms from the expansion of the threshold and high energy resummations. The inverse Mellin transform is then


Figure 24 Approximate NNLO Higgs transverse momentum distribution for the $g g$ channel by combining threshold and high energy resummations. The NNLO prediction is represented by the red curve. For comparison, the LO (blue) and NLO (green) are also shown. The top panel represents the absolute results while the bottom panel represents the relative difference between the various predictions and the NNLO. As usual, the uncertainty bands are computed using the seven-point scale variation. In all the plots, the resummation scale $Q$ is set to the Higgs mass $m_{H}$.
computed using the same contour deformation used to define the Minimal Prescription as described in Sec. (3.1.1). In order to alleviate the need of presenting plots with different values of $p_{T}$, we present directly the results at the hadronic level. The results are shown in Fig. 24. For comparison, both the LO and NLO results are also included. As discussed in the previous section, the results are only shown for the $g g$ channel. As expected, the uncertainty band of the NNLO prediction is slightly smaller compared to the one from NLO. In addition, the uncertainty bands of the NLO and NNLO predictions mostly overlap in the range of $p_{T}$ values considered in which the latter is mostly contained in the former.

### 3.5 Summary

This chapter focused on the phenomenological studies of the transverse momentum distributions of two colour singlet objects, namely the Higgs boson and the Z-boson
decaying into a lepton pair via DY mechanism. In doing so, we discussed the issues of performing the inverse Fourier and Mellin transforms in the context of soft-improved transverse momentum resummation. To circumvent such issues, we resorted to the Borel prescription that has proved to not only yield better control on the subleading terms but also yield good numerical stability. This allowed us to (separately) assess the impacts of the soft-improved transverse momentum and combined resummation. It was shown that while the modified transverse momentum resummation yields perturbative convergence in the small- $p_{T}$ region, the effect of including the pure threshold contributions improves the agreement between the fixed-order calculations in the medium and large- $p_{T}$ regions. In the last part, we explored the idea of combining resummations to approximate unknown orders. In particular, we used the expansions from the threshold and high energy resummations to approximate the large and small $N$ respectively. Such an approximation seem to yield reasonable predictions as attested by the partonic and hadronic results. However, further works are required in order to fully understand the large $N$ singularities and improve the predictions in the region where threshold behaviours dominate. As mentioned before, the main objective will be to eventually apply such procedures to DY processes that can be used in PDF fit.

## 3.A Chebyshev polynomials

In this section, we briefly recall the definition of Chebyshev polynomials that we used in Sec. (3.1.2) to Mellin transform parton density functions. The Chebyshev polynomials are defined as a series in a parameter $x \in[-1,1]$ whose degree depends on the truncation of the series. They are defined as follows

$$
\begin{equation*}
T_{i}(x)=\sum_{n=k}^{n} T_{n k} x^{k} \tag{A.1}
\end{equation*}
$$

The first three coefficients of the above series are given by the following

$$
\begin{equation*}
T_{0}(x)=1, \quad T_{1}(x)=x, \quad T_{2}(x)=2 x^{2}-1, \tag{A.2}
\end{equation*}
$$

while the higher-order coefficients are defined recursively as

$$
\begin{equation*}
T_{n}(x)=2 x T_{n-1}(x)-T_{n-2}(x) \tag{A.3}
\end{equation*}
$$

Given the definition above, a generic function $f(z)$ can be approximated in the range $\left[z_{\min }, z_{\max }\right]$ by expanding it on the basis of the Chebyshev polynomials,

$$
\begin{equation*}
f(z)=\sum_{k=0}^{n} \tilde{c}_{k}(A z+B)^{k} \tag{A.4}
\end{equation*}
$$

where $n$ is a positive integer and represents the degree at which the expansion is performed. The parameters $A, B$, and $\tilde{c}_{k}$ are respectively defined as

$$
\begin{equation*}
A=\frac{2}{z_{\max }-z_{\min }}, \quad B=\frac{z_{\max }+z_{\min }}{z_{\min }-z_{\max }}, \quad \tilde{c}_{k}=-\frac{c_{0}}{2} \delta_{k 0}+\sum_{i=m}^{n} c_{i} T_{i k} \tag{A.5}
\end{equation*}
$$

The expression given in Eq. (A.4) is analytic in $z$ and its Mellin transform can be easily computed analytically or numerically. The coefficients $c_{i}$ are best determined using libraries for scientific calculations such as the GNU Scientific Library.

## 3.B Mellin space FO Higgs production as implemented in HPT-MON

In this Appendix, we describe the procedure to perform the numerical Mellin transform of the momentum space expressions of the transverse momentum distribution of the Higgs boson produced via gluon fusion. The following procedure is implemented in HPT-MON that can produced predictions both in momentum and Mellin space either as a single differential in $p_{T}$ or as a double differential in $p_{T}$ and rapidity $y_{H}$.

The double differential distribution at the hadronic level is expressed as follows

$$
\begin{equation*}
\frac{d \sigma}{d p_{T}^{2} d y_{H}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\sum_{a, b} \int_{0}^{1} d x_{a} d x_{b} f_{a}\left(x_{a}, \mu_{F}^{2}\right) f_{b}\left(x_{b}, \mu_{F}^{2}\right) \frac{d \hat{\sigma}_{a b}}{d p_{T}^{2} d y_{H}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right) \tag{B.1}
\end{equation*}
$$

where $Q_{T}^{2}=Q^{2}+p_{T}^{2}$ with $Q$ being the momentum of the final state partons that balance the Higgs boson. Notice that for simplicity, we have omitted the renormalization scale $\left(\mu_{R}^{2}\right)$ dependence for simplicity.In some instances, we drop the argument of the cross sections for brevity. The partonic cross section contains contributions up to next-to-leading order (NLO). For the reason that will become obvious later, we organize the terms that contribute to the partonic component in the following

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}}{d p_{T}^{2} d y_{H}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\frac{\sigma_{g g}^{\mathrm{LO}}}{\hat{s}}\left[\Sigma_{a b}^{\delta\left(Q^{2}\right)}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)+\Sigma_{a b}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)\right] \tag{B.2}
\end{equation*}
$$

where $\sigma_{g g}^{\mathrm{LO}}$ and $\sqrt{\hat{s}}$ are the usual Born level cross section and the partonic center of mass energy respectively. The first term $\Sigma_{a b}^{\delta\left(Q^{2}\right)}$ contains all the expressions that are proportional to the $\delta\left(Q^{2}\right)$ function. It therefore contains the full LO contribution and some part of NLO. Notice that such terms are singular in the small- $p_{T}$ limit. They are proportional to logarithms of the form $\left(\alpha_{s}^{m} / p_{T}\right) \ln ^{n}\left(p_{T}^{2} / m_{H}^{2}\right)$. The second term $\Sigma_{a b}$ embodies contributions that are free of $\delta\left(Q^{2}\right)$. It contains both singular and regular terms when $p_{T} \rightarrow 0$. The perturbative expansion of the delta-dependent part can be written as

$$
\begin{equation*}
\Sigma_{a b}^{\delta\left(Q^{2}\right)}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\left(\frac{\alpha_{s}}{\pi}\right) \Sigma_{a b}^{\delta\left(Q^{2}\right),(1)}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)+\left(\frac{\alpha_{s}}{\pi}\right)^{2} \Sigma_{a b}^{\delta\left(Q^{2}\right),(2)}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right) \tag{B.3}
\end{equation*}
$$

The leading-order coefficient corresponds exactly to the LO contribution whose expression is simply given by $\Sigma_{a b}^{\delta\left(Q^{2}\right),(1)}=g_{i j} \delta\left(Q^{2}\right)$ where the sub-partonic channels are defined as follows [279]

$$
\begin{align*}
& g_{g q}=C_{F}\left(\frac{\hat{t}^{2}+\hat{s}^{2}}{-\hat{u}}\right)  \tag{B.4}\\
& g_{q \bar{q}}=2 C_{F}^{2}\left(\frac{\hat{t}^{2}+\hat{u}^{2}}{\hat{s}}\right)  \tag{B.5}\\
& g_{g g}=N_{c}\left(\frac{m_{H}^{8}+\hat{s}^{4}+\hat{t}^{4}+\hat{u}^{4}}{\hat{u} \hat{t} \hat{s}}\right) . \tag{B.6}
\end{align*}
$$

Due to crossing symmetry, the $q g$-channel can be read-off from the expression of $g q$ by a swap of $\hat{t}$ and $\hat{u}$. Recall that $\hat{t}$ and $\hat{u}$ are the Mandelstam variables which in terms of the rapidity can be expressed as

$$
\begin{align*}
& \hat{t}=m_{H}^{2}-\sqrt{s} x_{b} m_{\perp} e^{y_{H}}  \tag{B.7}\\
& \hat{u}=m_{H}^{2}-\sqrt{s} x_{a} m_{\perp} e^{-y_{H}} \tag{B.8}
\end{align*}
$$

and they satisfy the relation $Q^{2}=\hat{s}+\hat{t}+\hat{u}-m_{H}^{2}$. The NLO contribution is more complicated as takes contributions from three different sources: the real corrections that arise from the Higgs plus two-partons at the Born level, the virtual corrections that arise from the interference of the Born and one-loop amplitudes, and the Altarelli-Parisi corrections that arise from the definition of the parton densities at NLO in $\overline{\mathrm{MS}}$ scheme. Isolating the terms that are proportional to $\delta\left(Q^{2}\right)$, we have

$$
\begin{align*}
\Sigma_{g g}^{\delta\left(Q^{2}\right),(2)}=\delta\left(Q^{2}\right) & \left(\Delta+\delta+N_{c} U\right) g_{g g}+\left(N_{c}-n_{f}\right) \times  \tag{B.9}\\
& \times \frac{N_{c}}{3} \delta\left(Q^{2}\right)\left[\left(\frac{m_{H}^{4}}{\hat{s}}\right)+\left(\frac{m_{H}^{4}}{\hat{t}}\right)+\left(\frac{m_{H}^{4}}{\hat{u}}\right)+m_{H}^{2}\right] \\
\Sigma_{g q}^{\delta\left(Q^{2}\right),(2)}=\delta\left(Q^{2}\right) & \left(\Delta+N_{c} V_{1}+C_{F} V_{2}+V_{3}\right) g_{g q}  \tag{B.10}\\
& +\left(N_{c}-C_{F}\right)\left[\frac{\hat{s}^{2}+\hat{t}^{2}+\hat{u}^{2}-\hat{u} m_{H}^{2}}{-\hat{u}}\right] C_{F} \delta\left(Q^{2}\right) \\
\Sigma_{q \bar{q}}^{\delta\left(Q^{2}\right),(2)}=\delta\left(Q^{2}\right) & \delta\left(Q^{2}\right)\left(\Delta+N_{c} W_{1}+C_{F} W_{2}+W_{3}\right) g_{q \bar{q}}  \tag{B.11}\\
& +\delta\left(Q^{2}\right)\left[\frac{\hat{t}^{2}+\hat{u}^{2}+\hat{s}^{2}-\hat{s} m_{H}^{2}}{\hat{s}}\right]\left(N_{c}-C_{F}\right) 2 C_{F}^{2}
\end{align*}
$$

Notice that the quark-antiquark with different flavours $\Sigma_{q q^{\prime}}^{\delta\left(Q^{2}\right),(2)}$ do not contain terms that are proportional to $\delta\left(Q^{2}\right)$. The functions $U, V$ and $W$ do not explicitly depend on the transverse momentum. In fact, they are functions of the Mandelstam variables, the Higgs mass $m_{H}$, the number of active flavours $n_{f}$, and the QCD factor $N_{c}$. The function $\delta$, in addition to the aforementioned variables, depends on the renormalization scale $\mu_{R}$ while $\Delta=11$ in $n_{f}=5$ (which is the case we are interested in). Their expressions are explicitly given in Ref. [279]. For convenience, we write their expressions here

$$
\begin{align*}
\delta= & \frac{3 \beta_{0}}{2}\left(\ln \frac{\mu_{R}^{2}}{-\hat{t}}+\ln \frac{\mu_{R}^{2}}{-\hat{u}}\right)+\left(\frac{67}{18} N_{c}-\frac{5}{9} n_{f}\right)  \tag{B.12}\\
U= & \frac{1}{2} \ln ^{2} \frac{-\hat{u}}{-\hat{t}}-\ln \frac{\hat{s}}{m_{H}^{2}} \ln \frac{-\hat{t}}{m_{H}^{2}}-\ln \frac{\hat{s}}{m_{H}^{2}} \ln \frac{-\hat{u}}{m_{H}^{2}}-\ln \frac{-\hat{t}}{m_{H}^{2}} \ln \frac{-\hat{u}}{m_{H}^{2}}+\zeta_{2} \\
& +\ln ^{2} \frac{m_{H}^{2}}{\hat{s}}+\ln ^{2} \frac{m_{H}^{2}}{m_{H}^{2}-\hat{t}}+\ln ^{2} \frac{m_{H}^{2}}{m_{H}^{2}-\hat{u}}  \tag{B.13}\\
& +2 \operatorname{Li}_{2}\left(\frac{\hat{s}-m_{H}^{2}}{\hat{s}}\right)+2 \operatorname{Li}_{2}\left(\frac{m_{H}^{2}}{m_{H}^{2}-\hat{t}}\right)+2 \operatorname{Li}_{2}\left(\frac{m_{H}^{2}}{m_{H}^{2}-\hat{u}}\right)
\end{align*}
$$

$$
\begin{align*}
V_{1}= & \frac{1}{2} \ln ^{2} \frac{-\hat{u}}{-\hat{t}}+\frac{1}{2} \ln ^{2} \frac{\hat{s}}{-\hat{u}}-\frac{1}{2} \ln ^{2} \frac{\hat{s}}{-\hat{t}}+\ln \frac{\hat{s}}{m_{H}^{2}} \ln \frac{-\hat{t}}{m_{H}^{2}}-\ln \frac{\hat{s}}{m_{H}^{2}} \ln \frac{-\hat{u}}{m_{H}^{2}}  \tag{B.14}\\
& -\ln \frac{-\hat{t}}{m_{H}^{2}} \ln \frac{-\hat{u}}{m_{H}^{2}}+2 \operatorname{Li}_{2}\left(\frac{m_{H}^{2}}{m_{H}^{2}-\hat{u}}\right)+\ln ^{2} \frac{m_{H}^{2}}{m_{H}^{2}-\hat{u}}+3 \zeta_{2} \\
V_{2}= & \ln ^{2} \frac{m_{H}^{2}}{\hat{s}}+\ln ^{2} \frac{m_{H}^{2}}{m_{H}^{2}-\hat{t}}-2 \ln \frac{\hat{s}}{m_{H}^{2}} \ln \frac{-\hat{t}}{m_{H}^{2}}-\frac{7}{2}  \tag{B.15}\\
& +2 \operatorname{Li}_{2}\left(\frac{\hat{s}-m_{H}^{2}}{\hat{s}}\right)+2 \operatorname{Li}_{2}\left(\frac{m_{H}^{2}}{m_{H}^{2}-\hat{t}}\right)-2 \zeta_{2} \\
W_{1}= & \ln \frac{-\hat{u}}{m_{H}^{2}} \ln \frac{-\hat{t}}{m_{H}^{2}}-\ln \frac{\hat{s}}{m_{H}^{2}} \ln \frac{-\hat{u}}{m_{H}^{2}}-\ln \frac{\hat{s}}{m_{H}^{2}} \ln \frac{-\hat{t}}{m_{H}^{2}}  \tag{B.16}\\
& +2 \operatorname{Li}_{2}\left(\frac{\hat{s}-m_{H}^{2}}{\hat{s}}\right)+\ln ^{2} \frac{m_{H}^{2}}{\hat{s}}-\frac{1}{2} \ln 2 \frac{-\hat{u}}{-\hat{t}}-5 \zeta_{2} \\
W_{2}= & \frac{3}{2}\left(\ln \frac{\hat{s}}{-\hat{t}}+\ln \frac{\hat{s}}{-\hat{u}}\right)+\ln ^{2} \frac{-\hat{u}}{-\hat{t}}-2 \ln \frac{-\hat{u}}{m_{H}^{2}} \ln \frac{-\hat{t}}{m_{H}^{2}}+\ln ^{2} \frac{m_{H}^{2}}{m_{H}^{2}-\hat{u}}  \tag{B.17}\\
& +\ln ^{2} \frac{m_{H}^{2}}{m_{H}^{2}-\hat{t}}+2 \operatorname{Li}_{2}\left(\frac{m_{H}^{2}}{m_{H}^{2}-\hat{u}}\right)+2 \operatorname{Li}_{2}\left(\frac{m_{H}^{2}}{m_{H}^{2}-\hat{t}}\right)-7+6 \zeta_{2} \\
W_{3}= & \frac{\beta_{0}}{2}\left(4 \ln \frac{\mu_{R}^{2}}{\hat{s}}+\ln \frac{\mu_{R}^{2}}{-\hat{u}}+\ln \frac{\mu_{R}^{2}}{-\hat{t}}\right)+\left(\frac{67}{6} N_{c}-\frac{5}{3} n_{f}\right) \tag{B.18}
\end{align*}
$$

Let us now turn to the $\delta\left(Q^{2}\right)$-independent part. The LO order term does not contain terms proportional to $\delta\left(Q^{2}\right)$, therefore only next-to-leading terms contribute to the expression of $\Sigma_{a b}$. Its expression can be decomposed into a singular and regular contribution. Therefore, we can write $\Sigma_{a b}$ as

$$
\begin{equation*}
\Sigma_{a b}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\Sigma_{a b}^{\mathrm{S}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)+\Sigma_{a b}^{\mathrm{R}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right) . \tag{B.19}
\end{equation*}
$$

The singular contribution can in turn be organized in terms of the classes of plus distributions. We explicitly give here the expressions for all the various (sub) partonic channels

$$
\begin{align*}
& \Sigma_{g g}^{S}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=f_{0}\left(\mathcal{M}, m_{H}^{2}, Q^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)+\sum_{\mathcal{P}}\left\{( \frac { \operatorname { l n } 1 - z _ { a } } { 1 - z _ { a } } ) _ { + } \left[\frac{p_{g g}\left(z_{a}\right)}{-\hat{t}} g_{g g}\left(z_{a} x_{a}, x_{b}\right)\right.\right. \\
& \left.\quad+\left(\frac{z_{a}}{-\hat{t}}\right) f_{1}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)\right]+\left(\frac{1}{1-z_{a}}\right)_{+}\left[\frac{1}{\hat{t}} p_{g g}\left(z_{a}\right) g_{g g}\left(z_{a} x_{a}, x_{b}\right) \ln \left(\frac{z_{a} \mu_{F}^{2}}{-\hat{t}}\right)\right. \\
& \left.\quad-\left(\frac{z_{a}}{-\hat{t}}\right) \ln \left(\frac{z_{a} Q_{T}^{2}}{-\hat{t}}\right) f_{1}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)+\left(\frac{z_{a}}{\hat{t}}\right) f_{2}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)\right]  \tag{B.20}\\
& \left.\quad \times\left(\frac{2 n_{f}}{\hat{t}}\right) g_{q g}\left(z_{a} x_{a}, x_{b}\right)-\left(\frac{2 n_{f}}{\hat{t}}\right) p_{q g}\left(z_{a}\right) g_{q g}\left(z_{a} x_{a}, x_{b}\right) \ln \left(\frac{\mu_{F}^{2}}{Q^{2}}\right)+C_{q g}\left(z_{a}\right)\right\}, \\
& \Sigma_{g q}^{S}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=g_{0}\left(\mathcal{M}, m_{H}^{2}, Q^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)+\left(\frac{z_{a}}{-\hat{t}}\right)\left(\left(\frac{\ln 1-z_{a}}{1-z_{a}}\right)_{+}-\frac{\ln \left(Q_{T}^{2} z_{a} /(-\hat{t})\right)}{\left(1-z_{a}\right)_{+}}\right)
\end{align*}
$$

$$
\begin{align*}
& \times g_{1}\left(\mathcal{M}, Q^{2}\right)+\left(\frac{1}{-\hat{u}}\right)\left[-P_{q q}\left(z_{b}\right) \ln \frac{\mu_{F}^{2} z_{b}}{(-\hat{u})}+p_{q q}\left(z_{b}\right)\left(\frac{\ln 1-z_{b}}{1-z_{b}}\right)_{+}+C_{q q}^{\epsilon}\left(z_{b}\right)\right] \\
& \times g_{g q}\left(x_{a}, z_{b} x_{b}\right)+\left(\frac{1}{-\hat{t}}\right)\left[-P_{g g}\left(z_{a}\right) \ln \frac{\mu_{F}^{2} z_{a}}{(-\hat{t})}+p_{g g}\left(z_{a}\right)\left(\frac{\ln 1-z_{a}}{1-z_{a}}\right)_{+}\right]_{g q q}\left(z_{a} x_{a}, z_{b}\right) \\
&  \tag{B.21}\\
& +\left(\frac{1}{-\hat{u}}\right)\left[-P_{g q}\left(z_{b}\right) \ln \frac{\mu_{F}^{2}}{Q^{2}}+C_{g q}^{\epsilon}\left(z_{b}\right)\right] g_{g g}\left(z_{a}, z_{b} x_{b}\right)+g_{q \bar{q}}\left(z_{a} x_{a}, z_{b}\right) \\
& \times\left(\frac{1}{-\hat{t}}\right)\left[-P_{q g}\left(z_{a}\right) \ln \frac{\mu_{F}^{2}}{Q^{2}}+C_{q g}^{\epsilon}\left(z_{a}\right)\right]-\left(\frac{z_{b}}{-\hat{u}}\right)\left(\frac{1}{1-z_{b}}\right)_{+} \frac{3}{2} C_{F}^{2}\left(\frac{\hat{t}^{2}+\hat{s}^{2}}{-\hat{u}}\right), \\
& \Sigma_{q \bar{q}}^{S}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=h_{0}\left(\mathcal{M}, Q^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)+\sum_{\mathcal{P}}\left\{\left(\frac{z_{a}}{-\hat{t}}\right)\left(\left(\frac{\ln 1-z_{a}}{1-z_{a}}\right)_{+}-\frac{\ln \left(Q_{T}^{2} z_{a} /(-\hat{t})\right)}{\left(1-z_{a}\right)_{+}}\right)\right.  \tag{B.22}\\
& \times h_{1}(\mathcal{M})+\left(\frac{1}{-\hat{t}}\right)\left[-P_{q q}\left(z_{a}\right) \ln \frac{\mu_{F}^{2} z_{a}}{(-\hat{t})}+p_{q q}\left(z_{a}\right)\left(\frac{\ln 1-z_{a}}{1-z_{a}}\right)_{+}^{\left.+C_{q q}^{\epsilon}\left(z_{a}\right)\right]}\right. \\
& \left.\times g_{q \bar{q}}\left(z_{a} x_{a}, z_{b}\right)+\left(\frac{1}{\hat{t}}\right)\left[P_{g q}\left(z_{a}\right) \ln \frac{\mu_{F}^{2}}{Q^{2}}-C_{g q}^{\epsilon}\left(z_{a}\right)\right]-\left(\frac{z_{a}}{-\hat{t}}\right)\left(\frac{\hat{t}^{2}+\hat{u}^{2}}{\hat{s}}\right)\left(\frac{\beta_{0} C_{F}^{2}}{1-z_{a}}\right)\right\} \\
& \Sigma_{q \bar{q}^{\prime}}^{S}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\frac{2 C_{F}^{2}}{p_{T}^{2}} \ln \frac{p_{T}^{2}}{Q_{T}^{2}}\left[\frac{\left(\hat{s}-Q^{2}\right)^{2}+\left(\hat{u}+\hat{t}-2 Q^{2}\right)^{2}}{\hat{s}}\right)-\frac{p_{g q}\left(z_{a}\right)}{\left(1-z_{a}\right)_{+}}  \tag{B.23}\\
& \left.\times \ln \frac{\mu_{F}^{2}}{Q^{2}}+\left(\frac{1}{-\hat{t}}\right) C_{g q}^{\epsilon}\left(z_{a}\right) g_{q g}\left(z_{a} x_{a}, x_{b}\right)\right\},
\end{align*}
$$

where $\mathcal{P}=((\hat{t}, q) \leftrightarrow(\hat{u}, b))$ and $\mathcal{M}$ denotes the set of Mandelstam variables. The dimensionless variable $z_{a}$ is defined in terms of the Mandelstam variables as

$$
\begin{equation*}
z_{a}=\frac{-\hat{t}}{Q^{2}-\hat{t}^{\prime}} \quad \quad z_{b}=\frac{-\hat{u}}{Q^{2}-\hat{u}} . \tag{B.24}
\end{equation*}
$$

The functions $p_{a b}$ instead are defined in terms of the splitting functions, whose expressions are given in App. 1.D, through the following relations

$$
\begin{gather*}
p_{g g}\left(z_{a}\right)=\left(1-z_{a}\right) P_{g g}\left(z_{a}\right)  \tag{B.25}\\
p_{q q}\left(z_{a}\right)=\left(1-z_{a}\right) P_{q q}\left(z_{a}\right) \tag{B.26}
\end{gather*}
$$

with the other splitting terms being the same, i.e $p_{a b}=P_{a b}$ (for $a \neq b$ ). The functions $g_{a b}\left(z_{a} x_{a}, x_{b}\right)$ are defined in terms of the $g_{a b}$ functions, that were introduced at the leadingorder, through a shift in the argument in the Mandelstam variables. They are defined in terms of the Mandelstam variables as follows

$$
\begin{align*}
& g_{g q}\left(z_{a} x_{a}, x_{b}\right)=C_{F}\left(\frac{\hat{t}^{3}+z_{a}^{2} \hat{s}^{2} \hat{t}}{-z_{a} \hat{s} p_{T}^{2}}\right)  \tag{B.27}\\
& g_{q \bar{q}}\left(z_{a} x_{a}, x_{b}\right)=2 C_{F}^{2}\left(\frac{\hat{t}^{4}+z_{a}^{2} \hat{s}^{2} p_{T}^{4}}{z_{a} \hat{s} \hat{t}^{2}}\right) \tag{B.28}
\end{align*}
$$

$$
\begin{equation*}
g_{g g}\left(z_{a} x_{a}, x_{b}\right)=N_{c}\left(\frac{m_{H}^{8}+z_{a}^{4} \hat{s}^{4}+\hat{t}^{4}+\left(z_{a} \hat{s} / p_{T}^{2}\right)^{4}}{\left(z_{a}^{2} / p_{T}^{2}\right) \hat{s}^{2} \hat{t}}\right) \tag{B.29}
\end{equation*}
$$

The functions $g_{a b}\left(x_{a}, z_{b} x_{b}\right)$ that arise from the permutation can be derived in an analogous way. Finally, we list below the functions that enter into our definition of $\Sigma_{a b}^{S}$. The functions entering into $\Sigma_{g g}^{S}$ are given by:

$$
\begin{equation*}
\bullet f_{0}\left(\mathcal{M}, m_{H}^{2}, Q^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\frac{N_{c}^{2}}{p_{T}^{2}} \ln \frac{p_{T}^{2}}{Q_{T}^{2}}\left(f_{0}^{(1)}\left(\mathcal{M}, m_{H}^{2}\right)+f_{0}^{(2)}\left(\mathcal{M}, m_{H}^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)\right) \tag{B.30}
\end{equation*}
$$

with

$$
\begin{align*}
& f_{0}^{(1)}\left(\mathcal{M}, m_{H}^{2}\right)=\frac{2 m_{H}^{4}}{\hat{s} \hat{u} \hat{t}}\left(\frac{\left(m_{H}^{2}-\hat{t}\right)^{4}+\left(m_{H}^{2}-\hat{u}\right)^{4}+\hat{u}^{4}+\hat{t}^{4}}{\left(m_{H}^{2}-\hat{u}\right)\left(m_{H}^{2}-\hat{t}\right)}\right)  \tag{B.31}\\
& f_{0}^{(2)}\left(\mathcal{M}, m_{H}^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\left(Q^{2}+Q_{T}^{2}\right)\left(\frac{m_{H}^{8}+\hat{s}^{4}+Q^{8}+\left(\hat{u} / z_{b}\right)^{4}+\left(\hat{t} / z_{a}\right)^{4}}{\hat{s}^{2} Q^{2} Q_{T}^{2}}\right) \tag{B.32}
\end{align*}
$$

- $f_{1}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)=\frac{N_{c}^{2}}{2}\left(f_{1}^{(1)}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)+f_{1}^{(2)}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)\right)$
with

$$
\begin{align*}
f_{1}^{(1)}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right) & =\frac{\left(m_{H}^{8}+\hat{s}^{4}+Q^{8}+\hat{u}^{4}+\hat{t}^{4}\right)}{\hat{s} \hat{u} \hat{t}}  \tag{B.34}\\
f_{1}^{(2)}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right) & =z_{a} z_{b}\left(\frac{m_{H}^{8}+\hat{s}^{4}+Q^{8}+\left(\hat{u} / z_{b}\right)^{4}+\left(\hat{t} / z_{a}\right)^{4}}{\hat{s} \hat{u} \hat{t}}\right) \tag{B.35}
\end{align*}
$$

- $f_{2}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)=N_{c} \frac{\beta_{0}}{2}\left(\frac{m_{H}^{8}+\hat{s}^{4}+z_{a} z_{b}\left(\left(\hat{u} / z_{b}\right)^{4}+\left(\hat{t} / z_{a}\right)^{4}\right)}{\hat{s} \hat{u} \hat{t}}\right)$

For the functions that enter into the definition of $\Sigma_{g q}^{S}$, they are expressed as follows:

- $g_{0}\left(\mathcal{M}, m_{H}^{2}, Q^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)=N_{c} \frac{C_{F}}{p_{T}^{2}} \ln \frac{p_{T}^{2}}{Q_{T}^{2}}\left(g_{0}^{(1)}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)+g_{0}^{(2)}\left(\mathcal{M}, Q^{2}\right)\right)$
with

$$
\begin{align*}
& g_{0}^{(1)}\left(\mathcal{M}, m_{H}^{2}, Q^{2}\right)=-\frac{2 m_{H}^{4}}{\hat{s} \hat{u}}\left(\frac{\left(m_{H}^{2}-\hat{t}\right)^{2}}{\left(m_{H}^{2}-\hat{u}\right)}+\frac{\hat{t}^{2}}{\left(m_{H}^{2}-\hat{u}\right)}\right)  \tag{B.38}\\
& g_{0}^{(2)}\left(\mathcal{M}, Q^{2}\right)=\left(Q^{2}+Q_{T}^{2}\right)\left(\frac{-\hat{s}^{3}\left(\hat{t} z_{a}\right)-\hat{s}\left(\hat{t} / z_{a}\right)^{3}-Q^{6}\left(\hat{u} / z_{b}\right)-Q^{2}\left(\hat{u} / z_{b}\right)^{3}}{\hat{s}^{2} Q^{2} Q_{T}^{2}}\right) \tag{B.39}
\end{align*}
$$

- $g_{1}\left(\mathcal{M}, Q^{2}\right)=N_{c} C_{F}\left(g_{1}^{(1)}\left(\{\mathcal{M}\}, Q^{2}\right)+g_{1}^{(2)}\left(\mathcal{M}, Q^{2}\right)\right)$
with

$$
\begin{align*}
g_{1}^{(1)}\left(\mathcal{M}, Q^{2}\right) & =\frac{-\hat{s}^{3} \hat{t}-\hat{s} \hat{t}^{3}+Q^{6} \hat{t}+Q^{2} \hat{t}^{3}}{\hat{s} \hat{t} \hat{t}}  \tag{B.41}\\
g_{1}^{(2)}\left(\mathcal{M}, Q^{2}\right) & =z_{a} z_{b}\left(\frac{-\hat{s}^{3}\left(\hat{t} / z_{a}\right)-\hat{s}\left(\hat{t} / z_{a}\right)^{3}-Q^{6}\left(\hat{u} / z_{b}\right)-Q^{2}\left(\hat{u} / z_{b}\right)^{3}}{\hat{s} \hat{u} \hat{t}}\right) \tag{B.42}
\end{align*}
$$

Finally, the functions that enter into the definition of $\Sigma_{q \bar{q}}^{S}$ are expressed as follows:

- $h_{0}\left(\mathcal{M}, Q^{2}, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)=2 \frac{C_{F}^{2}}{p_{T}^{2}} \ln \frac{p_{T}^{2}}{Q_{T}^{2}}\left(\frac{\left(\hat{s}-Q^{2}\right)^{2}+\left(\hat{u}+\hat{t}-2 Q^{2}\right)^{2}}{\hat{s}}\right)$
- $h_{1}\left(\mathcal{M}, Q^{2}\right)=\left(2 C_{F}-N_{c}\right) C_{F}^{2}\left(\frac{\hat{t}^{2}+\hat{u}^{2}+\left(\hat{t} / z_{a}\right)^{2}+\left(\hat{u} / z_{b}\right)^{2}}{\hat{s}}\right)$

The regular terms $\Sigma_{a b}^{\mathrm{R}}$ embody contributions that are not logarithmically enhanced in the small- $p_{T}$ limit plus $\mathcal{O}(\epsilon)$ corrections from the collinear singularity ( $\epsilon$ comes from the dimensional regularization). For the various partonic channels, their expressions are exactly the same as those appearing in Ref. [279] and are given by

$$
\begin{align*}
& \Sigma_{g g}^{\mathrm{R}}=\frac{1}{\hat{s}^{2} p_{T}^{2} Q^{2}}\left(N _ { c } ^ { 2 } \left(A_{0}+A_{(1234)}+A_{(2341)}+A_{(3412)}+A_{(4123)}+A_{(1324)}\right.\right.  \tag{B.45}\\
& + \\
& \left.+A_{(2413)}+A_{(3241)}+A_{\epsilon}\right)+n_{f} C_{F}\left(B_{1(+-)}+B_{1(++)}\right)+n_{f} N_{c}\left(B_{2(+-)}+B_{2(++)}\right)  \tag{B.46}\\
& \Sigma_{g q}^{\mathrm{R}}=\frac{1}{\hat{s}^{2} p_{T}^{2} Q^{2}}\left(C_{F}^{2}\left(C_{1(+-)}+C_{1(-+)}+C_{1(++)}+C_{1(--)}\right)\right. \\
&  \tag{B.47}\\
& \left.\quad+N_{c} C_{F}\left(C_{2(+-)}+C_{2(-+)}+C_{2(++)}+C_{2(--)}+C_{2 \epsilon}\right)\right)  \tag{B.48}\\
& \Sigma_{q \bar{q}}^{\mathrm{R}}=\frac{1}{\hat{s}^{2} p_{T}^{2} Q^{2}}\left(2 C_{F}^{3}\left(D_{1(+-)}+D_{1(++)}\right)+2 N_{c} C_{F}^{2}\left(D_{2(+-)}+D_{2(++)}\right)+E_{Q}\right)
\end{align*}
$$

where the the $A_{(i j k l)}$ terms come from the $(g g \rightarrow g g)$ colour-ordered amplitudes squared in which the projection of the spins are take for outgoing momenta while the $B, C$ and $D$ terms come from the ( $q \bar{q} \rightarrow g g$ ) amplitudes squared. The $E_{1}, E_{2}$ and $E_{3}$ fully depend on Born kinematics, they respectively arise from the $s, t$ and $u$ channel diagrams. All of these expressions are explicitly given in Appendix A of Ref. [279].

Let us recall that the expression of the partonic cross section we are dealing with, as expressed in Eq. (B.2), is doubly differential in transverse momentum and in rapidity. In order to derive an expression of a transverse momentum distribution in Mellin space, we need to integrate the differential distribution over the rapidity $y_{H}$. It is then clear that based on the way we organized the cross section in Eq. (B.2), there are two main classes of integration that we have to deal with, namely the terms that are proportional to $\delta\left(Q^{2}\right)$ and the terms that $\delta$-independent. In the subsequent sections, we describe how to deal with the $\delta$-term in the integration and the plus prescriptions.

## Integration variable and $\delta\left(Q^{2}\right)$ terms

The integral we are interested to solve is the following

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}}{d p_{T}^{2}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\int_{y_{\min }}^{y_{\max }} d y_{H} \frac{d \hat{\sigma}_{a b}}{d p_{T}^{2} d y_{H}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right) \tag{B.49}
\end{equation*}
$$

where $\left(y_{\min }, y_{\max }\right)$ defines the rapidity range and usually taken to be $y_{\max }=-y_{\min }$. In order to deal with the $\delta\left(Q^{2}\right)$ terms, one option would be to keep $y_{H}$ as the integration variable and change the variable that is the argument of the delta functions. As suggested in [280], a more convenient variable for integration is the momentum $Q^{2}$. The relation between $y_{H}$ and $Q$ is given by

$$
\begin{equation*}
\sinh y_{H}= \pm \frac{\sqrt{\left(\hat{s}+m_{H}^{2}-Q^{2}\right)^{2}-4 \hat{s}\left(p_{T}^{2}+m_{H}^{2}\right)^{2}}}{2 \sqrt{\hat{s}}\left(p_{T}^{2}+m_{H}^{2}\right)} \tag{B.50}
\end{equation*}
$$

and the Jacobian corresponding to this transformation writes as

$$
\begin{equation*}
\mathfrak{J}\left(Q^{2} \leftarrow y_{H}\right)=\left(-2 m_{T} \sqrt{\hat{s}} \sinh \left(y_{H}\right)\right)^{-1}=\frac{1}{\sqrt{\left(\hat{s}+m_{H}^{2}-Q^{2}\right)^{2}-4 \hat{s}\left(p_{T}^{2}+m_{H}^{2}\right)}} . \tag{B.51}
\end{equation*}
$$

For numerical purposes, it is convenient can re-scale the integration boundaries to be between zero and one. This can be done by introducing a new variable $q=Q^{2} / Q_{\max }^{2}$ where $Q_{\max }^{2}$ corresponds to the momentum of the partons at $y_{H}=0$. Solving Eq. (B.50) for $Q^{2}$ and subsequently setting $y_{H}=0$ leads to the following

$$
\begin{equation*}
Q_{\max }^{2}=m_{H}^{2}+\hat{s}-2 \sqrt{\hat{s}\left(p_{T}^{2}+m_{H}^{2}\right)} \tag{B.52}
\end{equation*}
$$

Using $q$ as the integration variable introduces the following Jacobian

$$
\begin{equation*}
\mathfrak{J}\left(q \leftarrow y_{H}\right)=\frac{Q_{\max }^{2}}{\sqrt{\left(\hat{s}+m_{H}^{2}-Q^{2}\right)^{2}-4 \hat{s}\left(p_{T}^{2}+m_{H}^{2}\right)}} \tag{B.53}
\end{equation*}
$$

Using the above changes of variables, the transverse momentum distribution can now be written in the following form

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}}{d p_{T}^{2}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\int_{0}^{1} d q \mathfrak{J}\left(q \leftarrow y_{H}\right)\left[\frac{d \hat{\sigma}_{a b}}{d p_{T}^{2} d y_{H}}(\hat{u}, \hat{t})+\frac{d \hat{\sigma}_{a b}}{d p_{T}^{2} d y_{H}}(\hat{t}, \hat{u})\right] \tag{B.54}
\end{equation*}
$$

where the permutation of $\hat{u}$ and $\hat{t}$ inside the brackets is due to the fact that there are tow possible choices for the rapidity as illustrated in Eq. (B.50). The above transformation also implies that the Mandelstam variables $\hat{u}$ and $\hat{t}$ also need to be expressed in terms of the new integration variable. Doing so yields to the following expression

$$
\begin{equation*}
\hat{t}_{ \pm}=\frac{1}{2}\left[Q^{2}+m_{H}^{2}-\hat{s} \pm \sqrt{\left(\hat{s}+m_{H}^{2}-Q^{2}\right)^{2}-4 \hat{s}\left(p_{T}^{2}+m_{H}^{2}\right)}\right] \tag{B.55}
\end{equation*}
$$

$$
\begin{equation*}
\hat{u}_{ \pm}=\frac{1}{2}\left[Q^{2}+m_{H}^{2}-\hat{s} \mp \sqrt{\left(\hat{s}+m_{H}^{2}-Q^{2}\right)^{2}-4 \hat{s}\left(p_{T}^{2}+m_{H}^{2}\right)}\right] \tag{B.56}
\end{equation*}
$$

where again the $( \pm)$ reflects the fact that there are two possible choices for the rapidity. Putting aside the plus distributions, the integration of all terms proportional to $\delta\left(Q^{2}\right)$, namely the $\Sigma_{a b}^{\delta\left(Q^{2}\right)}$-functions is now straightforward. As a matter of fact, there is no need at all to perform the integration over $y_{H}$ since fully transverse momentum distribution can be computed by simply setting $q=Q^{2}=0$,

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}^{\delta\left(Q^{2}\right)}}{d p_{T}^{2}}\left(\frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\left\{\mathfrak{J}\left(q \leftarrow y_{H}\right)\left[\frac{d \hat{\sigma}_{a b}^{\delta\left(Q^{2}\right)}}{d p_{T}^{2} d y_{H}}(\hat{u}, \hat{t})+\frac{d \hat{\sigma}_{a b}^{\delta\left(Q^{2}\right)}}{d p_{T}^{2} d y_{H}}(\hat{t}, \hat{u})\right]\right\}_{Q=0} \tag{B.57}
\end{equation*}
$$

## Change of variables in Plus distributions

We have seen how a convenient choice of variable simplifies the integration of the terms that are proportional to $\delta\left(Q^{2}\right)$ but we have not commented yet on how this impact the plus distributions. Large logarithmic terms appear in the form of plus distribution

$$
\begin{equation*}
\left(f\left(z_{a}\right)\right)_{+}=\left(\frac{\ln ^{k}\left(1-z_{a}\right)}{1-z_{a}}\right)_{+} \tag{B.58}
\end{equation*}
$$

where $k=0,1$ for the next-to-leading contributions we are considering. The above plus distributions can be expressed in terms of the integration variable $q$

$$
\begin{align*}
\frac{z_{a}}{-\hat{t}}\left(\frac{1}{1-z_{a}}\right)_{+} & =\frac{1}{Q_{\max }^{2}}\left\{\left[\frac{1}{q}\right]_{+}+\delta(q) \ln \frac{Q_{\max }^{2}}{-\hat{t}}\right\}  \tag{B.59}\\
\frac{z_{a}}{-\hat{t}}\left(\frac{\ln \left(1-z_{a}\right)}{1-z_{a}}\right)_{+} & =\frac{1}{Q_{\max }^{2}}\left\{\left[\frac{\ln (q)}{q}\right]_{+}+\ln \frac{Q_{\max }^{2} z_{a}}{-\hat{t}}\left[\frac{1}{q}\right]_{+}+\frac{\delta(q)}{2} \ln ^{2} \frac{Q_{\max }^{2}}{-\hat{t}}\right\} \tag{B.60}
\end{align*}
$$

where the square brackets indicate that the pole is at $q=0$ as opposed to the pole being at $z_{a}=1$. Analogous expressions can be derive for $\left(f\left(z_{b}\right)\right)_{+}$by just replacing $\hat{t}$ with $\hat{u}$ in Eqs. (B.59, B.60). Therefore, The integration of the terms in which plus distributions appear is now straightforward as they are given by

$$
\begin{equation*}
\int_{0}^{1} d q[f(q)]_{+} g(q)=\int_{0}^{1} d q f(q)(g(q)-g(1)) \tag{B.61}
\end{equation*}
$$

where $g$ is just an analytic function multiplying the plus distributions.

## Mellin transform of the full FO predictions

Once the integration over the rapidity has been performed, one can compute the Mellin transform of the ensuing expression. Whilst the exact analytical computation of a few sets of terms appearing in the cross section is feasible both for the rapidity integration and
the Mellin transform, most of the terms have to be integrated numerically. As usual, the Mellin transform of the cross section is computed via

$$
\begin{equation*}
\frac{d \hat{\sigma}_{a b}}{d p_{T}^{2}}\left(N, \frac{p_{T}^{2}}{Q_{T}^{2}}\right)=\int_{0}^{1} d x x^{N-1} \frac{d \hat{\sigma}_{a b}}{d p_{T}^{2}}\left(x, \frac{p_{T}^{2}}{Q_{T}^{2}}\right) \tag{B.62}
\end{equation*}
$$

where the Mellin transform is taken w.r.t the partonic variable $x=Q^{2} / \hat{s}$. The procedure described above is what is implemented in HPT-MON [254]. This allowed us to perform checks on the approximate Higgs NNLO distribution in Mellin space.

## Part III

MACHINELEARNING\&PDFS

## 4

## GENERATING NEW FEATURES WITH DEEP LEARNING MODELS

In recent years, the field of deep generative modellings have received considerable attention due to the explosion of numerous machine learning techniques that provide various degree of generation capability. If trained successfully, deep generative models can be used to estimate the likelihood of a given data and to create new samples that follow the same underlying probability distribution. One of the most popular classes of deep generative models is known as Generative Adversarial Networks (or in short GANs). Applications of deep generative models, especially GANs, have reached a wide range of area such as computer visions [281-286], language and speech synthesis [287,288], cryptography [289,290], stenography [291-293], et cetera.

Owing to the complexity of the simulations (required for the event construction and data analysis), the field of high energy physics has not been spared. As a matter of fact, some of the shortcomings arising in standard modelling have been overcome by deep generative models, and to the present day, variants of deep generative models have been applied to various areas of LHC searches such as parton showers, detector simulation, and searches for physics beyond the standard model [66,294-333].

The purpose of this chapter is not to present a detailed review of deep generative models (to which a vast amount of literatures already exists), nor an extensive comparative analyses of the different variants, but rather to illustrate broadly the concept of deep generative modelings and their applications. Particular attention will be given to generative adversarial neural networks which Chapter 5 will rely on.

### 4.1 Basics of Deep Learning

Neural network, also referred to as Artificial Neural Network (ANNs), generally assumes feed-forward structure in which the neurons are stacked into layers, with each of the neurons receiving inputs from the previous layers. One example of a widely used architecture is known as Multilayer Perceptron that is comprised of an input layer, one single hidden layer, and an output layer, with pairs of successive layer being fully connected (as illustrated in Fig. 25). If we denote by $\vec{X}$ the vector which contains as elements the values of the perceptrons in the input layer, then the hidden and output layer compute the following

$$
\begin{align*}
& \vec{X}_{\mathcal{H}}=f_{1}\left(W_{1} \vec{X}_{\mathcal{P}}+\vec{B}_{1}\right)  \tag{4.1.1}\\
& \vec{X}_{\mathcal{O}}=f_{2}\left(W_{2} \vec{X}_{\mathcal{H}}+\vec{B}_{2}\right) \tag{4.1.2}
\end{align*}
$$



Figure 25 An example of a multilayer perceptron model. The right network represents how the input data are fed to the perceptrons, traverse through one single hidden layer and results into a prediction $\vec{Y}$. The left network describes how a perceptron is activated with an input vector $\vec{X}$, weights $\vec{w}$, bias $w_{0}$, and an activation function $f$.
where $W_{1,2}$ and $\vec{B}_{1,2}$ represent the weight and bias vectors of the multilayer perceptron layer respectively, and $f_{1,2}$ represent some activation functions. If the neural network contains more than one single hidden layer, then they are called Deep Neural Networks (DNNs). Whilst the universal approximation theorem [334] states that a Neural Network with one single hidden layer is capable of approximating any Borel-measurable function, in practice, deep neural networks can substantially improve the training. Indeed, due to their modularity, deep neural networks are more capable of learning complex features by hierarchically composing (simple) non-linear functions.

In order to train (deep) neural networks, two key elements are required: initialization and optimization. In turn, the latter is composed of several components which consists in computing the loss (or cost) function and updating each parameter of the networks using the gradients according to an optimization algorithm. For the sake of pedagogical clarity, let us briefly expand on these elements.

## Initialization

The initialization procedure is one of the most crucial steps when training neural networks as it can significantly impact the model's performance. A properly (or conversely poorly) initialized neural network can lead to a substantially good (or conversely bad) performance. In order to illustrate this, consider a deep neural network where all the bias are zero and all the activation function are linear, i.e. $\vec{X}_{n}=W_{n} W_{n-1} \cdots W_{1} \vec{X}_{\mathcal{P}}$. It can be easily argued that a too-large initialization of the weights leads to exploding gradients. As an illustration, consider the case where every weight is initialized with the identity matrix times some positive constant $\varepsilon>1$ that makes the values on the diagonal larger than unity, i.e. $W_{1}=W_{2} \cdots=W_{n}=\varepsilon \mathbb{I I}$. The output layer is then given by $\vec{X}_{\mathcal{O}}=(\varepsilon \mathbb{I})^{n} \vec{X}_{\mathcal{P}}$ suggesting that $\vec{X}_{\ell}$ increases exponentially with $\ell$ where $\ell$ denotes the $\ell$-th layer. When propagated backward, the the gradients of the loss function w.r.t the parameters of the deep neural network are too big, leading to an exploding gradient problem. Conversely, a too-small initialization of the deep neural network yields vanishing gradients. Following the same line of thought as before, but instead considering $\tilde{\varepsilon}>1$ such that the values of the diagonal
weights are smaller than unity. In this scenario, the output layer is given by $\vec{X}_{\mathcal{O}}=(\tilde{\varepsilon} \mathbb{I})^{n} \vec{X}_{\mathcal{P}}$ suggesting that $\vec{X}_{\ell}$ decreases exponentially with $\ell$. As a result, the gradients of the (deep) neural network are too small leading to a vanishing gradient problem.

In order to prevent the gradients of the loss functions from vanishing or exploding, it is suitable to keep the mean of the activation (here also noted $\vec{X}_{\ell}$ due to the linearity of the activation function) around zero and with variance staying the same across all the layers. In a generic case where no assumption about the (deep) neural network is made, this can be translated into the following constraints:

$$
\begin{align*}
\mathbb{E}\left[W_{n} \vec{X}_{n-1}+\vec{B}_{n}\right] & =\mathbb{E}\left[W_{n-1} \vec{X}_{n-2}+\vec{B}_{n-1}\right]  \tag{4.1.3}\\
\operatorname{Var}\left(W_{n} \vec{X}_{n-1}+\vec{B}_{n}\right) & =\operatorname{Var}\left(W_{n-1} \vec{X}_{n-2}+\vec{B}_{n-1}\right) . \tag{4.1.4}
\end{align*}
$$

This suggests that the weights should be sampled from a carefully chosen probability distributions. In practice, the most common used distributions are uniform $\left(W_{\ell} \sim \mathcal{U}(-x, x)\right)$ and normal $\left(W_{\ell} \sim \mathcal{N}(0, \sigma)\right)$. In particular, it has been shown that variants of the Xavier initializer generally lead to better performance [335].

## Optimization

Once the weights of the (deep) neural network are properly initialized, samples from the training set are fed into the neural networks and forward-propagated through all the layers, resulting in some predictions $\vec{Y}=\operatorname{DNN}(\vec{X}, \theta)$. The parameters of the neural networks are then fine-tuned by comparing the predictions to the ground truths $\vec{Y}_{p}$. This is usually done by computing a differentiable loss function $\mathcal{L}\left(\vec{Y}_{\mathcal{O}}, \vec{Y}_{p}\right)$. The choice of loss function depends on the problem at hand, for simple regression problems for instance, one may use the mean squared error $\mathcal{L}_{\text {MSE }}\left(\vec{Y}_{\mathcal{O}}, \vec{Y}_{\mathcal{P}}\right)=1 / N \sum_{n=1}^{N}\left|Y_{\mathcal{O}, i}-Y_{\mathcal{P}, i}\right|^{2}$.

In the case where the training set is large, which is often the case for deep learning studies, the loss function $\mathcal{L}$ is most appropriately optimized using Mini-Batch Stochastic Gradient Descent (SGD) or its variants in which only a small batch $m$ of the training samples is considered at each iteration. The gradient of the objective loss functions w.r.t. the neural network's parameters $\theta$ are then computed using a backpropagation algorithm. The backpropagation enables the gradients to be propagated backwards from the output to the input layers. Such computations involve repeatedly applying the chain rule of partial derivatives. For each step of gradient descent, the parameters $\theta$ is updated according to the following transformation

$$
\begin{equation*}
\theta \longleftarrow \theta-\eta \nabla_{\theta} \mathcal{L}_{m}(g(\vec{X}, \theta), \vec{Y}), \tag{4.1.5}
\end{equation*}
$$

where $\eta$ denotes the learning rate and $\nabla_{\theta} \mathcal{L}_{m}$ represents the gradient w.r.t. the parameter $\theta$ over the mini-batch $m$. The choice of a learning rate is vital to the stability and convergence of the (deep) neural network. For instance, due to the small changes brought to the weights during the update, smaller learning rate may require a large number of epochs in order to reach convergence. Whilst large value of learning rate could lead to a fewer training epochs, it can cause the neural network to converge quickly to a suboptimal solution. The issue associated to the choice of learning rate can be overcome by resorting to an adaptive
optimizer where the learning rate is updated throughout the training. Such a dynamically adjusted learning rate is implemented for example in the Adaptive Momentum Stochastic Gradient Descent, also known as Adam. The fine-tune of the neural network's parameters in the Adam optimization is performed using the following expression

$$
\begin{equation*}
\theta \longleftarrow \theta-\gamma \frac{\hat{m}_{1}}{\sqrt{\hat{m}_{2}+\epsilon}} \tag{4.1.6}
\end{equation*}
$$

where $\gamma \equiv 10^{-3}$ is the magnitude of the stepsize that is progressively adjusted during the training by the first and second moments $\hat{m}_{1}$ and $\hat{m}_{2}$. At the beginning of the training, the moments $\hat{m}_{1}$ and $\hat{m}_{2}$ are set to zero, and therefore in order for the gradients to not blow up, a small parameter $\epsilon=10^{-8}$ is introduced. Throughout the training, both moments are updated according to the gradient of the loss function. Mathematically, this reads as follows

$$
\begin{align*}
& \hat{m}_{1} \longleftarrow\left(1-\beta_{1}\right) \nabla_{\theta} \mathcal{L}_{m}(g(\vec{X}, \theta), \vec{Y})+\beta_{1} \hat{m}_{1}  \tag{4.1.7}\\
& \hat{m}_{2} \longleftarrow\left(1-\beta_{2}\right) \nabla_{\theta} \mathcal{L}_{m}(g(\vec{X}, \theta), \vec{Y})+\beta_{2} \hat{m}_{2} \tag{4.1.8}
\end{align*}
$$

The constants $\beta_{1}$ and $\beta_{2}$ are called exponential decay rates for the moment estimates. Their default values, as proposed by Ref. [336], are given by $\beta_{1}=0.9$ and $\beta_{2}=0.999$. At every update, before entering in Eq. (4.1.6), the moments are normalized according to

$$
\begin{equation*}
\hat{m}_{1}=\frac{\hat{m}_{1}}{1-\beta_{1}^{t}}, \quad \hat{m}_{2}=\frac{\hat{m}_{2}}{1-\beta_{2}^{t}} \tag{4.1.9}
\end{equation*}
$$

where $t$ represents the timestep. Eq. (4.1.9) is known as bias correction and prevents the stepsize from becoming too large. Two optimization methods that are closely related to Adam are RMSprop [337] and AdaGrad [338].

## Overfitting

Due to the fact that deep neural networks are typically overparametrized, they are more prone to overfitting. However, there exists regularization procedures that can prevent a model from learning noises. In short, regularization provides constraints to the space of parameters accessible by the deep neural networks. From the efficiency point of view, it is actually preferable to have a large model that may require regularization during the training than a model with too little generalization capacity to learn the problem at hand. In most deep learning applications, the former approach has indeed proved to lead to faster optimization resulting in an overall better performance.

- $\mathbb{L}_{2}$ Regularization. Also known as Ridge Regression, the $\mathbb{L}_{2}$ regularization is one of the most standard ways to avoid overfitting. This regularization relies on the assumption that the weight of the deep neural networks should not deviate far from zero. Such a constraint in enforced by adding a regularization term (based on $\mathbb{L}_{2}$ norm) to the loss function. That is,

$$
\begin{equation*}
\mathcal{L} \longleftarrow \mathcal{L}+\frac{\lambda}{2}\|W\|^{2} \tag{4.1.10}
\end{equation*}
$$

where $\lambda$ is a constant that penalizes the weights. This parameter has to be chosen carefully because choosing $\lambda$ to be large, for instance, will lead to an underfitting. In the particular case where $\lambda=0$, we get back the original definition of the loss function.

- Batch normalization. What can render the training of deep neural networks difficult is a phenomenon known as internal covariate shifts where the distribution of each layers input (activations) changes during the training. In order to improve the training stability, one must seek to reduce the internal covariate shift through a procedure known as batch normalization. This can be done by normalizing the output batches. For the sake of clarity, let us focus only at a particular activation $X_{\ell, k}$ in a hidden layer $\ell$ (where here we over-use the notation $X_{\ell, k}$ to also represent a given activation) and Consider a mini-batch $\mathcal{B}_{m}$ of size $m$. We then have $m$ values of the activation $X_{\ell, k}$ in the mini-batch $\mathcal{B}_{m}=\left\{X_{\ell, k}^{(1)}, \cdots, X_{\ell, k}^{(m)}\right\}$. The batch normalization algorithms [339] normalizes the activation as follows

$$
\begin{array}{ll}
\mu_{\mathcal{B}} \longleftarrow \frac{1}{m} \sum_{i=1}^{m} X_{\ell, k}^{(i)} & \sigma_{\mathcal{B}}^{2} \longleftarrow \frac{1}{m} \sum_{i=1}^{m}\left(X_{\ell, k}^{(i)}-\mu_{\mathcal{B}}\right), \\
\hat{X}_{\ell, k}^{(i)} \longleftarrow \frac{X_{\ell, k}^{(i)}-\mu_{\mathcal{B}}}{\sqrt{\sigma_{\mathcal{B}}^{2}+\epsilon}}, & X_{\ell+1, k}^{(i)} \longleftarrow \gamma \hat{X}_{\ell, k}^{(i)}+\beta \tag{4.1.12}
\end{array}
$$

where $\epsilon$ is a small parameter and $\gamma, \beta$ are learnable parameters. Several studies have shown that the batch normalization approach can circumvent the training instability due to poor initialization $[339,340]$.

### 4.2 Supervised vs. Unsupervised learning

Within the field of machine learning and artificial intelligence, there are two main tasks, namely the supervised and unsupervised learning. In the following section, we briefly describe the aims of each task and the differences between them.

## Supervised learning:

It belongs to the class of machine learning that uses labelled data sets. As a matter of fact, this is mainly what sets supervised learning apart from unsupervised learning. The purpose of labelling the data sets is to train in a supervised manner an algorithm into accurately classifying data or predicting outcomes. This indeed allows the algorithm (model) to measure its accuracy and learn over time. Problems that require supervised learning can be categorized into classification and regression. Classification problems arise when one wants to map input to output labels, while regression problems arise when one wants to map input into continuous outputs. In both classification and regression problems, the main objective is to find specific structure in the input data that allows one to effectively produce correct output data. To dates, the most common algorithms on supervised learning include logistic regression, support vector machines, artificial neural networks (ANNs), and random forests.


Figure 26 Given a complicated distribution $\mathcal{X}$, a deep generative model $G_{\theta}$ is trained to map samples from a simple distribution $\mathcal{Z}$ defined over $\mathbb{R}^{m}$ to a more complicated distribution $G_{\theta}(\mathcal{Z})$ that is similar to $\mathcal{X}$ defined over $\mathbb{R}^{n}$. If the deep generative model is inverible as is the case for Invertible Neural Networks (INNs) such as Normalizing Flows, an inverse mapping is also possible. Notice that this is not the case for generative adversarial models.

## Unsupervised learning:

It belongs to the class of machine learning algorithms that discovers hidden patterns in a data set without the need of a supervision. As opposed to supervised learning, unsupervised learning methods are designed to problems where the data sets are not labelled. In other words, the approach of unsupervised learning is suitable for problems that require the algorithm to identify and extract the inherent feature of a given input data set. The most common tasks within unsupervised learning include: clustering, representation learning, density estimation, and (some classes of) generative modelling. Some common unsupervised learning algorithms include $\mathcal{K}$-means clustering, kernel density estimation, (variational) autoencoders, and normalizing flows. Some of these algorithms will be described in details or partially in the subsequent sections.

## Semi-supervised learning:

Supervised and unsupervised learning can be combined together into a single training approach known as semi-supervised learning. Such an approach is suitable for problems where the target labels for all the samples in the data set are not available. One of the most well-known examples of semi-supervised learning is the Generative Adversarial Training. Details of such a training is amply detailed in the next Chapter.

### 4.3 Generative Models

In the following section, we give a pedagogical introduction to a particular class of unsupervised learning known as Generative Modelling. The problem deep generative models are concerned with is the following: given a target distribution that follows a probability distribution $p_{R}$, we would like to generate new samples following some probability distribution $p_{\theta}$ such that $p_{\theta}$ is very close to $p_{R}$, i.e. the Kullback-Leibler divergence

$$
\begin{equation*}
\mathrm{KL}\left(p_{R} \| p_{\theta}\right)=\int_{x} d x p_{R}(x) \ln \left(\frac{p_{R}(x)}{p_{\theta}(\theta)}\right) \tag{4.3.1}
\end{equation*}
$$

is minimal. Thus, the goal is to construct a function $G_{\theta}: z \longrightarrow x_{g}$ that maps a latent variable $z$ with fixed probability distribution $p_{z}$ to a sample $x_{g}$ with probability $p_{\theta}$. The construction of the function $G_{\theta}$ from the first principle is infeasible for most of the data sets of interest. The fundamental design concept of deep generative models is to define $G_{\theta}$ in terms of a deep neural network function. By optimizing the parameters $\theta$ (which now defines the parameters of the deep neural networks), one can modify the probability distribution $p_{\theta}$ to resemble $p_{R}$. There exists various machine learning techniques to define $G_{\theta}$, examples of the most used techniques are briefly described below. For reasons that shall be explained in the next sections, the technique that we adopt in the present thesis is known as generative adversarial model, which is amply detailed in Sec. (4.4).

## Variational Autoencoders (VAEs)

Variational Autoencoders [341] are one of the widely used likelihood-based generative models whose basic idea consist in setting two deep neural networks known as encoder and decoder and to learn the best encoding-decoding scheme using iterative optimization process. Roughly speaking, the encoder takes an input data and compresses it down to a smaller representation with fewer dimensions. This consists in either selecting only a subset of the initial features or by combining a subset of them into a reduced number of features. The decoder then takes the low representation of the input data and tries to reconstruct new data sample that is similar to the ground truth. In more practical terms, at each iteration, the encoder is fed with some data, then the encoded-decoded output is compared to the input data and the error is backpropagated through the architecture to update the weights and biases. In order to avoid underfitting or overfitting, VAEs implements regularization procedures that ensures that the latent space has the relevant properties to enable generative process. The loss function that is minimized in VAEs is given by the following expression

$$
\begin{equation*}
\mathcal{L}_{\mathrm{VAE}}=\underset{q_{\phi}(z \mid z)}{\mathbb{E}}\left[\ln \left(p_{\theta}(x \mid z)\right)\right]-\mathrm{KL}\left[q_{\phi}(z \mid z) \mid p_{\theta}(z)\right] \tag{4.3.2}
\end{equation*}
$$

where $x$ as usual represents the true data distribution, $\phi$ and $\theta$ represents the parameterized distributions for the VAE probabilistic encoder-decoder networks. The first term in the above equation represents the reconstruction likelihood while the second term represents the non-negative divergence between the true and approximate posterior. The latter ensures that the learned distribution is similar to the prior distribution. One of the main drawbacks of the VAEs is that, despite the fact that they can learn feature representation, they have intractable marginal likelihoods.

## Normalizing flows

Normalizing flows belong to the class of generative models that are invertible. That is, the function $G_{\theta}$ used to model the posterior probability distribution is a bijective function. They are constructed as a series of invertible functions which map complex data to a simple Gaussian distribution, or vice-versa. A stark difference between VAEs and normalizing flow models is that the latter converge faster than the former. However, samples generated using normalizing flow are not that rich in features as other models.

### 4.4 Generative Neural Networks (GANs)

In the following section, we describe how distributions can be modelled using generative adversarial neural networks by implicitly learning the representation of the probability density. We first present a methodological review by following the original description [342] (often referred to as Vanilla-GAN). In Sec. (4.4.2), we briefly expand on the challenges in training generative adversarial models, and provide in Sec. (4.4.3) (in addition to the ones mentioned in Sec. (4.1)) regularization procedures and GAN architecture variants to overcome those challenges in order to improve the training stability.

### 4.4.1 Theoretical framework

As mentioned in Sec. (4.3), the main idea that underpins all deep generative models is the construction of a function $G_{\theta}$ that generates new samples following a particular probability distribution. In the case of generative adversarial models, the function $G_{\theta}$ is a deep neural network function whose training over time is controlled by differential deep neural networks. The two neural networks are commonly known as Generator and Discriminator. The generator $G_{\theta}$ is a differentiable function represented in our case by a multilayer perceptron whose job is to deterministically generate samples $x_{g}$ from a latent variable $z$. The discriminator $D_{\phi}$ is also a multilayer perceptron whose main job is to distinguish samples from real and synthetic PDF replicas.

The generator $G_{\theta}$ and discriminator $D_{\phi}$ are then trained in an adversarial way: $G_{\theta}$ tries to capture the probability distribution of a given data set and generates new samples following the same probability distribution (therefore minimizes the objective such that $p_{R}=p_{\theta}$ ), and $D_{\phi}$ tries to distinguish whether the sample came from an input data set rather than from the generator (therefore maximizes the objective $p_{R} \neq p_{\theta}$ ). This adversarial training allows both models to improve to the point where the generator is able to create synthetic data such that the discriminator can no longer distinguish between synthetic and original sets. This is a sort of min-max game where the GAN objective function is given by following expression [342]:

$$
\begin{equation*}
\min _{\theta} \max _{\phi} V\left(G_{\theta}, D_{\phi}\right)=\underset{x \sim p_{R}}{\mathbb{E}}\left[\ln D_{\phi}(x)\right]+\underset{z \sim p_{z}}{\mathbb{E}}\left[\ln \left(1-D_{\phi}\left(G_{\theta}(z)\right)\right)\right] \tag{4.4.1}
\end{equation*}
$$

For a fixed generator $G_{\theta}$, the discriminator performs a binary classification by maximizing $V$ w.r.t. $\phi$ while assigning the probability one to samples from the prior PDF replicas $\left(x \sim p_{R}\right)$, and assigning probability zero to the synthetic samples $\left(x \sim p_{\theta}\right)$. Therefore, the discriminator is at its optimal efficiency when:

$$
\begin{equation*}
D^{\star}(x)=\frac{p_{R}(x)}{p_{R}(x)+p_{\theta}(x)} \tag{4.4.2}
\end{equation*}
$$

If we now assume that the discriminator is at its best $\left(D(x)=D^{\star}(x)\right)$, then the objective function that the generator is trying to minimize can be expressed in terms of the JensenShannon divergence $\operatorname{JSD}\left(p_{R}, p_{\theta}\right)$ as follows:

$$
\begin{equation*}
V\left(G_{\theta}, D_{\phi}^{*}\right)=2 \operatorname{JSD}\left(p_{R}, p_{\theta}\right)-2 \ln 2 \tag{4.4.3}
\end{equation*}
$$



Figure 27 Diagrammatic structure of a generative adversarial neural network. Both neural networks are represented in terms of deep convolutional neural networks (DCNNs). The discriminator is expressed by $D_{\phi}$ while the generator is expressed by $G_{\theta}$. Both the true input data and the generated samples are fed into the discriminator which evaluates whether or not the generated samples are similar to the true data.
where the Jensen-Shannon divergence satisfies all the properties of the Kullback-Leibler divergence and has the additional constraint that $\operatorname{JSD}\left(p_{R}, p_{\theta}\right)=\operatorname{JSD}\left(p_{\theta}, p_{R}\right)$. We then see from Eqs. (4.4.1-4.4.3) that the best objective value we can achieve with optimal generator and discriminator is $(-2 \ln 2)$.

The generator and discriminator are generally trained in the following way: the generator generates a batch of synthetic samples that along with the samples from the input data sets are provided to the discriminator ${ }^{1}$ (see Algorithm 1). Algorithm 1 is a typical formulation of a generative-based adversarial strategy. The adversarial training of both the discriminator and generator neural networks are described in Fig. 27. The training goes as follows. On the one hand, the generator takes as input a vector of random noises and outputs fake data which then get fed into the discriminator. During the training of the Generator, it is important that the discriminator is freezed, otherwise equilibrium might never be reached. On the other hand, the discriminator model takes as input both the true and fake data. The model then outputs predictions as to whether the samples are real with labels ones or fake with labels zeros. However, as we will discuss in the next section, working with such an implementation in practice is very challenging and often leads to poor results.

### 4.4.2 Challenges in training GANs

Training generative adversarial models can be very challenging due to the lack of stopping criteria that estimates when exactly GANs have finished training. Therefore, there is no guarantee that the equilibrium is reached. In addition, GANs have common failure

[^4]```
Algorithm 1: Algorithm describing the stochastic gradient descent training of a
standard generative adversarial networks [342].
    for epochs \(1, \cdots, N\) do
        for Discriminator steps \(1, \cdots, k\) do
            - Sample minibatch of size \(m\) from the real sample: \(\left\{x_{r}^{(1)}, \cdots, x_{r}^{(m)}\right\}\)
            - Sample minibatch of size \(m\) from the latent space: \(\left\{z^{(1)}, \ldots, z^{(m)}\right\}\)
            - Perform gradient ascent on discriminator:
\[
\begin{aligned}
\nabla_{\phi} V\left(G_{\theta}, D_{\phi}\right) & =\frac{1}{m} \nabla_{\phi} \sum_{i=1}^{m} \ln D_{\phi}\left(x_{r}^{(i)}\right) \\
& +\frac{1}{m} \nabla_{\phi} \sum_{i=1}^{m} \ln \left(1-D_{\phi}\left(G_{\theta}\left(z^{(i)}\right)\right)\right)
\end{aligned}
\]
        end
        for Generator steps \(1, \cdots, \ell\) do
            - Sample minibatch of size \(m\) from the latent space: \(\left\{z^{(1)}, \ldots, z^{(m)}\right\}\)
            - Perform gradient descent on generator:
                \(\nabla_{\theta} V\left(G_{\theta}, D_{\phi}\right)=\frac{1}{m} \nabla_{\theta} \sum_{i=1}^{m} \ln \left(1-D_{\phi}\left(G_{\theta}\left(z^{(i)}\right)\right)\right)\)
        end
    end
```

modes due to inappropriate choices of network architecture, loss function or optimization algorithm. Several solutions have been proposed to address these issues which is still a topic subject to active research. For a review, we refer the reader to Refs. [343-345]. In this section, we briefly describe these challenges before providing some solutions in the next section. The most encountered limitations of GANs in our case are: non-convergence, vanishing gradients, and mode collapse.

It is often the case that during optimization, the losses of generator and discriminator continue to oscillate without converging to a clear stopping value. Although the existence of an equilibrium (Nash Equilibrium) has been proved in the original GAN paper [342], there is no guarantee that such an equilibrium will be reached in practice. This is mainly due to the fact that the generator and discriminator are modelled in terms of neural networks, thus restricting the optimization procedures to the parameter space of the networks rather than learning directly from the probability distributions [344]. On the other hand, this non-convergence could happen even if the model has ventured near the equilibrium point. In this case, when the generated samples are far from the target distribution, the discriminator pushes the generator towards the true data distribution while at the same time increasing its slope. When the generated samples approaches the target distribution, the discriminator's slope is the highest, pushing away the generator from the true data distribution [346]. As a result, depending on the stopping criteria, the GAN optimization might not necessarily converge to a Nash equilibrium [342] in which the performance of the discriminator and generator cannot be improved further (i.e. optimal conditions). In such a scenario, the generated samples are just collections of random noise.

The vanishing gradients occur when the discriminator is over-optimized and does not provide enough information to the generator to make substantial progress [343]. During backpropagation, the gradient of the generator flows backward from the last layer to the first, getting smaller at each iteration. This raises some complications since, in practice, the objective function of a discriminator close to optimal is not given by $2 \mathrm{JSD}\left(p_{R}, p_{\theta}\right)-2 \ln 2$ as stated in Eq. (4.4.3), but rather close to zero. This then pushes the loss function to zero, providing little or no feedback to the generator. In such a case, the gradient does not change the values of the weights in the initial layers, altering the training of the subsequent layers.

Finally, the mode collapse occurs when the generator outputs samples of low diversity [347], i.e, the generator maps multiple distinct input to the same output. This is the case where the generated samples from the GAN capture only a few of the modes of the input data set. Mode collapse is a common pathology to all generative adversarial models as the cause is deeply rooted in the concept of GANs.

The challenges mentioned above contribute to the instabilities that arise in training GAN models. What often complicates the situation is that these obstacles are linked with each other and one might require a procedure that tackles all of them at the same time. As we will briefly describe in the next section, there exist various regularization techniques, some specific to the problem in question, that could influence the stability during the training.

### 4.4.3 Training stability \& Regularization

Apart from the regularization procedures introduced in Sec. (4.1), there exists alternative procedures and techniques more suitable for generative adversarial models that can
alleviate the challenges described in Sec. (4.4.2). Whilst some of the procedures can be imposed on already defined GAN architecture, some are defined in terms of different model variants. Here, we just list some of the most used and widespread techniques.

## - Gradient Penalty:

One of the first line of defence against instabilities in training GANs is a technique known as gradient penalty. This consists in imposing a penalty on the gradient of the discriminator $D_{\phi}(x)$ in order to enhance its sensitivity in the regions $D_{\phi}(x) \rightarrow 0$ and $D_{\phi}(x) \rightarrow 1$. The gradient penalty is applied to the logit of $D_{\phi}(x)$ as follows

$$
\begin{equation*}
\tilde{D}_{\phi}(x)=\ln \left(\frac{D_{\phi}(x)}{1-D_{\phi}(x)}\right) \quad \longrightarrow \quad \nabla \tilde{D}_{\phi}(x)=\frac{\nabla D_{\phi}(x)}{D_{\phi}(x)\left(1-D_{\phi}(x)\right)} \tag{4.4.4}
\end{equation*}
$$

The penalty on the discriminator is applied in the regions where the predictions are wrong, i.e. the discriminator assigning labels zero to true data, or conversely assigning labels one to fake data. The gradient penalty loss is therefore defined by

$$
\begin{equation*}
\mathcal{L}_{\mathrm{GP}}=\underset{x \sim p_{R}}{\mathbb{E}}\left[\left(1-D_{\phi}(x)\right)^{2}\left|\nabla \tilde{D}_{\phi}(x)\right|^{2}\right]+\underset{z \sim p_{z}}{\mathbb{E}}\left[D_{\phi}\left(G_{\theta}(z)\right)^{2}\left|\nabla \tilde{D}_{\phi}(x)\right|^{2}\right] . \tag{4.4.5}
\end{equation*}
$$

In the case where the discriminator is perfectly well-trained the prefactors $\left(1-D_{\phi}(x)\right)$ and $D_{\phi}^{2}(x)$ vanish. The gradient penalty loss given in Eq. (4.4.5) can then be added to the discriminator's loss function $\tilde{\mathcal{L}}_{D}=\mathcal{L}_{D}+\lambda \mathcal{L}_{\mathrm{GP}}$ with $\lambda$ a properly chosen variable.

## - Architecture variants:

In order to alleviate the challenges associated with the training of GANs, various modifications on the architecture (including loss function) have been proposed. For instance, it has been studied in Ref. [348,349] that the generative capabilities of the Generator is inherently bounded by the size of the discriminator's architecture. This has motivated the use of large discriminator networks. On the other hand, the use of overparametrized discriminator may saturates the generator and hence ruin the training. However, this can be easily circumvented by restricting the weight updates of the discriminator using for example the gradient penalty described above. These eventually led to the use of deep convolutional neural network to represent both the discriminator and generator's. There exists thus far various GAN variants, examples are DCGAN [350,351], InFoGAN [352], BigGAN [353], et cetera. For the study of PDFs, that will be presented in the next Chapter, we use a variant called WGAN [354].

## - Hyperparameter Optimization:

One of the most robust ways to come up with stable networks that do not suffer from the issues mentioned before is the hyperparameter tuning in which a space of parameter is scanned in order to find the optimal values given the metrics of interest. The choice of model (or variants) could even be regarded as a hyperparameter. Details on such a procedure are described in the next Chapter.

### 4.5 Summary

In this chapter, we reviewed the fundamentals of deep learning, explaining in details the various pieces that enter into the training of a deep neural network. We then provided a
brief description of what deep generative models are and how efficient they are in terms of modelling posterior distributions. In particular, we focused on generative adversarial neural networks, which differ from the other families of generative models in that GANs are likelihood-free. The challenges related to GANs were then discussed in details, as well as the standard regularization procedures used to tackle them. Two possible applications of the GANs to parton densities are presented in the next chapter.

EFFICIENT COMPRESSION OF PDF SETS USING GANS

It has been strongly emphasized in Chapter 1 that Parton Distribution Functions (PDFs) are crucial ingredients for all predictions of physical observables that are of interest at hadron colliders such as LHC, and efforts to make their determination accurate with smaller uncertainties have become increasingly relevant. In current phenomenology studies, apart from the theoretical uncertainties arising from missing higher-order corrections, they are one of the dominant sources of uncertainty in precision measurement. A striking example of such a limitation is the role that PDFs play in the extraction of the Higgs coupling from data [132]. It is therefore clear that for the sake of doing precision physics (an important path toward a deep understanding of the physics beyond the Standard Model), PDFs need to be accurate at a percent-level [4]. The road toward reaching such an accuracy manifests at two distinct levels: (i) the determination of the PDFs through a fitting procedure, and (ii) the a posteriori treatment of the fitted results such as the reduction of the number of Monte Carlo (MC) replicas (or number of eigenvectors in the case of Hessian PDFs). Recently, spectacular advancement has been seen at the level of the PDF determination thanks to the inclusion of new (LHC) datasets and more importantly to the improvement in methodology, see Ref. [4] for ample details. In the following chapter, what we are interested is the latter, specifically the compression of a Monte Carlo PDF replicas into a smaller set that replicates all the statistical properties of the starting PDF set (henceforth referred to as prior).

Originally, the compression of Monte Carlo PDFs has been introduced in the context of Combined PDF Sets. The idea consists in combining various PDF sets determined by different PDF fitter groups that implement different methodologies. As mentioned before, to the present date, there exists various PDF fitter groups that implement different methodology and provide different estimation of the PDF errors [34-68,68-73,355,356]. As a consequence, even when benchmarking the different methodologies with the same input datasets, it has been shown that the resulting PDF sets still differ with a reasonable agreement [357]. Therefore, from the practical point of view, it seems reasonable to combine the different PDF sets and evaluate the combined uncertainty in order to obtain estimates of the PDF error that take into account the various methodologies.

Apart from its relevance for the combination of Monte Carlo PDF sets, the compression methodology is also useful for native Monte Carlo PDF. In the NNPDF fitting methodology where the PDFs are represented in terms of Monte Carlo replicas, a large number of such replicas are required in order to give an accurate representation of the underlying probability distribution. Indeed, there has been considerable evidence that one might require $\mathcal{O}\left(10^{3}\right)$ (or even $\mathcal{O}\left(10^{4}\right)$ ) Monte Carlo replicas in order to converge to the asymptotic result [358,359]. Putting aside the practical limits that arise with the fitting of such
a large ensemble of Monte Carlo replicas, dealing with a large PDF set when producing phenomenological studies or Monte Carlo simulations is not ideal. In order to circumvent such issues, one could compress down the large sample of Monte Carlo replicas into a smaller set. However, when going from $\mathcal{O}\left(10^{3}\right)$ to say $\mathcal{O}(100)$, one has to make sure that all the various statistical properties such as correlations between pairs of flavours are preserved. This is where the compression approach comes into play as a mean to select a subset of Monte Carlo replicas that provides an accurate representation of the prior distribution.

A compression methodology has been introduced in Ref. [358]. The basic conceptual idea of the compression lies on the search of a subset of replicas that reproduces best the statistical features of the original Monte Carlo PDF set. It has been shown at the PDF level using NNPDF3.0 sets that a compressed set with $N_{c}=100$ replicas is reasonably equivalent to a prior with $N_{p}=1000$ replicas. We would like to propose a new compression strategy [360] that aims at providing a compressed set with an even smaller number of replicas when compared to the standard approach of Ref. [358], while providing a similar representation of the original probability distribution. The framework we would like to propose is based on the generative adversarial neural networks that was introduced in Sec. (4.4). The idea is to enhanced the statistics of a given input Monte Carlo PDF set by generating what we call synthetic replicas. These synthetic replicas are new replicas generated from the GANs and to some extent follow the same probability distribution as the prior. The motivation behind this is based on the following observation: large samples of Monte Carlo replicas contains fluctuations that average out to the an asymptotic limit; in the standard compression approach, the is idea is just to select samples that present less fluctuations and contain the bulk of the statistical information present in the prior. This suggests that it should be possible to generate samples that contain less fluctuations and once combined with the samples from the prior can lead to a more efficient compressed representations of the full result.

This chapter is organized as follows. In Sec. (5.1), we review the mathematical framework of the compression methodology while at the same time introducing a new implementation that is faster and most importantly can incorporate the GANs framework. The GANPDFs framework is introduced in Sec. (5.2.1) in which we present the GAN architecture used in our implementation. We also comment on some regularization procedures that are specific to our problem in order to circumvent the issues related to the training stability described in Sec. (4.4.2). The concept of hyperparameter optimization is then introduced in order to fit the methodology by scanning the hyperparameter space. The efficiency of the new framework is then assessed in Sec. (5.3) by comparing it against the standard approach based on some statistical estimators. In Sec. (5.4), we further validate our methodology by producing phenomenological results for LHC observables both at the total inclusive and differential levels. In Sec. (5.5), we give an outlook on the potential of using the GANPDFs framework to tackle the issue of the finite size effect by by-passing the need of fitting Monte Carlo replicas of $\mathcal{O}\left(10^{4}\right)$, or even beyond. Finally, in Sec. (5.6), we discuss why the GAN-based compression might not be relevant for NNPDF4.0 PDF sets and why that can be interpreted as an indication of the robustness of the NNPDF4.0 methodology.

### 5.1 Compression: methodological review

Let us briefly review the compression methodology for Monte Carlo PDF sets introduced in Ref. [358]. The following closely follows the description provided in the aforementioned reference. One can summarizes the main idea behind the compression of (combined) Monte Carlo PDFs as finding a subset of the original PDF set such that the statistical distance between the original and the compressed is minimal. This ensures that the loss of statistical information is as low as possible. In this sense, the compression methodology has to rely on two main ingredients: a proper definition of the distance metric that quantify the distinguishability between the prior and the compressed distributions, and an appropriate minimization algorithm that explores the space of possible combinations of PDF replicas that leads to such a minima.

It was originally proposed in Ref. [358] that a suitable figure of merit to measure the difference between two parton distribution functions is the error functio

$$
\begin{equation*}
\mathrm{ERF}=\frac{1}{N_{\mathrm{EST}}} \sum_{k} \frac{1}{N_{k}} \sum_{i}\left(\frac{\mathrm{C}^{k}\left(x_{i}\right)-P^{k}\left(x_{i}\right)}{P^{k}\left(x_{i}\right)}\right)^{2} \tag{5.1.1}
\end{equation*}
$$

where $k$ runs over a set of statistical estimators with $N_{k}$ the associated normalization factor, $P^{k}\left(x_{i}\right)$ is the value of the estimator $k$ computed at a given point $i$ in the $x$-grid for the prior set, and $C^{k}\left(x_{i}\right)$ is the corresponding value of the same estimator but for the compressed distribution. Finally, $N_{\mathrm{EST}}$ denotes the total number of statistical estimators involved in the minimization. The scale dependence is not explicit shown in Eq. (5.1.1) since the scale at which the the PDFs are evaluated is the same for all estimators. As in the original compression methodology, we include as statistical estimators lower moments (such as mean and standard deviation) and standardized moments (such as Skewness and Kurtosis). In addition, in order to preserve higher-moments and PDF-induced correlations, which are crucial for phenomenology studies, we also include the Kolmogorov-Smirnov distance and the correlation between multiple PDF flavours. For each statistical estimator, the normalization factor has to be defined properly as it compensates for the various orders of magnitude in different regions of $(x, Q)$-space that is mainly apparent in higher moments. Here, we rewrite their definitions:

## Lower and higher moments:

Since the statistical properties of a PDF is mainly dominated by lower moments, they should be reproduced with higher accuracy in the compressed set. Let us denote by $P_{i}^{r}\left(x_{j}\right)$ and $C_{i}^{r}\left(x_{j}\right)$ respectively the prior and compressed sets of replicas $r$ for a flavour $i$ at the $j$-th position in the $x$-grid. The expression of the central value, standard deviation, Skewness, and Kurtosis for the prior are defined as

$$
\begin{align*}
& P_{i}^{\mathrm{CV}}\left(x_{j}, Q_{0}\right)=\frac{1}{N_{R}} \sum_{r=1}^{N_{R}} P_{i}^{r}\left(x_{j}, Q_{0}\right)  \tag{5.1.2}\\
& P_{i}^{\mathrm{STD}}\left(x_{j}, Q_{0}\right)=\sqrt{\frac{1}{N_{R}-1} \sum_{r=1}^{N_{R}}\left(P_{i}^{r}\left(x_{j}, Q_{0}\right)-P_{i}^{\mathrm{CV}}\left(x_{j}, Q_{0}\right)\right)^{2}} \tag{5.1.3}
\end{align*}
$$

$$
\begin{align*}
& P_{i}^{\mathrm{SKE}}\left(x_{j}, Q_{0}\right)=\frac{1}{N_{R}} \sum_{r=1}^{N_{R}}\left(\frac{P_{i}^{r}\left(x_{j}, Q_{0}\right)-P_{i}^{\mathrm{CV}}\left(x_{j}, Q_{0}\right)}{P_{i}^{S \mathrm{TD}}\left(x_{j}, Q_{0}\right)}\right)^{3}  \tag{5.1.4}\\
& P_{i}^{\mathrm{KUR}}\left(x_{j}, Q_{0}\right)=\frac{1}{N_{R}} \sum_{r=1}^{N_{R}}\left(\frac{P_{i}^{r}\left(x_{j}, Q_{0}\right)-P_{i}^{\mathrm{CV}}\left(x_{j}, Q_{0}\right)}{P_{i}^{S T D}\left(x_{j}, Q_{0}\right)}\right)^{4} \tag{5.1.5}
\end{align*}
$$

where $Q_{0}$ denotes the initial scale at which the prior PDF set is computed and $N_{R}$ represents the total number of replicas. The expressions for the compressed set can be computed analogously by replacing $P$ with $C$ and changing the total number of replicas to size of the compressed set. Notice that in the summation the central replicas $r=0$ is not considered. From these definitions, one can therefore define the error function for the moment estimators. For each estimator $k$, the error function is defined as

$$
\begin{equation*}
\mathrm{ERF}_{k}=\frac{1}{N_{k}} \sum_{i=-n_{f}}^{n_{f}} \sum_{j=1}^{N_{x}}\left(\frac{C_{i}^{k}\left(x_{j}, Q_{0}\right)-P_{i}^{k}\left(x_{j}, Q_{0}\right)}{P_{i}^{k}\left(x_{j}, Q_{0}\right)}\right)^{2} \tag{5.1.6}
\end{equation*}
$$

for $k=\mathrm{CV}, \mathrm{STD}, \mathrm{SKE}, \mathrm{KUR}$. The number of active flavour is denoted by $n_{f}$ while the size of the $x$-grid is denoted by $N_{x}$. The above equation is only valid if the denominator is non-zero, hence we only consider the case where $P_{i}^{k}\left(x_{j}, Q_{0}\right) \neq 0$. The normalization factor $N_{k}$ for a statistical estimator $k$ is defined as the lower $68 \%$ confidence-level of $N_{\text {rd }}$ random selections. This can be expressed as

$$
\begin{equation*}
N_{k}=\frac{1}{N_{\mathrm{rd}}}\left[\sum_{t=1}^{N_{\mathrm{rd}}} \sum_{i=-n_{f}}^{n_{f}} \sum_{j=1}^{N_{x}}\left(\frac{R_{i}^{t, k}\left(x_{j}, Q_{0}\right)-P_{i}^{k}\left(x_{j}, Q_{0}\right)}{P_{i}^{k}\left(x_{j}, Q_{0}\right)}\right)^{2}\right]_{68 \%} \tag{5.1.7}
\end{equation*}
$$

where $R_{i}^{t}\left(x_{j}, Q_{0}\right)$ represent the $t$-th random selection extracted from the prior and contains the same number of replicas as the expected compressed set. This ensures that the value of the error function $\mathrm{ERF}_{k}$ for an estimator $k$ is below 1.

## Kolmogorov-Smirnov distance:

Since PDFs are continuous probability distributions, despite the fact that they are only available as an interpolation on the grid of $x$-points, the Kolmogorov-Smirnov test [361] (or its refinement, the Anderson-Darling test [362]) is a sensible estimator. In the context of PDF compression, the Kolmogorov-Smirnov distance is computed as follows [358]: for the prior set (resp. compressed), we count the number of replicas that falls within a given region and then normalize by the total number of replicas in the prior (resp. compressed). As in the original compression, we consider six different regions which are defined in terms of the standard deviation

$$
\begin{equation*}
\left[-\infty,-2 P_{i}^{\mathrm{STD}}\left(x_{j}\right),-P_{i}^{\mathrm{STD}}\left(x_{j}\right), 0, P_{i}^{\mathrm{STD}}\left(x_{j}\right), 2 P_{i}^{\mathrm{STD}}\left(x_{j}\right),+\infty\right] \tag{5.1.8}
\end{equation*}
$$

The contribution to the error function from the Kolmogorov-Smirnov can therefore be defined in the following way

$$
\begin{equation*}
\mathrm{ERF}_{\mathrm{KS}}=\frac{1}{N_{k}} \sum_{z=1}^{6} \sum_{i=-n_{f}}^{n_{f}} \sum_{j=1}^{N_{x}}\left(\frac{C_{i}^{z}\left(x_{j}, Q_{0}\right)-P_{i}^{z}\left(x_{j}, Q_{0}\right)}{P_{i}^{z}\left(x_{j}, Q_{0}\right)}\right)^{2}, \tag{5.1.9}
\end{equation*}
$$



Figure 28 Flowchart describing the methodology for the compression of Monte Carlo PDF replicas. It takes as input a prior PDF set constructed as a grid in $\left(N_{R}, n_{f}, x\right)$-space and additional parameters such as the size of the compressed set and the choice of minimization algorithm. The output is a Monte Carlo replicas with a reduced size that follows the LHAPDF [5] grid format.
with $z$ running through the six regions defined in Eq. (5.1.8). The normalization factor is then defined as

$$
\begin{equation*}
N_{\mathrm{KS}}=\frac{1}{N_{\mathrm{rd}}} \sum_{z=1}^{6} \sum_{t=1}^{N_{\mathrm{rd}}} \sum_{i=-n_{f}}^{n_{f}} \sum_{j=1}^{N_{x}}\left(\frac{R_{i}^{t, z}\left(x_{j}, Q_{0}\right)-P_{i}^{z}\left(x_{j}, Q_{0}\right)}{P_{i}^{z}\left(x_{j}, Q_{0}\right)}\right)^{2} \tag{5.1.10}
\end{equation*}
$$

where all the remaining symbols carry the same meaning as for the moments.

## Correlations between PDFs:

As mentioned previously, it is important that the compressed set preserve PDFinduced correlations in physical cross sections. They play an important role in phenomenological studies. As a matter of fact, one of the main differences between a fit with 100 and 1000 replicas is that correlations between pairs of flavours are reproduced more accurately in the latter. In order to define the error function for the correlation, we introduce the correlation matrix $\mathcal{M}$ whose elements are defined as

$$
\begin{equation*}
\mathcal{M}_{i j}=\frac{N_{R}}{N_{R}-1} \frac{\langle i j\rangle-\langle i\rangle\langle j\rangle}{\Sigma_{i} \Sigma_{j}} . \tag{5.1.11}
\end{equation*}
$$

The brackets in the above equation are defined as follows

$$
\begin{equation*}
\langle i\rangle=\frac{1}{N_{R}} \sum_{r=1}^{N_{R}} f_{i}^{r}\left(x_{i}, Q_{0}\right), \quad\langle i j\rangle=\frac{1}{N_{R}} \sum_{r=1}^{N_{R}} f_{i}^{r}\left(x_{i}, Q_{0}\right) f_{j}^{r}\left(x_{j}, Q_{0}\right) \tag{5.1.12}
\end{equation*}
$$

where $f_{i}^{r}\left(x_{i}, Q_{0}\right)$ denotes the replicas $r$ from either the prior or compressed set with flavour $i$ and computed at the $j$-th position in the $x$-grid. The $\Sigma_{i}$ represents the


Figure 29 Speed benchmark comparing the old and new compression codes using the GA as the minimizer. The prior set is a NNPDF3. 1 set with $N_{p}=1000$ replicas. On the $y$-axis is shown the time (in minutes) that it takes to perform a compression while the $x$-axis represents the various size of compressed sets. For the purpose of these benchmarks, the parameters entering the Genetic Algorithm (GA) are chosen to be exactly the same across both implementations.
standard deviation and its expression is exactly similar to Eq. (5.1.3). We can now define the contribution of the correlation to the error function as

$$
\begin{equation*}
\mathrm{ERF}_{\mathrm{CR}}=\frac{1}{N_{\mathrm{CR}}}\left(\frac{c-p}{p}\right)^{2} \tag{5.1.13}
\end{equation*}
$$

with the prior and compressed components respectively defined as

$$
\begin{equation*}
p=\operatorname{Tr}\left(\mathcal{P} \cdot \mathcal{P}^{-1}\right), \quad c=\operatorname{Tr}\left(\mathcal{C} \cdot \mathcal{P}^{-1}\right) \tag{5.1.14}
\end{equation*}
$$

where $\mathcal{P}$ and $\mathcal{C}$ respectively represent the correlation matrix of the prior and compressed set computed according to Eq. (5.1.11) and $\mathcal{P}^{-1}$ the inverse of $\mathcal{P}$. The normalization factor $N_{\mathrm{CR}}$ is computed analogously to the previous definitions, i.e. computed from a certain number of random selection.

Once the set of statistical estimators and the target size of the compressed set are defined, the compression algorithm can start the minimization procedure by searching for the combination of replicas that leads to the minimal value of the total error function defined in Eq. (5.1.1). In order to select the replicas entering into the compressed set, various minimization algorithms can be implemented. However, due to the discrete nature of the compression problem, it is convenient to use minimization based on Evolution Algorithm (EA) $[363,364]$ such as the Covariance Matrix Adaptation (CMA) strategy $[365,366]$ or
the Genetica Algorithm (GA) [367-369]. It is important to emphasize that no matter the choice of minimization algorithm is, one can never run into the risk of overfitting since the absolute minimum always exists. In Fig. 28, we show a diagrammatic representation of the compression workflow. It goes as follows: we first compute a grid of the prior PDF set for all replicas, flavours, and all points of the $x$-grid; then we choose a random subset from the prior in order to compute the value of the total error function; this process is repeated for a certain number of iterations making sure that the minimizer selects a better sample at every next iteration. The $x$-grid is constructed such that the points are distributed in the region where experimental data are available. That is, one choose $x$ to lie within the $\left[10^{-5}, 0.9\right]$-region such that the points are logarithmically spaced between $\left[10^{-5}, 10^{-1}\right]$ and linearly spaced in the $\left[10^{-1}, 0.9\right]$-region.

The methodology described above was first implemented in a C++ code [358] and later revised in Ref. [360,370] using state-of-the-art python development. The new implementation was required in order to accommodate for the generative models as will be discussed in the next section. Here and henceforth, we referred to the new implementation as PYCOMPRESSOR. An important benefit of the new implementation is also the gain in performance. Indeed, we observed that the new implementation is significantly faster as compared to the old one. In order to quantify such a gain, we compress a Monte Carlo PDF set with $N_{p}=1000$ replicas into various sets with smaller sizes using the GA minimizer. The tests were run on a consumer-grade CPU ${ }^{1}$ with 16 GB of memory. The results are presented in Fig. 29: on the $x$-axis are shown the various sizes of compressed sets while the required time for both compression codes to complete the same compression is shown on the $y$-axis. We can see that the new implementation is up to six times faster than the old one. One can also notice that the speed gain depends on the size of the compressed set. Not surprisingly, the difference between the two implementations increases as the the size of the compressed set gets bigger. This is due to the fact that PYCOMPRESSOR takes advantage of the multicore capabilities of modern computers ${ }^{2}$.

### 5.2 Compressing PDF sets with GANs

This section is devoted to the description of our generative adversarial model, henceforth referred to as GANPDFS, and its incorporation into the compression methodology. In particular, we address the issue of instability when generating synthetic replicas. Sec. (4.4.2) introduced the general complexities of building a generative adversarial model in which we also discussed about various regularization procedures that can be used to alleviate such issues. Here, we specifically describe regularization procedures that are specific to our problem.

### 5.2.1 The GanPDFs methodology

Let us first restate again what we are trying to achieve. The problem we are concerned with is the following: suppose that the prior Monte Carlo PDF replicas follow a probability
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Figure 30 Illustration of non-convergence (left) and mode collapse (right) when generating Monte Carlo PDF replica. Here, we show the PDF for the $\bar{d}$-quark. The priors are represented by the green curves while the synthetic replicas are represented by the orange curves. The two plots we generated using the vanilla implementation of the generative neural network.
distribution $p_{R}$, we would like to generate synthetic replicas following a probability distribution $p_{\theta}$ such that $p_{\theta}$ is as close as possible to $p_{R}$. One way to achieve this is by defining a latent variable $z$ with a fixed probability distribution $p_{z}$. The latent variable $z$ can then be passed as an input to a function $G_{\theta}: z \rightarrow x_{g}$ which is generally defined to be a neural network in order to generate samples that follow a probability $p_{\theta}$. By optimizing the parameter $\theta$, one can modify the distribution $p_{\theta}$ to approach the target distribution $p_{R}$. Here, we propose to model the function $G_{\theta}$ in terms of a generative neural network and assess the goodness of the output using a discriminative neural network, hence the idea of generative adversarial neural networks (GANs).

## The GANPDFs framework $\mathcal{E}$ Regularization

By adopting the standard variation (Vanilla) GANs introduced in the previous section, it is very likely that one ends up with the problem of instabilities described in Sec. (4.4.2). For the generation of synthetic replicas, the most likely scenarios are the non-convergence and mode collapse (see Fig. 30 for illustrations). Whilst the non-converging result must definitely be disregarded, the mode-collapse could still provide replicas that can be used for compression. Ideally, one would like the samples of synthetic replicas to reproduce the overall distribution of the prior, not only some part of it. It was argued in Sec. (4.4.2) that one of the main causes leading to unstable optimization during the training of a GAN is the low dimensional support of generated and target distribution. This means that the generator can only generate scarce samples from the input latent variable $z$ and does not allow for any improvement at all. As suggested in Ref. [346], this could be overcome by providing to the latent variable $z$ additional information. That is, one needs to supply the input latent variable with some relevant features from the real sample. In our case, this could be done by taking a linear combination of the input PDF replicas, adding on
top of it Gaussian noises, and using it as the input latent variable. This has been proved to improve significantly the stability of the GAN training and addresses the problem of non-convergence.

On the other hand, it was also discussed in Sec. (4.4.2) based on Refs. [371,372] that the objective function that the standard (original) GAN minimizes is not continuous w.r.t the generator's parameters. One can immediately see the shortcoming of this. Indeed, this can lead to both vanishing gradients and mode collapse. Such shortcomings were already perceived in the original GAN paper [342] where it was shown that the Jensen-Shannon divergence under idealized conditions contributes to oscillating behaviours. Several research papers have devoted to finding a suitable objective function in order to circumvent these particular problems (See Refs. [343,344,346] for a review). In our implementation, we resort to a loss function that was briefly introduced in Sec. (4.4.2): the Wasserstein or Earth's Mover (EM) distance. This objective function was subsequently implemented in Wasserstein GAN (WGAN) $[354,373,374]$ as application to image generation and has proved to not only yield more stability but also more variety in the generated sample. The EM loss function is defined as follows

$$
\begin{equation*}
\min _{\theta} \max _{\phi} V=\underset{x \sim p_{R}}{\mathrm{E}}\left[D_{\phi}(x)\right]-\underset{x \sim p_{\theta}}{\mathrm{E}}\left[D_{\phi}\left(x_{g}\right)\right], \tag{5.2.1}
\end{equation*}
$$

where we recall that $x_{g}=G_{\theta}(z)$ with $z$ following a probability distribution $p_{z}$. The EM is effective in solving vanishing gradients and model collapse as it is continuously differentiable w.r.t the generator and discriminator's parameters. That is, GAN-based Wasserstein models result in a discriminator function whose gradient w.r.t its inputs is better behaved than in the standard GAN approach. This means that the discriminator can be trained until optimality without worrying about vanishing gradients.

Despite the fact that the Wasserstein distance measure yields non-zero gradients everywhere for the discriminator, the resulting GAN architecture can still be unstable when the gradients of the loss function are large. This can straightforwardly be addressed by clipping the weights of the discriminator to lie within a compact space defined by $[-c, c]$ where $c$ is just some finite not-so-large number. Based on all of this, the default GanPDFs architecture is a modified version of a WGAN and is described in Algorithm 2. If the needs arise, the GANPDFS codes allow the users to straightforwardly define a new architecture from an input file.

## The hyperparameter optimization

We have just described a possible architecture for our generative models that can alleviate the issues related to stability during the training, however, there is still some arbitrariness in choosing the parameter that each neural network (generator or discriminator) can take. Indeed, one of the main factors that influence the training of a GAN is the architecture of the neural networks. The choice of (hyper) parameters could scale up significantly the GAN's performance. However, coming up with values for hyperparameters such as the size of the network or the number of nodes in a given layer is particularly challenging as the parameter space is very large and obviously trying blindly various hyperparameters does not appear to be a suitable solution. A heuristic approach to tackle this problem-which is widely regarded as the best option within the machine learning community-is known as hyperparameter scan or hyperparameter optimization. This approach consists in searching

```
Algorithm 2: Default stochastic gradient descent training algorithm imple-
mented in GANPDFS for the generation of synthetic replicas.
    for epochs \(1, \cdots, N\) do
        for discriminator steps \(1, \cdots, k\) do
            - Sample minibatch of size \(m\) from the original input sample:
                \(\left\{x_{r}^{(1)}, \ldots, x_{r}^{(m)}\right\}\)
            - Sample minibatch of size \(m\) from the custom latent space: \(\left\{z^{(1)}, \cdots, z^{(m)}\right\}\)
            - Perform gradient ascent on discriminator:
\[
\nabla_{\phi} V\left(G_{\theta}, D_{\phi}\right)=\frac{1}{m} \nabla_{\phi} \sum_{i=1}^{m}\left(D_{\phi}\left(x_{r}^{(i)}\right)-D_{\phi}\left(x_{g}^{(i)}\right)\right)
\]
            \(-\phi=\phi+\operatorname{RMSProp}\left(\phi, \nabla_{\phi} V\right)\)
            - Clip weights within \([-c, c]\)
        end
        for generator steps \(1, \cdots, l\) do
            - Sample minibatch of size \(m\) from the custom latent space: \(\left\{z^{(1)}, \ldots, z^{(m)}\right\}\)
            - Perform gradient descent on generator:
\[
\nabla_{\theta} V\left(G_{\theta}, D_{\phi}\right)=\frac{1}{m} \nabla_{\theta} \sum_{i=1}^{m} D_{\phi}\left(x_{g}^{(i)}\right)
\]
\[
-\theta=\theta-\operatorname{RMSProp}\left(\theta, \nabla_{\theta} V\right)
\]
        end
    end
```



Figure 31 Flowchart describing the GANPDFs framework. The discriminator receives as input the prior PDF set computed as a grid in ( $\left.N_{p}, n_{f}, x_{\text {LHA }}\right)$-points while the generator receives as input the latent variable constructed as Gaussian noise of linear combination of the prior set. In addition to the real sample, the output of the generator also goes through the discriminator. The simoultaneous training of both neural networks goes on until a certain number of epochs is reached. The final output is an enhanced PDF following the LHAPDF grid format.
the best set of hyperparameters through an iterative search of the parameter space. In our implementation, we rely on the Tree-structured Parzen Estimator (TPE) [375] as an optimization algorithm. The TPE consists in building a probability model of the objective function and use it to select the most promising hyperparameters to evaluate the true objective function. Such a method outperforms by a significant amount any random search. The main challenge in performing such a hyperparameter optimization, however, is the definition of a figure of merit to hyper-optimize on. Indeed, there is no established figure of merit for generative models that can be used to assess the faithfulness of the generated samples. One possibility is to use one of the statistical estimators described in Sec. (5.1), but in doing so we restrict ourselves to only a particular feature of the distribution. In our generative model, we decide to use the Fréchet Inception Distance (FID) [376] as the figure
of merit to hyperoptimize on. For a target distribution with mean $\mu_{r}$ and covariance $\Sigma_{r}$ and a synthetic distribution with mean $\mu_{s}$ and covariance $\Sigma_{s}$, the FID is defined as:

$$
\begin{equation*}
\mathrm{FID}=\frac{1}{2 n_{f}+1} \sum_{i=-n_{f}}^{n_{f}}\left\|\mu_{r}^{(i)}-\mu_{s}^{(i)}\right\|^{2}+\operatorname{Tr}\left(\Sigma_{r}^{(i)}+\Sigma_{s}^{(i)}-2 \sqrt{\Sigma_{r}^{(i)} \Sigma_{s}^{(i)}}\right) \tag{5.2.2}
\end{equation*}
$$

where the index $i$ refers to the parton flavours. This suggests that the smaller the value of the FID is, the closer the generated samples are to the target distributions. For the implementation of the TPE hyperoptimization procedure in our GAN framework, we rely on a third party library called HyperOpt [377].

We can now proceed to the description of our GanPDFs workflow. In Fig. 31 we show a diagrammatic summary of the training. Let us first mention that our implementation is based on the machine learning framework TENSORFLOW [378] using KERAS as a backend $[379,380]$. Focusing now on Fig. 31, we see that in order to train, the GaNPDFs receives as input a grid of shape ( $N_{p}, n_{f}, x_{\text {LHA }}$ ) where $N_{p}$ represents the number of input replicas and $x_{\text {LHA }}$ denotes the size of the $x$-grid which corresponds exactly to the internal LHAPDF-grid. The input grid is then passed to the discriminator and will be used to assess the generated replicas from the generator. Separately, the generator takes as input the latent variable $z$ and outputs a grid of shape $\left(N_{s}, n_{f}, x_{\text {GAN }}\right)$. Notice that $x_{\text {GAN }}$ does not have to be the same as $x_{\text {LHA }}$. This is because it has been observed that the generator trains better when provided with a large size of $x$-grid. In such a case, an interpolation is required in order to produce a LHAPDF-like grid. By default, $x_{\text {GAN }}$ is a grid of $N_{x}=500$ points logarithmically spaced in the small- $x$ region $\left[10^{-9}, 10^{-1}\right]$ and linearly space in the large- $x$ region $\left[10^{-1}, 1\right]$. The output of the GANPDFs is then a LHAPDF grid with $\left(N_{p}+N_{s}\right)$-replicas at a starting scale $Q_{0}=1.65 \mathrm{GeV}$ which can then be evolved using APFEL [381]. Notice that physical constraints such as positivity of the PDFs or sum rules are not enforced but rather inferred from the underlying distribution.

### 5.2.2 The GAN-enhanced compression methodology

Having separately introduced the concepts of compression and generative adversarial model for Monte Carlo PDF replicas, we now provide a description on how these two components can be incorporated into one single framework. In Fig. 32, we present a schematic diagram describing how the two frameworks are interfaced together. The workflow goes as follows: the input PDF grid is computed for a given Monte Carlo PDF set containing $N_{p}$ replicas at fixed $Q_{0}$ (which by default is set to $Q_{0}=1.65 \mathrm{GeV}$ ) and at some value of the Bjorken $x$. If enhancing the statistics of the prior with the GAN is not required, then the reduction strategy follows the standard compression methodology introduced in Sec. (5.1). If, on the other hand, the GAN-enhancement is required, the GANPDFS is used to to generate $N_{s}$ synthetic replicas. The synthetic replicas combined with the prior, which henceforth we call enhanced set, has now a total size $N_{E}=N_{p}+N_{s}$. As mentioned before, since the $x$-grid of the output of the GAN does not necessarily have to be the same as for the prior, an interpolation might be required in order to combine the two. The enhanced (or combined) set is then passed to the PYCOMPRESSOR . It is crucial to emphasize that in the context of GAN-enhanced compression, the samples of replicas that will end up in the compressed set are drawn from the enhanced set rather than from


Figure 32 Flowchart describing the combined GanPDFs-PYCOMPRESSOR framework. The workflow starts with the computation of the prior MC PDF as a grid of $\left(N_{p}, n_{f}, x_{\text {LHA }}\right)$. If GAN-enhanced is required, the prior replicas are supplemented with synthetic replicas. If not, the compression follows the standard methodology. The output is always a compressed set containing smaller numbers of replicas.
the prior only. However, since the main goal is still to construct a compressed set that reproduces the probability distribution of the prior, the minimization has to be performed w.r.t the input Monte Carlo PDF replicas. In this sense, the expression of the total error function in Eq. (5.1.1) has to be modified such that the value of the estimator $C^{k}$ for the compressed set has to be computed using samples from the enhanced distribution. We stress that the expression of the normalization factors does not change, i.e. the random sets of replicas have to be extracted from the prior.

## Adiabatic minimization

Performing a compression from an enhanced set can be very challenging due to the large number of replicas to be considered. Indeed, the factorial growth of the number of replicas can probe the limit of the minimization algorithm and may potentially spoil the minimization procedure. In other words, the vast nature of the space of replica that could be explored increases the odd of the compression to be stuck in some local minima. However, if results from the standard compression are already provided, the compression code provides a more efficient compression procedure from the enhanced set with the means of an adiabatic minimization. The adiabatic minimization for the enhanced compression consists on taking as a starting point the space of replicas where the best from the standard compression was generated and start from there. Such a minimization not


Figure 33 Graphical representation of an hyperparameter scan for a few selected parameters. The results were produced with a certain number of trial searches using the TPE algorithm. On the $y$-axis is represented the different values of the FID while the various hyperparameters are represented on the $x$-axis. The violin plots represent the behaviour of the training for a given hyperparameter and violins with denser tails are considered better choices due to their stability.
only yields faster convergence but also prevent the minimization algorithm to be trapped in some local minimum in case the generated replicas from the GAN contains fluctuations.

## Hyperoptimized architecture

In this section, we present the GANPDFS architecture that has come out as the result of an hyperparameter optimization. The setup in which we performed the hyperparameter optimization is as follows: we considered as a prior a Monte Carlo PDF replicas with $N_{p}=1000$ replicas fitted using the NNPDF3.1 methodology [49]. We then use the GANPDFS to generate $N_{s}=2000$ synthetic replicas for a total of $N_{E}=3000$ enhanced replicas. This procedure is repeated for a certain number of iteration through the hyperparameter scan by minimizing the FID. In Fig. 33, we plot an example of a hyperparameter scan in which a few selected parameters are shown. These are results after performing a certain number of trials. For each hyperparameter, the values of the FID are plotted as a function of the different parameters. For the initialization of the discriminator's weights, for instance, there are two choices, namely the Glorot Uniform and the Random Uniform. The values

|  | Generator | Discriminator |  |
| :---: | :---: | :---: | :---: |
| Network depth | 3 | 2 |  |
| kernel initializer | glorot uniform | glorot uniform |  |
| weight clipping | - | 0.01 |  |
| optimizer | None | RMSprop |  |
| activation | leakyrelu | leakyrelu |  |
| steps | 1 | 4 |  |
| batch size | $70 \%$ |  |  |
| number of epochs | 1000 |  |  |

Table 2 Parameters on which the hyper-parameter scan was performed are shown in the first column. The resulting best values are shown for both the generator and discriminator in the second and third column respectively.
of the FIDs are represented by the gray points and the violin shapes represent the density of gray points within a particular region. In this sense, the violin plots represent a visual illustration of how a given parameter behave during the training. That is, violins with denser tails are considered better choices as they yield more stable training. For instance, we can see that 1000 epochs lead to a slightly more stable results as opposed to 1500 or 2000. For a complete summary, the list of hyperparameters with the corresponding values are shown in Table 2.

### 5.3 Efficiency of the new GAN-enhanced compression

In the following sections, we quantify the performance of the GAN-enhanced framework over the standard approach by subjecting both methodologies on various statistical tests. As for the hyperparameter scan, all the analyses presented here were produced with the following setup: the prior contains $N_{p}=1000$ replicas fitted with the NNPDF3.1 methodology which then gets enhanced with the GANPDFs framework in order to generate $N_{E}=3000$ replicas (i.e. $N_{s}=2000$ replicas). The compression of the native prior and GAN-enhanced replicas are both handled by the PYCOMPRESSOR.

### 5.3.1 Validation of the GAN methodology

First, we would like to see, for a given compression from the enhanced set, how many replicas are selected from the synthetic samples. In order to do so, we perform two types of compression: one with the GAN-enhanced methodology and one with the standard approach. In Fig. 34, we show the disparity between the standard and GAN-enhanced compressed sets, i.e. the number of replicas that are present in the GAN-enhanced compressed sets (including synthetic replicas) but not in the standard sets. The results are shown for different sizes of the compressed sets. The green histograms represent the number of replicas that are not present in the final set of the standard approach but present in the GAN-enhanced compressed sets. The orange histograms represent the number of synthetic replicas out of that disparity. We can see that for smaller compressed sizes (smaller than $N_{c}=200$ ), the percentage of synthetic replicas that compose the compressed


Figure 34 Histograms representing the number of disjoint replicas that are present in the GAN-enhanced compressed set but not in the standard. That is, the green histograms are constructed by counting the number of replicas from the GAN-enhanced compression that are not seen after the standard compression. Out of these numbers, the green histograms represent the number of replicas that are coming from the synthetic replicas. The results are shown as a function of the size of the compressed set.
set exceeds $10 \%$ and this percentage decreases as the size of the compressed set increases. This is explained by the fact that as the size of the targeted compressed set approaches the size of the prior Monte Carlo PDF replicas, the probability distribution of the reduced real samples get closer to the prior such that fewer synthetics are required.

Now, we turn to the validation of the GAN-enhanced compression methodology by first looking at the PDF central values and luminosities. In Fig. 35 we show the absolute central values resulting from the GAN-enhanced compression at an energy scale $Q=1.65 \mathrm{GeV}$. The results are shown for various PDF flavours ( $g, s, \bar{d}, \bar{s}$ ) and for different size of compressed sets ( $N_{c}=50,70,100$ ). The results are normalized to the the central value of the prior Monte Carlo PDF replicas. In order to qualitatively assess whether or not compressed sets with size $N_{c}=50,70,100$ are good representations of the prior probability distribution, we also plot the $68 \%$ and 1 -sigma bands. We see that, for all the three sets, the PDF uncertainties are much larger than the fluctuations of the central values, indicating that a compressed set with $N_{c}=50$ captures the main statistical properties of the prior. In Fig. 36, we plots the luminosities for the $g-g, d-\bar{u}$, and $d-\bar{u}$ combinations as a function of the invariant mass of the parton pair $M_{x}$ for two different sizes of compressed sets, namely $N_{c}=50,70,100$. As previously, the hatched bands represent the $68 \%$ confidence interval while the the 1 sigma bands are represented by the dashed lines. The compressed sets $N_{c}=50,70$ slightly deviate from the underlying probability distributions at lower values of $M_{x}$ in which PDFs are known to be non-Gaussian. However, one can notice that the deviations are


Figure 35 Comparison of the PDF central values resulting from the compression using the GAN-enhanced methodology for different values of $N_{c}=50,70,100$ and different PDF flavours ( $g, s, d, u, \bar{d}$ ). Results are normalized to the central value of the prior set. The $68 \%$ confidence interval is represented by the green hatched band whole the 1 -sigma band is represented by the dashed green lines. The PDFs are computed at $Q=1.65 \mathrm{GeV}$. Plots produced using ReportEngine-based ValidPhys [6] suite.
very small compared to the uncertainty bands. For $N_{c}=100$, we see very good agreement between the prior and the GAN-enhanced compressed set. These plots further strengthen the observations made at the level of central values. The above results confirm that compressed sets constructed from the GANPDFS-PYCOMPRESSOR methodology fully preserve the PDF central values and luminosities between pairs of PDFs. In particular, we


Figure 36 Comparison of the PDF luminosities between the prior and the GAN-enhanced compressed sets at LHC with $\sqrt{s}=13 \mathrm{TeV}$. The results are shown for different sizes of compressed sets, namely $\left(N_{c}=50,70,100\right)$ and for different PDF luminosities ( $g-g, d-\bar{u}$, and $d-\bar{u})$. The hatched error bands and the region envelopped with the dashed lines represent the $68 \%$ confidence level and 1-sigma deviation respectively. Plots produced using ReportEngine-based ValidPhys [6].
conclude that about $N_{c}=50$ replicas sufficient enough to reproduce the main statistical properties of a prior Monte Carlo PDF with $N_{p}=1000$ replicas. Next, we quantify how efficient is the generative-based compression methodology compared to the standard approach of Ref. [358].

### 5.3.2 Performance of the generative-based compressor

In order to qualitatively quantify the performance of the new generative-based compression methodology, we evaluate the compressed sets resulting from the new and standard methodologies on various statistical estimators. We consider the same settings as in the previous sections in which the results of the GAN-enhanced compression are compared to the results from the standard approach where the samples of replicas are selected directly from the prior Monte Carlo PDF.

Let us start by comparing the two methodologies at the level of the error functions. In Fig. 37, for each compressed set, we show the contribution of each of the statistical estimator (see in Sec. (5.1) for details) that contribute to the total value of the ERF using the standard (green) and GAN-enhanced (orange) approach as a function of the size of the compressed set. Notice that the ERFs shown in the plot are non-normalized. This is indeed irrelevant when comparing the two methodologies since the normalizations are the same in both approaches. For reference, we also show the mean (purple) and median (light blue) computed by taking the average ERF values from $N_{R}=1000$ random selections. To provide an estimate of how representative of the prior distribution a random compressed set is, the confidence intervals ( $50 \%, 68 \%, 90 \%$ ) computed from the random selections are also shown as error bars of varying colours.

First of all, as expected, we see that as the size of the compressed set increases, the ERF values of all the estimators tend to zero. The fact that the correlation present some fluctuations support our claim that as opposed to the lower and higher moments, correlations are difficult to preserve. On the other hand, it is clear that both compression methodologies outperform quite significantly any random selection of replicas. But in addition, by comparing the results from the standard and GAN-enhanced approach, we observe that the estimators for the GAN-enhanced compression, are in all cases except for a very few, below those of the standard compression. Indeed, it could happen that the error function for a given estimator for the standard approach is lower than the GAN while the total value of the error function is still lower for the latter. Overall, this suggests that the GAN-enhanced approach will result in a total value of the ERF that is much smaller than the one from the standard compression methodology.

In terms of efficiency, these results imply that the new generative-based methodology outperforms the standard compression approach by providing a more adequate representation of the probability distribution of the prior thanks to the synthetic replicas. This is particularly illustrated in Fig. 38 in which we plot in solid black line the total value of the error function for the standard compression as a function of the size of the compressed set. The vertical dashed lines represent the size of the compressed set $N_{c}=70,90,100$ while the horizontal solid lines represent the respective ERF values for the GAN-enhanced compressed sets. The intersection between vertical dashed lines and horizontal solid lines being below the black line strongly indicate that the generative-based compression outperforms the standard approach. For instance, we see that $N_{c}=70$ from the enhanced compressed set is equivalent to about $N_{c}=110$ from the standard approach, and $N_{c}=90$ from the enhanced set provides slightly more statistics that $N_{c}=150$ from the standard compression methodology.

In addition to the above checks, one can also verify that correlations between PDFs are well preserved after the compression. It is important to emphasize that one of the


Figure 37 Comparison of the best ERF values for the compression of a Monte Carlo PDF set with $N_{p}=1000$ replicas for various sizes of the compressed sets. For each compressed set, we show the contribution of the statistical estimators (see Sec. (5.1)) that contribute to the total error function using the standard compression (green) and the GAN-enhanced compression (orange) methodology. Notice that the ERFs on the plot are non-normalized. For illustration purposes, the mean (purple) and median (light blue) resulting from the average of $N_{R}=1000$ random selections are shown. The resulting confidence intervals from the random selections are represented by the blue (50\%), green ( $68 \%$ ), and red ( $90 \%$ ) error bars.
main differences between a fit with 100 and 1000 Monte Carlo replicas is that correlations are reproduced more accurately in the latter [358]. This is one of the main reasons why the compression methodology is important. Here, we show that for the same size of compressed set, the resulting compression from the GAN-enhanced methodology also


Figure 38 Comparison of the performance of the new generative-based compression algorithm (GANPDFs) and the previous methodology (standard). The normalized ERF values of the standard compression are plotted as a function of the size $N_{c}$ of the compressed set (solid black line). The dashed blue, orange, and green lines represent $N_{c}=70,90,100$ respectively. The solid lines represent the corresponding ERF values of the enhanced compression.
reproduces more accurately the correlations from the prior than the standard compression. One way of checking this is to plot the correlations between two given PDFs as a function of the Bjorken variable $x$. In Fig. 39, we show the correlation between a few selected pairs of PDFs $(g-u, g-\bar{u}$, and $d-\bar{u})$ for $N_{c}=50,100$ at an energy scale $Q=100 \mathrm{GeV}$. The results from the GAN-enhanced compression (orange) are compared to the ones from the standard approach (green). For illustration purposes, we also show PDF correlations from sets of randomly chosen replicas (dashed blue lines). We see that both compression methodologies capture very well the PDF correlations of the prior distribution. Specifically, in the case $N_{c}=100$, we see small but noticeable differences between the old and new approach, with the new approach approximating best the original Monte Carlo PDF replicas. Although moderate, such a difference is also noticeable for compressed sets with $N_{c}=50$ replicas.

An analogous way to verify that the compressed sets resulting from the GAN enhanced methodology reproduce more accurately the correlations of the prior PDF replicas is to compute the difference in correlation matrices. That is, compute the correlation matrix for each set (prior, standard, enhanced) and then compute the difference between the correlation matrix of the prior and the standard (or enhanced respectively). Such studies are shown in Fig. 40 where the matrices are defined in a logarithmic $x$ grid with size $N_{x}=70$ points for each of the $n_{f}=8$ light partons. The first column represents the difference between the correlation matrix of the prior and the standard results while the second column represents the difference between the correlation matrix of the prior and the GAN-enhanced compressed results. The first, second, and third row shows the result for $N_{c}=50, N_{c}=70$, and $N_{c}=100$ respectively. As we go from the top to bottom, we see that


Figure 39 Comparison of the correlations between various pairs of flavours. The results are shown for different size of the compressed sets, namely $N_{c}=50,100$. The energy scale $Q$ has been chosen to be $Q=100 \mathrm{GeV}$. The correlation extracted from the results of the GANcompressor (orange) is compared to the results from the standard compressor (green). For a comparison, the results from the random selection are also shown in purple. Plots produced using ReportEngine-based ValidPhys [6].
the correlation matrix is becoming lighter, indicating an increase in similarity between the PDF correlations of the prior and the compressed sets. This feature is seen on both compression methodologies. However, as we look from left to right, we can also see that the correlation matrices on the right sides are lighter than the ones on the left. Although this is barely seen in the case $N_{c}=50$, a minor difference can be seen at $N_{c}=70$ while the


Figure 40 Difference between the correlation matrices of the prior and the compressed set resulting from the standard (first row) or enhanced (second row) compression. The correlation matrices are shown for different sizes of the compressed set.
difference is clearly significant for $N_{c}=100$. These confirm the results shown in Fig. 37 in
which it was shown that the values of the error function for the correlation are smaller in the case of a GAN-enhanced compression.

### 5.4 Phenomenological implications

We have argued in the previous section based on various statistical estimators at the PDF level that the GAN-enhanced compression methodology outperforms the standard compression approach. In the following section, we provide the implications of such a performance for hadron collider phenomenology both at the level of the integrated and differential cross sections. Specifically, we consider the production of the Higgs boson production through the VBF (Vector Boson Fusion), top-quark pair production, and DY production decaying into leptons. The enhanced Monte Carlo PDF replicas are generated using the exact same setting as in the previous sections. In particular, here, we primarily focus on compressed sets with size $N_{c}=50$ and $N_{c}=70$.

## Description of the theory predictions

All the theory predictions presented in the following sections have been computed for proton-proton collision at a center-of-mass energy $\sqrt{s}=13 \mathrm{TeV}$ using next-to-leading order theory generated using Monte Carlo Generators [120,121,123,382] interfaced to APPLGRID [126]. The APPLGRID grids are converted into a PINEAPPL [7] grid that provides more functionalities and flexibility. The theory predictions are then folded with the parton densities (prior or compressed set) using again PINEAPPL. For completeness, we list below the values of the input parameters:

$$
\begin{align*}
m_{\mathrm{W}} & =80.352 \mathrm{GeV}, & \quad \Gamma_{\mathrm{W}}=2.084 \mathrm{GeV}, & m_{t}=172.5 \mathrm{GeV} \\
m_{\mathrm{Z}} & =91.1535 \mathrm{GeV}, & \Gamma_{\mathrm{Z}}=2.4943 \mathrm{GeV}, & \Gamma_{t}=1.37758 \mathrm{GeV}  \tag{5.4.1}\\
m_{\mathrm{H}} & =125.0 \mathrm{GeV}, & & \Gamma_{\mathrm{H}}=4.07468 \times 10^{-3} \mathrm{GeV}
\end{align*}
$$

For the aforementioned processes, we first present results for the total cross-sections. As will be shown later, one observes that at the level of integrated cross sections, the difference between a prior Monte Carlo PDF replicas and a compressed set (either be from the standard or GAN-enhanced approach) is extremely tiny. This is because, integrated cross sections are dominated by a specific region of the phase space where the bulk of the contribution is coming from, making them sensitive to PDFs in a very specific range of $x$ and $Q$. For this reason, we also present phenomenological results for differential distributions. Specifically, we consider distributions that are differential in rapidity (namely, rapidity of the Higgs boson, rapidity of the $W$ boson, and rapidity of the top-quark). The different distributions used in the following sections are listed in Table 3 along with the range spanned by each distribution with the number of bins. Notice that no acceptance cuts are imposed for all distributions.

## Integrated cross sections

Using the theoretical predictions constructed according to the procedure described above, we show in Fig. 41 the results of the integrated cross sections. The plots describe the total

| Process | $N_{\text {bin }}$ | Rapidity Range |
| :---: | :---: | :--- |
| $\mathrm{H}-\mathrm{VBF}$ | 10 | $\eta_{\min }^{\mathrm{H}}=-2.5, \quad \eta_{\max }^{\mathrm{H}}=2.5$ |
| $W$ | 10 | $\eta_{\min }^{\mathrm{W}}=-4.0, \quad \eta_{\max }^{\mathrm{W}}=4.0$ |
| Z | 10 | $\eta_{\min }^{\mathrm{Z}}=-4.0, \quad \eta_{\max }^{\mathrm{Z}}=4.0$ |
| $t \bar{t}$ | 10 | $\eta_{\min }^{\mathrm{t}}=-2.5, \quad \eta_{\max }^{\mathrm{t}}=2.5$ |

Table 3 List of differential distributions for which the theory predictions are computed. The distributions are all differential in the rapidity of the final-state system. For each distribution, the rapidity range and the number of bins are also shown. All the processes have been computed at the LHC energy, i.e. at a center-of-mass energy $\sqrt{s}=13 \mathrm{TeV}$.

LHC cross section at $\sqrt{s}=13 \mathrm{TeV}$ for the $W$ and $Z$ boson production via DY mechanism (1st and 2nd row respectively), top-quark pair production (3rd row), and Higgs boson produced via VBF (4th row). The results are shown for two compressed sets $N_{c}=50$ (left column) and $N_{c}=70$ (right column). For each process and each size of the compressed set, we compare the integrated cross section resulting from the prior PDF (with $N_{p}=1000$ replicas) with the standard (CMC) and GAN-enhanced (GAN) compression methodologies. For comparisons, we also plot the 1-sigma (dark blue) and 2-sigma uncertainty bands of the prior. As a general comment, we observe that the compressed sets resulting from the two different methodologies yield excellent compatibility with the prior.

For the $W$ production, we observe very good agreement between the three different PDF sets at the 1 -sigma level with the central value of the GAN-enhanced compressed set being closer to the prior than the standard. This can be observed both for $N_{c}=50$ and $N_{c}=70$. Going from $N_{c}=50$ to $N_{c}=70$, we notice that there is significant decrease in uncertainty for all three PDF sets. Whilst similar observation can be made for the $Z$ boson production, no reduction in the error bars are seen when going from $N_{c}=50$ to $N_{c}=70$. For top quark pair production, there is basically no change between the results with $N_{c}=50$ and $N_{c}=70$. Notice that this pattern is the same across the three types of PDF sets. Finally, we turn to the case of the Higgs boson produced via the VBF mode. The same conclusions as for the previous processes still hold, namely, the compressed set from the standard and GAN-enhanced methodology are both equally compatible with the prior. This is valid both at $N_{c}=50$ and $N_{c}=70$ where no obvious distinctions can be observed due to the perfect agreement.

While in some cases, compressed sets resulting from the GAN-enhanced methodology are closer to the prior than the compressed sets resulting from the standard approach, these results suggest that integrated cross sections are not suitable quantities to assess the phenomenological implications of the new methodology. Indeed, as mentioned previously, the sensitivity of the integrated cross sections to the parton densities are only restricted to a narrow range of $x$ and $Q$. In order to assess the impact of the PDFs in the phase space region that does not provide the bulk of the result, in the next section, we look into the differential distributions shown in Table 3.


Figure 41 Integrated LHC cross sections at $\sqrt{s}=13 \mathrm{TeV}$ for $W$ production (1st row), Z production (2nd row), top pair production (3rd row), and Higgs via VBF (4th row). The left column compares the prior with the $N_{c}=50$ compressed sets while the right column compares the prior with the $N_{c}=70$ compressed sets. Plots produced using PineAPPL [7] scripts.

## Differential distributions

Let us turn to the differential cross sections of the processes discussed in the previous section. For each process, we consider the NLO rapidity distribution with the rapidity range defined as in Table 3. In Fig. 42, we show the results for the $W$ and $Z$ boson production while results for the top pair and Higgs boson production are shown in Fig. 43. For each individual process, we show the results for a compressed set with size $N_{c}=50$ (left column) and $N_{c}=70$ (right column) using the standard (red line labelled CMC) and GANenhanced (orange line labelled GAN) methodology. Common to all plots, the top panel show the absolute differential cross sections with the uncertainty bands computed using seven-point scale variation. The middle panel compares the relative PDF uncertainties between the prior and the compressed Monte Carlo sets. Finally, the bottom panel shows the pull in units of the PDF uncertainty between the result found using the prior Monte Carlo PDF set and the compressed sets generated using the old and new methodology. The pull is defined in terms of theory predictions as [4]

$$
\begin{equation*}
\mathcal{P}\left(\Sigma_{c, i}, \Sigma_{p, i}\right)=\frac{\Sigma_{c, i}^{(0)}-\Sigma_{p, i}^{(0)}}{\sqrt{\left(\delta \Sigma_{c, i}\right)^{2}+\left(\delta \Sigma_{p, i}\right)^{2}}} \tag{5.4.2}
\end{equation*}
$$

where $\Sigma_{p, i}$ and $\Sigma_{c, i}$ represent the central values of the theory predictions using the prior and compressed set respectively at the $i$-th bin (for $i=1, \cdots, N_{\mathrm{bin}}$ ) and $\delta \Sigma_{p, i} \delta \Sigma_{c, i}$ the corresponding PDF uncertainties. Let us now inspect each result starting with the $W$ production with a compressed set of size $N_{c}=50$ replicas (top-left plot in Fig. 42). Whilst it is difficult to distinguish between the various PDF sets from the absolute plots, noticeable differences can be seen at the relative PDF uncertainties. Indeed, we can see that while discrepancy persists between the prior and the standard compressed set, good agreement can be seen between the prior and the compressed set generated using the GANPDFs methodology. This is more marked for large rapidity bins ( $\left|\eta_{W}\right|>2$ ). Looking now at the pull, we notice that pull with the GAN-enhanced compressed set is largely below zero while the pull with the standard approach is always positive. For both compression methodologies, the largest pulls are observed for small rapidity bins. Going from $N_{c}=50$ to $N_{c}=70$ (top-right plot), we can see that the same conclusion still holds but in a more pronounced way, i.e. compressed sets generated using the new methodology is closer to the prior than compressed sets generated using the standard approach. For the $Z$ boson production, both at $N_{c}=50$ and $N_{c}=70$, the predictions from the standard compression approach is performing as good as the GAN-enhanced methodology. Similar to the $W$ boson case, the largest pulls appear for small rapidity bins for $N_{c}=50$ while for $N_{c}=70$ the pulls are largely zero.

Let us now turn to the top pair production shown in the first row of Fig. 43. Looking at the relative PDF uncertainties, we observe the same pattern as before, namely, the results from the GANPDFS approach is generally closer to the prior than the results from the standard methodology. For both $N_{c}=50$ and $N_{c}=70$, the pulls with the standard and GAN approach exhibit inversely opposite behaviour, i.e. whilst the GAN result is closer to the prior in the large rapidity bins, the standard result is closer to the prior in the small rapidity bins. Finally, for the case of Higgs boson production via VBF mechanism, we observe for $N_{c}=50$ that the prediction from the standard compression approach is performing


Figure 42 Differential distributions in rapidity $\eta_{X}$ (where $X=W, Z$ ) during the production of a $W$ (top) and $Z$ bosons (bottom). The heading in each plot represents the decay mode of the corresponding weak boson. As previously, the results are shown for $N_{c}=50$ (left) and $N_{c}=70$ (right). The top panels show the absolute PDFs with the seven-point scale variation uncertainties, the middle panel show the relative uncertainties for all PDF sets, and the bottom panels show the pull defined in Eq. (5.4.2) between the prior and the compressed sets generated using the standard (red) and GAN-enhanced approach (orange). Plots produced using PInEAPPL [7] scripts.


Figure 43 Same as Fig. 42 but for top-quark pair production (top) and Higgs boson production via VBF (bottom). Similar as before, the results are shown for $N_{c}=50$ (left) and $N_{c}=70$ (right)Plots produced using PINEAPPL [7] scripts.
as good as the prediction from the GANPDFs approach both at the level of the pull and relative PDF uncertainties. For $N_{c}=70$, we see slightly better prediction from the new methodology, especially in the small rapidity bins.

## Gaussianity vs. Accuracy of the predictions

One of the advantages of representing PDF errors as an ensemble of Monte Carlo replicas is the fact that one does not have to assume Gaussian approximation. Non-Gaussian features are important when experimental measurements are limited and PDF uncertainties are driven by theoretical constraints. However, in the case where experimental measurements are abundant and the distribution is dominated by Gaussian properties (such as mean and central value), it is convenient to use the Hessian representation of errors. In the particular context of compression of Monte Carlo replicas, situations might happen where the Gaussianity deteriorate in favour of the accuracy of the compression, or reciprocally, the accuracy of the compression is prioritized over the Gaussian behaviour. In the following, we quantify the Gaussianity of the new GAN-enhanced compressed results when compared to the prior and the results from the standard compression approach. Here, we follow the approach introduced in Ref. [383] that consists of two steps: first, transform the Monte Carlo samples into continuous probability distributions using the Kernel Density Estimate (KDE), and second compare the probability distribution of the prior with the Gaussian approximation and with the compressed sets resulting from the two methodologies. The former is done by computing the Kullback-Leibler (KL) divergence. For two continuous probability distributions, the KL-divergence is defined as

$$
\begin{equation*}
\mathrm{KL}(P \mid C)=\int_{-\infty}^{\infty} d x\left(P(x) \frac{\ln P(x)}{\ln C(x)}\right) \tag{5.4.3}
\end{equation*}
$$

where $P(x)$ and $C(x)$ respectively represents the probability distribution of the prior and compressed set. We emphasize that here we use the same prior and compressed sets investigated in the previous sections. For the computation of the cross sections, in addition to the integrated and rapidity distributions studied earlier, we also include azimuthal, missing energy, invariant mass, and transverse momentum distributions. Summary of all the observables included in the following studies are shown in Table 4. For the computation of the cross sections, we use the SMPDF [384] package.

In Fig. 44, we show, for each class of observable, the KL distance between the prior Monte Carlo PDF with $N_{p}=1000$ replicas and (a) Gaussian sets that have the same central value and standard deviation as the prior (b) compressed sets from the old (green) and new (orange) methodology for $N_{c}=50$ replicas. For reference, the Hessian representation of the prior (MCH) with $N=50$ eigenvectors is also shown in blue. We can see on the $x$-axis the KL divergence between the prior and its Gaussian approximation while the $y$-axis represents the KL distance between the prior and the reduced sets (Hessian and MC compressed sets). Apart from the Higgs boson production, all the points are clustered on the left-hand side of the plots, exhibiting Gaussian behaviours. It indeed appears that a significant fraction of the Higgs boson production cross sections are more sensitive to non-Gaussian behaviour. By inspection of the Hessian results, it is clear that the loss of accuracy in the reduction is much bigger than the non-Gaussianity. This is more apparent in the case of $W$ and $Z$ boson production where the KL divergence fluctuates a lot. This suggests that a Hessian representation with $N=50$ eigenvectors is not ideal enough to capture the underlying probability distribution of the prior when the distribution is not Gaussian. In order to get a more accurate representation of the underlying probability distribution, a moderate number of eigenvectors are required.

| Process (via $p p$ collision) | Diff. In | $N_{\text {bin }}$ | Range |
| :---: | :---: | :---: | :---: |
| $W^{-}+X \rightarrow \ell \bar{v}_{\ell}+X$ | $\begin{gathered} \hline \eta^{W} \\ \eta^{\ell} \\ \phi \\ p^{T, W} \\ p^{T, \ell} \\ M^{T} \\ E^{\mathrm{miss}} \\ \hline \hline \end{gathered}$ | $\begin{aligned} & 10 \\ & 10 \\ & 10 \\ & 10 \\ & 10 \\ & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & \hline \hline \eta_{\min }^{W}=-4.0, \quad \eta_{\max }^{W}=4.0 \\ & \eta_{\min }^{\ell}=-2.5, \quad \eta_{\max }^{\ell}=2.5 \\ & \phi_{\min }^{\ell}=-1.0, \quad \phi_{\max }=1.0 \\ & p_{\min }^{T, W}=0, \quad p_{\max }^{T, W}=200(\mathrm{GeV}) \\ & p_{\min }^{T, \ell}=0, \quad p_{\max }^{T, \ell}=200(\mathrm{GeV}) \\ & M_{\min }^{T}=0, \quad M_{\max }^{T}=200(\mathrm{GeV}) \\ & E_{\min }^{\operatorname{miss}}=0, \quad E_{\max }^{\operatorname{miss}}=200(\mathrm{GeV}) \\ & \hline \hline \end{aligned}$ |
| $Z+X \rightarrow \ell \bar{\ell}+X$ | $\begin{gathered} \hline \eta^{Z} \\ \eta^{\ell} \\ \eta^{\bar{\ell}} \\ p^{T, \ell} \\ p^{T, \bar{\ell}} \\ p^{T, Z} \\ p^{T, \ell \bar{\ell}} \\ M^{\ell \bar{\ell}} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5 \\ 10 \\ 10 \\ 10 \\ 10 \\ 10 \\ 10 \\ 10 \\ \hline \end{gathered}$ | $\begin{array}{ll} \hline \eta_{\text {min }}^{\mathrm{Z}}=-4.0, & \eta_{\max }^{\mathrm{W}}=4.0 \\ \eta_{\min }^{\ell}=-2.5, & \eta_{\max }^{\ell}=2.5 \\ \eta_{\min }^{\ell}=-2.5, \quad \eta_{\max }^{\ell}=2.5 \\ p_{\min }^{T, \ell}=0, & p_{\max }^{T, \ell}=200(\mathrm{GeV}) \\ p_{\min }^{T, \bar{\ell}}=0, & p_{\max }^{T, \bar{l}}=200(\mathrm{GeV}) \\ p_{\min }^{T, Z}=0, & p_{\max }^{T, Z}=200(\mathrm{GeV}) \\ p_{\min }^{T, \ell, \ell}=0, & p_{\max }^{T, \ell, \bar{l}}=200(\mathrm{GeV}) \\ M_{\min }^{\ell \bar{\ell}}=0, & M_{\max }^{(\bar{\ell}}=130(\mathrm{GeV}) \end{array}$ |
| $t \bar{t}+X$ | $\begin{gathered} \eta^{t} \\ \eta^{\bar{t}} \\ \eta^{t \bar{t}} \\ p^{T, t} \\ p^{T, \bar{t}} \\ p^{T, t \bar{t}} \\ M^{T, t \bar{t}} \end{gathered}$ | $\begin{aligned} & 10 \\ & 10 \\ & 12 \\ & 40 \\ & 10 \\ & 10 \\ & 10 \\ & \hline \end{aligned}$ | $\begin{aligned} & \eta_{\min }^{t}=-2.5, \quad \eta_{\max }^{t}=2.5 \\ & \eta_{\min }^{\bar{t}}=-2.5, \quad \eta_{\max }^{\bar{t}}=2.5 \\ & \eta_{\min }^{t \bar{t}}=-3.0, \quad \eta_{\max }^{t \bar{t}}=3.0 \\ & p_{\min }^{T, t}=40, \quad p_{\max }^{T, t}=400(\mathrm{GeV}) \\ & p_{\min }^{T, \bar{t}}=40, \quad p_{\max }^{T, \bar{t}}=400(\mathrm{GeV}) \\ & p_{\min }^{T, t \bar{t}}=20, \quad p_{\max }^{T, t \bar{t}}=200(\mathrm{GeV}) \\ & M_{\min }^{T, t \bar{t}}=300, \quad M_{\max }^{T, t \bar{t}}=1000(\mathrm{GeV}) \\ & \hline \end{aligned}$ |
| $g g+X \rightarrow \mathrm{H}+\mathrm{X}$ | $\begin{gathered} \hline \eta^{\mathrm{H}} \\ p^{T, \mathrm{H}} \end{gathered}$ | $\begin{aligned} & 10 \\ & 10 \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \eta_{\min }^{\mathrm{H}}=-2.5, \quad \eta_{\max }^{\mathrm{H}}=2.5 \\ & p_{\min }^{T, \mathrm{H}}=0, \quad p_{\max }^{T, \mathrm{H}}=200(\mathrm{GeV}) \end{aligned}$ |
| $\mathrm{H} t \bar{t}+\mathrm{X}$ | $\begin{gathered} \eta^{\mathrm{H}} \\ p^{T, \mathrm{H}} \end{gathered}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & \eta_{\min }^{\mathrm{H}}=-2.5, \quad \eta_{\max }^{\mathrm{H}}=2.5 \\ & p_{\min }^{T, \mathrm{H}}=0, \quad p_{\max }^{T, \mathrm{H}}=200(\mathrm{GeV}) \\ & \hline \end{aligned}$ |
| VBF: $\mathrm{H} j \mathrm{j}+\mathrm{X}$ | $\begin{gathered} \eta^{\mathrm{H}} \\ p^{T, \mathrm{H}} \end{gathered}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & \eta_{\min }^{\mathrm{H}}=-2.5, \quad \eta_{\max }^{\mathrm{H}}=2.5 \\ & p_{\min }^{T, \mathrm{H}}=0, \quad p_{\max }^{T, \mathrm{H}}=200(\mathrm{GeV}) \\ & \hline \end{aligned}$ |
| $\mathrm{HW}+\mathrm{X} \rightarrow \mathrm{H} \ell \bar{v}_{\ell}+X$ | $\begin{gathered} \eta^{\mathrm{H}} \\ p^{T, \mathrm{H}} \end{gathered}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & \eta_{\min }^{\mathrm{H}}=-2.5, \quad \eta_{\max }^{\mathrm{H}}=2.5 \\ & p_{\min }^{T, \mathrm{H}}=0, \quad p_{\max }^{T, \mathrm{H}}=200(\mathrm{GeV}) \\ & \hline \end{aligned}$ |
| $\mathrm{HZ}+\mathrm{X} \rightarrow \mathrm{H} \ell \bar{\ell}+\mathrm{X}$ | $\begin{gathered} \eta^{\mathrm{H}} \\ p^{T, \mathrm{H}} \end{gathered}$ | $\begin{aligned} & 10 \\ & 10 \end{aligned}$ | $\begin{aligned} & \eta_{\min }^{\mathrm{H}}=-2.5, \quad \eta_{\max }^{\mathrm{H}}=2.5 \\ & p_{\min }^{T, \mathrm{H}}=0, \quad p_{\max }^{T, \mathrm{H}}=200(\mathrm{GeV}) \\ & \hline \end{aligned}$ |

Table 4 List of differential distributions for which the theory predictions for the Gaussian studies are computed. The distributions are all differential in the azimuthal angle, invariant mass, missing energy, and transverse momentum.


Figure 44 The KL distance as expressed in Eq. (5.4.3) between the prior Monte Carlo PDF replicas and the compressed sets resulting from the standard (green) and GAN-enhanced (orange) approach. For reference, the KL distance between the prior and its Hessian representation with $N=50$ eigenvectors (blue) is also shown. For each class of observables, the various production modes are detailed in Table 4.

Let us now compare the KL distances w.r.t the prior of the compressed sets using the standard and GANPDFS methodology. While the results from the two methodologies exhibit the same degree of Gaussianity, one can clearly see that the KL divergences between the prior and the GAN-enhanced compressed set are generally lower. This can be seen in all the processes except for the $Z$ boson production where a few green points lie below the orange ones. From this observation, we conclude that for all the observables we are considering, it is always more advantageous to use the GAN-enhanced compressed set.

In Fig. 45 where we show results for $N_{c}=70$ replicas, we can immediately see that the fluctuations mainly present in the $W$ and $Z$ boson productions have disappeared. Now, the points are mainly clustered on the diagonal. For the particular case of the Hessian conversion, we can see that while the Gaussian features are still present, the accuracy of the reduced set has improved significantly. By comparing the compressed sets from the two methodologies, the same conclusion as for $N_{c}=50$ still holds, namely, the compressed set resulting from the GAN-enhanced methodology outperforms the standard approach both in terms of preserving the Gaussianity and the accuracy during the compression.


Figure 45 Same as Fig. 44 but for compressed sets with $N_{c}=70$ replicas.

These results confirm at the cross section levels (both for integrated and differential cross sections) the conclusions that were drawn at the level of the parton densities described in Sec. (5.3). Indeed, these results provide strong indications that a compression methodology based on generative models (here in particular GAN) outperforms the standard compression approach.

### 5.5 GANs for finite size effects

In the previous sections, we only focused on the roles that generative-based adversarial models play in the improvement of the compression methodology. It was shown that, for all the statistical estimators we considered (including lower and higher moments, various distance metrics, and correlations), the new generative-based approach outperforms the standard compression. However, one main question persists as to whether the generative based adversarial PDF model can be used to bypass the fitting of a large number of Monte Carlo PDF replicas. As mentioned before, in order to converge to the asymptotic the PDF is tending to, a large number of Monte Carlo replicas is required. Despite the fact that the new N3FiT methodology [385] greatly improves over the previous NnFit, one cannot generate as many PDF replicas as one wants. As a matter of fact, even with the


Figure 46 Positivity constraints for the prior (green) and synthetic (orange) Monte Carlo PDF replicas. The constraints correspond to the positivity of a few selected observables from Eq. (14) of Ref. [8], namely $F_{2}^{u}\left(x, Q^{2}\right), F_{2}^{d}\left(x, Q^{2}\right), d \sigma_{d \bar{d}}^{2} / d M^{2} d y\left(x_{1}, x_{2}, Q^{2}\right)$, and $d \sigma_{u \bar{u}}^{2} / d M^{2} d y\left(x_{1}, x_{2}, Q^{2}\right)$.
current N3FiT methodology, generating more than 1000 replicas is still computationally very expensive. If the answer to the previous section turns out to be true, then one can generate a fit with $N_{0}=1000$ and use the GANPDFs to generate a fit with say $N_{E}=5000$ synthetic replicas that contains the same statistical properties as a real fit.

Before proceeding to address the problem at hand, let us first have a closer look at the synthetic replicas generated from the GAN. First, we verify that despite the fact that physical constraints such as sum rules and positivity of the PDFs are not enforced when constructing the synthetic set, they are automatically inferred during the generation. In Fig. 46, we compare the positivity of the real and synthetic samples for four observables. Here, the prior is the same as before (containing $N_{p}=1000$ replicas) while the synthetic set contains only GAN-generated sample with $N_{s}=2000$ replicas. We see from Fig. 46 that not only the positivity of the observables are satisfied but also the the results are closely similar to the prior. Similar observation can be made by looking at the results of the sum rules shown in Table 5.

Now, in an attempt to address the posed question above, we assess the goodness of the generated samples by comparing the results to a real fit. Such an evaluation could be done by considering: two disjoint sets of $N$ fitted replicas (say $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ ), and a set of synthetic replicas $\left(\mathrm{S}_{3}\right)$ with the same size but determined from GANPDFs using a

| Prior | mean | standard deviation |
| :---: | :---: | :---: |
| momentum | 0.9968 | $7.315 \times 10^{-4}$ |
| $u_{v}$ | 1.985 | $3.122 \times 10^{-2}$ |
| $d_{v}$ | 0.9888 | $3.764 \times 10^{-2}$ |
| $s_{v}$ | $3.249 \times 10^{-3}$ | $3.547 \times 10^{-2}$ |
| Synthetic | mean | standard deviation |
| momentum | 0.9954 | $1.907 \times 10^{-3}$ |
| $u_{v}$ | 1.992 | $3.788 \times 10^{-2}$ |
| $d_{v}$ | 0.9956 | $3.796 \times 10^{-2}$ |
| $s_{v}$ | $2.073 \times 10^{-4}$ | $4.833 \times 10^{-2}$ |

Table 5 Table comparing the values of the sum rules between the real Monte Carlo replicas (prior) with $N_{p}=1000$ and the synthetic replicas with $N_{s}=2000$ generated using the GANPDFS . For each replicas sample, the results are shown for the central value and the standard deviation for the various valence quarks.
starting set $N_{0}$ (with $N_{0} \ll N$ ) of fitted replicas. Then, using various statistical estimators and distance metrics, one can measure the distance between $S_{1}$ and $S_{3}$ and compare the result with the measure of the distance between $S_{1}$ and $S_{2}$. Ideally, the uncertainty from such a measurement should be computed by repeating the exercise several time, each time picking different sets of replicas. However, not only this is computationally very expensive but also time consuming. As an alternative approach for the estimation of the uncertainty from such a study, we opt for two resampling strategies: the (delete-1) jackknifing [386-389] and the logically similar (non-parametric) bootstrapping [390-392]. Both methods provide reliable estimates of the dispersion when the statistical model is not adequately known. More complete description of these techniques may be found in the following references [393-397], here we summarize the methods in the context of parton density functions:

## Delete-1 Jackknife

As the name suggests, the delete-1 Jackknife resampling strategy consists in deleting one replicas from the entire PDF set. The remaining $(N-1)$-sized samples are called (delete-1) Jackknife samples. Hence, for a prior PDF with $N$-sized replicas, the $i$-th Jackknife sample is given by the following set:

$$
\begin{equation*}
\mathrm{S}_{k}^{[i]}=\left\{\mathrm{S}_{k}^{(1)}, \cdots, \mathrm{S}_{k}^{(i-1)}, \mathrm{S}_{k}^{(i+1)}, \cdots, \mathrm{S}_{k}^{(N)}\right\} \tag{5.5.1}
\end{equation*}
$$

We can then define the Jackknife replicate $\mathrm{D}^{(i)}$ as the distance between two Jackknife samples $S_{1}^{[i]}$ and $S_{2}^{[i]}$ (or $S_{3}^{[i]}$ for the synthetics). The delete-1 Jackknife standard error can then be written as:

$$
\begin{equation*}
\mathrm{SE}_{\mathrm{Jack}-1}=\sqrt{\frac{N-1}{N} \sum_{i=1}^{N}\left(\mathrm{D}^{(i)}-\mathrm{D}^{(\bullet)}\right)^{2}} \tag{5.5.2}
\end{equation*}
$$

where $\mathrm{D}^{(\bullet)}=\sum_{i=1}^{N} \mathrm{D}^{(i)} / N$ denotes the empirical average of the Jackknife replicates. Notice that in Eq. (5.5.2), there are $N$ unique $\mathrm{D}^{(i)}$ Jackknife samples.

## Bootstrap

The bootstrap method also belongs to a class of non-parametric resampling strategies for estimating distribution of an estimator. As opposed to the delete-1 Jackknife method, the bootstrap resampling is done through independently sampling the original sample for a certain number of times with replacement. In terms of resources, this results in a much more intensive computation.

As just mentioned above, the bootstrapping strategy consists in randomly sampling with replacement the Monte Carlo PDF replicas, with each sample set being the identical size as the original (in our case, $N$ ). The larger is the size of the random sampling or the bootstrap size, the more accurate our uncertainties are. For a given measurement of the distance D , the bootstrap statistical error is given by the following expression:

$$
\begin{equation*}
\mathrm{SE}_{\mathrm{B}}=\sqrt{\frac{1}{N_{B}-1} \sum_{i=1}^{N_{B}}\left(\mathrm{D}^{(i)}-\mathrm{D}^{(\bullet)}\right)^{2}} \tag{5.5.3}
\end{equation*}
$$

where $N_{B}$ and $\mathrm{D}^{(i)}$ respectively denote the bootstrap size and the distance between the $i$-th resampled $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ (or $\mathrm{S}_{3}$ for the synthetics). The empirical average over the bootstrap sampling is given by $\mathrm{D}^{(\bullet)}=\sum_{i=1}^{N_{B}} \mathrm{D}^{(i)} / N_{B}$.

In the following studies, we consider two disjoint real fits generated using the NNFIT methodology, each with size $N=500$ replicas. The synthetic PDF replicas, that is of the same size as the real fits, were generated from a prior of $N_{0}=100$ replicas using the GAN methodology. The results from the two resampling methodologies are shown in Fig. 47. The histograms are constructed by simply measuring the distance between the two real fits $S_{1}-S_{2}$ (green) and the real and synthetic fits $S_{1}-S_{3}$ (orange) based on the statistical estimators we have introduced in Sec. (5.1). The error bars are computed either using the Jackknife resampling (see Eq. (5.5.2)) or the bootstrap method (see Eq. (5.5.3)). By inspecting the Jackknife results (left), we first observe that for some of the statistical estimators we considered, the synthetic PDF replicas yield lower values of the distances. Second, we see that all the error bars for the real and synthetic fits overlap except for the standard deviation. The results from the bootstrap resampling confirm the observations from the delete-1 Jackknife method, i.e. the error bars for the real and synthetic fits overlap in all but a few statistical estimators such as the standard deviation and Kurtosis.

The above results suggest that the probability distributions of the two sets of PDFs $\mathrm{S}_{2}$ and $S_{3}$ are closely similar, indicating that the GAN could potentially be used to bypass the


Figure 47 Comparison of the real and synthetic fits for various statistical estimators. The histograms are constructed by computing the distance between the two subsets of real replicas $S_{1}-S_{2}$ (green) and the distance between the synthetic replicas and one of the original subsets $\mathrm{S}_{1}-\mathrm{S}_{3}$ (orange). The error bars are computed by performing the delete- 1 Jackknife (left) and the bootstrap (right). In the bootstrap resampling, the results have been evaluated by performing $N_{B}=100$.
need of fitting a large sample of Monte Carlo PDF replicas. This is at least the case for a smaller sample of Monte Carlo replicas (here $N=500$ ). We therefore hypothesize that this would also be the case for larger sets. If true, the present framework could be used in any of the ways proposed at the beginning of this section.

### 5.6 GanPDFs for NNPDF4.0 sets

It was shown in the previous section that the generative-based compression methodology significantly outperforms the standard approach when tested on a PDF set generated using the NNPDF3.1 methodology which besides of exhibiting non-Gaussian behaviour contains fluctuations. In the following section, we test the GANPDFS approach on the new fitting machinery implemented in NNPDF4.0 [385]. Hereinafter, the new settings are as follows: we consider as prior a Monte Carlo PDF with $N_{p}=1000$ replicas generated using the NNPDF4.0 methodology, which is then enhanced using the GANPDFs to generate $N_{s}=2000$ leading to an enhanced set with a total of $N_{E}=3000$ replicas. Notice that the following analyses were performed before the official releases of the NNPDF4.0 sets, hence slight differences are present w.r.t to the PDF sets available on LHAPDF [5]. As before, both the compression using the standard and the GAN-enhanced approach are handled by the PYCOMPRESSOR [360,370] package.

In Fig. 48 we show the same error function plots as in Fig. 37. Similar to the previous case, one can see that both the old and new methodologies still outperform by a significant amount any random selection. Whilst the value of the total error function of the GANenhanced methodology is always smaller than the standard approach, looking at the individual contributions in Fig. 48 there are some instances in which the standard yield smaller errors. This is, for example, the case for the skewness estimator. In addition, it seems that the difference between the orange and green points are no longer that significant. By inspection of the correlation plots, one can also observe similar patterns.


Figure 48 Same as Fig. 37 but using as a prior a Monte Carlo PDF set generated using the NNPDF4.0 methodology.

The differences in correlation matrix are shown in Fig. 49 where, as before, the results are shown for various sizes of compressed set (from top to bottom: $N_{c}=50, N_{c}=70$, and $N_{c}=100$ ) using the standard (left) and GAN-enhanced approach (right). While it is clear that the differences in correlation matrix between the prior and the GAN-enhanced compressed sets are smaller (lighter) than the differences in correlation matrix between the prior and the standard compressed sets, it is also evident that the difference between the left and right plots are no longer that significant.

In order to add more clarification, we can look at the equivalence and disparity plots similar to Fig. 38 and Fig. 34 respectively. The results where the prior used was generated using the NNPDF4.0 are shown in Fig. 50. On the left plot, we compare the performance


Figure 49 Same as Fig. 40 but using as a prior a Monte Carlo PDF set generated using the NNPDF4.0 methodology.


Figure 50 The left plot compares the performance of the generative-based compression algorithm and the standard approach. The plot on the right represents the number of disjoint replicas that are present in the GAN-enhanced set but not in the standard. These plots are resepectively similar to Fig. 38 and Fig. 34 with the difference that the prior was generated using the NNPDF4.0 methodology.
of the generative-based compression methodology with the standard approach for various sizes of the compressed set. The description of each line is understood from Fig. 38. In contrast to the previous results, now a GAN-enhanced compressed set with $N_{c}=90$ is equivalent to the standard compressed set with just under $N_{c}=100$; similarly, a GANenhanced compressed set with $N_{c}=100$ is only equivalent to a standard compressed set with $N_{c} \sim 125$ replicas. These comparisons clearly demonstrate that, in the case of NNPDF4.0 set, the results from the generative-based compression model are not that notably different from the results from the standard compression. This is consistent with the disparity plot where both the number of disjoint replicas (defined to be the number of replicas that are present in the GAN-enhanced but not in standard) and the number of synthetic replicas ending up in the final compressed set are small.

The fact that the generative-based compression is not significantly impressive when compared to the standard methodology for NNPDF4.0 Monte Carlo PDF set can be attributed to the quality of the fit. Indeed, the more stable and Gaussian are the Monte Carlo PDF replicas, the less synthetic replicas are needed. The degree of stability and Gaussianity can be studied further by comparing the central value and the standard deviation of each probability distribution at the level of the cross sections with respectively the median and the minimum $68 \%$ confidence interval [359]. The deviation of minimum $68 \%$ confidence interval from the standard deviation is a measure of the presence of outliers while the deviation of the median from the central value is a measure of the asymmetry of the distribution. The deviations from the central value and standard deviation are defined according to Ref. [359] as follows

$$
\begin{equation*}
\Delta_{\mu} \equiv \frac{\text { Median }-\mu}{\Sigma}, \quad \Delta_{\Sigma} \equiv \frac{\mathcal{R}-\Sigma}{\Sigma} \tag{5.6.1}
\end{equation*}
$$

where $\mu$ and $\Sigma$ respectively denotes the central value and standard deviation respectively, and the minimum $68 \%$ confidence interval $\mathcal{R}$ is defined as

$$
\begin{equation*}
\mathcal{R} \equiv \frac{1}{2} \min \left[x_{\min }, x_{\max }\right] \quad \text { where } \quad \int_{x_{\min }}^{x_{\max }} d x \mathcal{P}(x) \equiv 0.683 . \tag{5.6.2}
\end{equation*}
$$



Figure 51 Measure of the degree of Gaussianity for all the differential distributions listed in Table 4. The $x$-axis represents the shifts between the central value and the median as represented in Eq. (5.6.1) while the $y$-axis represents the shift between the standard deviation and the $68 \%$ interval as represented in Eq. (5.6.1). The color map represents the KL divergence between the priors (NNPDF3.1 top and NNPDF4.0 below) and their respective Gaussian approximations.

It is therefore clear from Eq. (5.6.1) that in the case of a Gaussian in the limit of infinite sample size, both deviations vanish. In the presence of outliers, instead, $R \leq \Sigma$ and $\Delta_{\Sigma}$ is negative. Fig. 51 plots the two deviations for a NNPDF3.1 (top) and NNPDF4.0 (bottom) PDF set for all the differential distributions listed in Table 4. The shifts between the central value and the median are plotted on the $x$-axis while the shifts between the standard deviation and the minimum of the $68 \%$ confidence interval are plotted on the
$y$-axis. The density of colors represent the different values of KL divergence between the priors (either NNPDF3.1 or NNPDF4.0) and their Gaussian approximations. Looking at the results using the NNPDF3.1 PDF set, one can see that both the shifts in median and standard deviation are strongly correlated to the degree of non-Gaussianity. Indeed, for a few fractions of the observables, the shifts and the non-Gaussianity are significantly large. This mainly happens for the production of Higgs boson, consistent with Fig. 45. Looking at the results using the NNPDF4.0 instead, we see that not only the points are mainly clustered around the center $(0,0)$ but also the KL distances are very small. This indicates that both the shifts in median and standard deviation are small. In addition, it is clear that the shift in median is not correlated with the degree of non-Gaussianity and the shift in standard deviation, and vice-versa.

### 5.7 Summary

In this chapter, we applied the generative adversarial neural networks to the problem of compression of Monte Carlo replicas. Conceptually, this approach consisted in enhancing the statistics of a given PDF set prior to compression. This resulted in a compression methodology that is able to provide a compressed set with smaller number of replicas and a more adequate representation of the original probability distribution. For PDF sets of the family of NNPDF3.1, the efficiency of the new GAN-based compression has been extensively verified by comparing the results with the standard compression methodology. For Monte Carlo PDF sets generated using the NNPDF4.0 methodology, while the GANPDFs still provides better accuracies for smaller sets, the results were no longer that impressive. This is mostly explained by the fact that the replicas in NNPDF4.0 PDF sets present less fluctuations and exhibit more Gaussian features. We also entertained the idea of using the GANPDFS to address the issue of finite size effects. The analyses performed in the present thesis seem to support the idea that the GANPDFs methodology could be used to bypass the fitting of a large number of PDF replicas. However, more in-depth knowledge are required for this study to be fully conclusive.

## CONCLUSIONS

The main theme of the present thesis centered around the theory of strong interactions, ranging from fixed and all-order perturbative computations of observables that are of interests at hadron colliders such as LHC, to its non-perturbative aspects such as the determination of parton density functions. In more specific terms, the unifying idea has been to improve analytical and numerical computations aiming at providing accurate predictions in QCD phenomenology. The following passage summarizes three distinct yet complementary areas studied in this thesis.

The first study focused on curing logarithmic divergences appearing in fixed-order perturbative computations using techniques from resummation. In particular, we focused on the resummation of logarithmic terms that are enhanced at small transverse momentum and at partonic threshold. The two resummations were then combined into a single formalism in which small- $p_{T}$ logarithms are resummed up to NNLL while threshold ones are resummed up to NNLL*. The interest in providing results for such a combined resummation was threefold. First, the results could provide a resummation of transverse momentum that is valid for the entire range of $p_{T}$. Second, the results could be used to improve our understanding of the relation between soft and collinear divergences that drive the transverse momentum spectra. And third, the expansion of the resummed expressions in the running of the perturbative coupling $\alpha_{s}$ may be used as a tool to approximate higher-order corrections that are not accounted for. The formulation of this combined resummation relied mainly on two ingredients: first, a modified transverse momentum resummation-referred to as soft-improved transverse momentum resummation-which leads to the threshold resummed expression upon integration over the transverse momentum, and second, a combination of the improved transverse momentum resummation and the pure threshold expression using some profile matching function that takes into account all the logarithmic enhanced terms in the soft limit for finite $p_{T}$. Based on these formulations, one of the main results of this thesis was a detailed phenomenological studies assessing separately the impacts of the improved and combined resummation on transverse momentum distributions. As a test case, we studied the transverse momentum spectra of the Higgs boson produced in gluon fusion in the HEFT picture and the $Z$ boson production via DY mechanism. It was shown that while the the soft-improved resummation improves the convergence in the small- $p_{T}$ and reduces the effects of unjustified logarithms in the medium $p_{T}$ regions, the inclusion of the pure threshold resummation improves the agreement with fixed-order calculations in the medium and large- $p_{T}$ regions. Whilst these effects are more pronounced in the case of Higgs boson production, which is known to have slower perturbative convergence, small but yet noticeable improvements are seen in the DY case.

Another main result from this thesis concerns the construction of an approximate NNLO transverse momentum distribution for the Higgs boson production in the infinite top-quark mass limit. As a proof of concept, our studies focused only on the gluon partonic channel which provides the main bulk of the contribution to the differential cross section. Nevertheless, the procedure described here can be easily applied to other
(sub) partonic channels. The approximate expression relied on the combination of the threshold and high-energy resummations in which the small- $x$ logarithms are resummed to the leading-logarithmic (LL $x$ ) accuracy. The results of such an approximation seemed promising, at the very least the procedure described here can be used as a robust method to estimate theoretical uncertainties associated with missing higher-order corrections. In the context of PDF determination, such an approximation can be applied to the study of DY processes in order to provide theoretical predictions that can be compared to experimental measurements. In this case, all the partonic channels involved in the process have to be taken into account. These are currently ongoing works.

The last part of the thesis consisted in developing a machine learning framework that can compress Monte Carlo PDF replicas with as little loss of accuracy as possible. The method we proposed here is based on generative adversarial networks (GANs). Conceptually, the idea was to enhance the statistics of a given Monte Carlo PDF by generating posterior distributions that resemble the original PDF. Only then, the enhanced Monte Carlo PDF passes through a compression procedure. This has proved to yield compressed sets with smaller number of replicas and a more adequate representation of the original probability distribution. Indeed, it was shown that with the same size of compressed set, the GANbased methodology achieves a more accurate representation of the underlying probability distribution than the standard compression. Whilst this is clearly the case for PDF sets of the family of NNPDF3.1, the results are less impressive with PDF sets generated with the NNPDF4.0 methodology. One possible application of the GANPDFS to PDFs is the problem of finite size effect. This has been briefly touched in this thesis where we compared replicas generated from GANPDFs to replicas generated from a fit using various resampling strategies. Our studies showed that there is little difference between replicas generated by the GAN and a fit. However, due to computational limitations, the studies carried on here were done with a moderate number of Monte Carlo replicas. That is, in order to reduce statistical fluctuations, large samples of Monte Carlo replicas are required. This could be a topic for future studies. The exploration of this idea might lead to important insights into a better understanding of not only the probability distribution functions but also the generative capabilities of GANs.
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HPT-MON: $\odot$ github/N3PDF/HpT-MON
Stands for Higgs $p_{T}$ Distribution in Momentum and N space. As its name suggests, it computes the partonic and hadronic Higgs cross sections from a gluon fusion (in $p p$ collision) up to NLO both in the momentum $x$ and Mellin $N$ space.

## HPT-N3LO: © github/N3PDF/HpT-N3LO

Implements the expansion of the small- $p_{T}$ and large- $x$ resummation. Interfaced with HPTMON, it approximates the NNLO higgs $p_{T}$ distribution by approximating the extra-order with the consistent matching of both resummations (will be extended to DY).

## - CHAPTER 5:
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[^0]:    1 Recent studies of the contents of the proton by the NNPDF collaboration, however, seem to suggests that the bound state of the proton also contains a charm (c) quark. This is thought to be the case due to the presence a bump in the charm-quark distribution at $x \sim 0.3$

[^1]:    2 The Run II of the LHC, for examples approached a center-of-mass energy of $\sqrt{s} \sim 14 \mathrm{TeV}$.

[^2]:    3 The total fraction of momentum carried away by an emitted gluon is $\int d x x_{g g}^{(0)}(x)$. On the other hand, a gluon can also split into a quark-antiquark pair where the total fraction of momentum carried away by the quark (or respectively the antiquark) is $\int d x x P_{q g}^{(0)}(x)$. Combining these probabilities with the case that the gluon does not radiate yields unity.

[^3]:    1 Notice that the perturbative accuracy is counted in different ways at the level of the $p_{T}$-distribution and the total inclusive cross section

[^4]:    1 It is important that during the training of the generator, the discriminator is not trained. As it will be explained later, having an over-optimized discriminator leads to instabilities.

[^5]:    1 AMD Ryzen 52600 with 12 threads boosted at 3.4 GHz .
    2 Notice that the gain in speed due to the parallelization comes at the expense of a slightly higher memory usage. Although this is a very minor issue, this can become significant if the both he sizes of the prior and compressed sets are very large.

