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Abstract. We classify positive solutions to a class of quasilinear equations with Neumann or
Robin boundary conditions in convex domains. Our main tool is an integral formula involving
the trace of some relevant quantities for the problem.

Under a suitable condition on the nonlinearity, a relevant consequence of our results is that
we can extend to weak solutions a celebrated result obtained for stable solutions by Casten and
Holland and by Matano.

1. Introduction

Given a bounded domain Ω ⊂ Rn, n ≥ 2, we consider solutions to quasilinear equations of
the form

∆pu+ f(u) = 0 in Ω , (1.1)

with 1 < p < n and where

∆pu := div (|∇u|p−2∇u)

is the so-called p-Laplace operator. Our main goal is to give classification and non-existence
results for (1.1) (and for more general quasilinear operators) once Neumann or Robin boundary
conditions are prescribed at the boundary of Ω.

The study of non-existence results for (1.1) under Neumann boundary conditions has a
long history in the PDE’s community, which started with the celebrated papers of Casten and
Holland [10] and Matano [27]: if Ω is a convex domain, then any non-constant solution to{

∆u+ f(u) = 0 in Ω

∂νu = 0 on ∂Ω
(1.2)

is, if it exists, unstable. This result was extended to more general settings as Riemannian
manifolds and to classical solutions to more general operators in [3, 4, 15, 16, 22] (see also [9]
and [18] for a general reference on stable solutions).

Our main goal is to prove classification and non-existence results for Neumann or Robin
type boundary value problems involving the equation

div (a(∇u)) + f(u) = 0, (1.3)

with

a(ξ) = H(ξ)p−1∇H(ξ) ∀ ξ ∈ Rn, (1.4)

where H is a norm in Rn (see Subsection 2.1 for more details), 1 < p < n and Ω ⊂ Rn is a
bounded convex domain. Notice that if the norm H(·) is the Euclidean norm |·| then div (a(∇u))
is the usual p-Laplace operator and equation (1.3) reduces to (1.1). More generally, in this paper
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we assume that H is a norm of Rn such that H2 is of class C2(Rn \ {O}) and it is uniformly
convex and C1,1 in Rn, i.e. there exist constants 0 < λ ≤ Λ such that

λId ≤ H(ξ)D2H(ξ) +∇H(ξ)⊗∇H(ξ) ≤ Λ Id ∀ ξ ∈ Rn \ {O} . (1.5)

We consider boundary value problems having Neumann or Robin type conditions at the
boundary. More precisely, we shall assume that

a(∇u) · ν + h(u) = 0 on ∂Ω , (1.6)

where h satisfies some assumption to be specified later.
In this paper, we are not considering stable solutions; instead we are considering a general

weak solution to (1.3) with boundary condition (1.6).

Definition 1.1. We say that u ∈W 1,p
loc (Ω) is a weak solution to (1.3) and (1.6) if f(u) ∈ L1

loc(Ω)
and it satisfies

−
�
∂Ω
h(u)φdσ −

�
Ω
a(∇u) · ∇φdx+

�
Ω
f(u)φdx = 0 ∀φ ∈ C1

c (Rn) . (1.7)

Our first main result is a classification result for a Neumann problem for positive weak
solutions to (1.3) in a convex domain.

Theorem 1.2. Let Ω ⊂ Rn be a bounded convex domain and let H be a norm in Rn such that
H2 ∈ C2(Rn \ {O}) ∩ C1,1(Rn) and satisfies (1.5). Let f ∈ C1(R) be such that the function

Φ(t) :=
f(t)

tp∗−1
is nonincreasing. (1.8)

Then there exist no positive bounded weak solutions u to{
div (a(∇u)) + f(u) = 0 in Ω

a(∇u) · ν = 0 on ∂Ω
(1.9)

unless u is constant.

Theorem 1.2 extends the results in [10] and [27] to a general weak solution (not necessarily
stable). The condition needed for such generalization is (1.8). This condition was already used
in [5] to prove, by using the method of moving planes, an analogous non-existence result in
Rn and not in a bounded convex domain. The method of moving planes is not suitable for
the problem that we consider. Indeed, the anisotropic setting and the fact that we are dealing
with a problem on a bounded domain with Neumann boundary condition is an obstruction to a
standard application of the method of moving planes (see for instance [24]).

We also notice that condition (1.8) seems to be optimal, as follows from many results related
to the Lin-Ni conjecture [25]. In this conjecture one considers positive solutions to{

∆u− λu+ uq = 0 in Ω

∂νu = 0 on ∂Ω
(1.10)

(notice that the constant function u = λ
1
q−1 is a solution to this problem). The conjecture of

Lin-Ni is the following: there exists a constant λ0 > 0 such that if 0 < λ < λ0 then (1.10)
admits only the constant solution. This conjecture is true if 1 < q < 2∗ − 1 (see [26] and [23]).
In the critical case q = 2∗ − 1, the conjecture is in general false [33]. If Ω is a convex domain,
the conjecture is still false for N ≥ 4 as proved in [34], but it is true for N = 3 (see [35, 36]).
Since Theorem 1.4 proves the non-existence of nonconstant solutions for λ = 0, the mentioned
examples show that one cannot improve condition (1.8) in Theorem 1.4, since counterexamples
are available for linear small perturbations of f(u) = u2∗−1 (for which (1.8) fails).
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The technique that we use does not rely upon maximum principle and it is more in the spirit
of the results of [19], [31] and [7], where non-existence results for semilinear and quasilinear
equations where obtained in Rn and compact Riemannian manifolds. More precisely, Theorem
1.2 is a consequence of a general integral inequality which holds for bounded positive weak
solutions to (1.7). In particular we have the following proposition.

Proposition 1.3. Let Ω be a bounded convex domain with boundary of class C2 and let H be
as in Theorem 1.2. Let u ∈W 1,p

loc (Ω) be a bounded weak solution to{
div (a(∇u)) + f(u) = 0 in Ω

a(∇u) · ν + h(u) = 0 on ∂Ω
(1.11)

where f, h ∈ C1(R). Then

(n− 1)

�
Ω
u

n
n−pHp(∇u)Φ′(u) dx ≥

�
∂Ω
u

n
n−p−p

∗+1
f(u)h(u) dσ

+ n

�
∂Ω
u

n
n−p−p

∗+1
Hp(∇u)

(
h′(u)− (p− 1)(n− 1)

n− p
h(u)

u

)
dσ

+ n

�
∂Ω
u

n
n−p−p

∗+1
II(aT (∇u), aT (∇u)) dσ , (1.12)

where p∗ = np/(n−p) is the Sobolev conjugate of p, II(·, ·) denotes the second fundamental form
of ∂Ω and aT (∇u) is the tangential component of a(∇u).

Moreover, if the equality in (1.12) is attained then either u is constant or there exist a, b > 0
and x0 ∈ Ω such that

u(x) =
(
a+ bH0(x0 − x)

p
p−1

)−n−p
p

(1.13)

for any x ∈ Ω.

Proposition 1.3 is our main tool to prove Theorem 1.2. It is clear that, up to an approxi-
mation argument for Ω, Theorem 1.2 directly follows from Proposition 1.3 since h(u) ≡ 0 and
the second fundamental form of ∂Ω is nonnegative definite.

We notice that Theorem 1.2 is trivial if f ≥ 0, as it can be easily verified by integrating the
equation in (1.2) and using the Neumann boundary condition. Hence, the result is of interest
when f is negative somewhere. In the case of more general Robin boundary conditions, we can
still prove a classification result by exploiting (1.12) again. In particular, we can consider Robin
type boundary conditions under the assumption that f(u) ≥ 0 on ∂Ω and h satisfies

h(t) ≥ 0 and h′(t)− (p− 1)(n− 1)

n− p
h(t)

t
≥ 0 ∀t > 0 . (1.14)

Theorem 1.4. Let Ω ⊂ Rn be a bounded convex domain and let H be as in Theorem 1.2.
Let f, h be C1 functions satisfying (1.8) and (1.14), respectively. Then there exist no positive
bounded weak solutions u to {

div (a(∇u)) + f(u) = 0 in Ω

a(∇u) · ν + h(u) = 0 on ∂Ω
(1.15)

such that f(u) ≥ 0 on ∂Ω unless u is constant.

Now we give some comment on the technique used for proving Proposition 1.3. As we
already mentioned, our approach is based on integral identities and it is inspired by [19] and
[31]. The main idea consists of considering a suitable vector field involving u and its derivatives
and to prove some integral identity and find the final integral inequality (1.12) by using just one
pointwise inequality.
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Since we are concerned with p-Laplace type operators, there are several technical difficulties
that we have to tackle and, due to the lack of regularity of the solution, we have to argue by
approximation. In this direction, a crucial assumption is that u is bounded. The boundedness of
solutions of semilinear and quasilinear elliptic equations is a very challenging problem. Recently,
in [8] it has been shown that stable solutions to (1.3) are bounded for p = 2 up to dimension 9
(see also [28] for a general p). If one does not look for stable solutions, then it has been proved
in [30] and [29] that weak solutions are locally bounded in the critical and subcritical case.
Following the approach in [30] and [29] we provide a global L∞ bound on the solutions under
the assumption that f is critical or subcritical and, as a consequence, we obtain the following
classification result.

Corollary 1.5. Let Ω, f and H satisfy the assumptions of Theorem 1.2. If there exists a
constant C ≥ 0 such that

|f(t)| ≤ C(1 + t)p
∗−1 (1.16)

for some positive constant C, then there exist no positive nonconstant weak solutions to (1.9).
Analogously, if Ω, f , h and H satisfy the assumptions of Theorem 1.2 and f satisfies (1.16),

then there exist no positive nonconstant weak solutions to (1.15).

We conclude this introduction with a remark on a non-existence result which is related to
overdetermined problems where one assumes |∇u| = 0 on ∂Ω. We mention that this kind of
overdetermined condition comes from the well-known Schiffer’s conjecture, which asserts that
the ball is the only bounded domain such that a Neumann eigenfunction of the Laplacian is
constant at the boundary.

Theorem 1.6. Let Ω ⊂ Rn be a bounded convex domain, let H be as in Theorem 1.4, and let
f ∈ C1(R) be such that (1.8) is satisfied. Then there exist no positive bounded weak solutions to{

div (a(∇u)) + f(u) = 0 in Ω

|∇u| = 0 on ∂Ω ,
(1.17)

unless u is constant.

We notice that the condition |∇u| = 0 on ∂Ω implies that u is constant and a(∇u) · ν = 0
on ∂Ω and hence Theorem 1.6 easily follows from Proposition 1.3.

The paper is organized as follows. In Section 2 we introduce some notation and provide
a global L∞ bound on the solution under the assumption that f is critical or subcritical (this
result is needed only to prove Corollary 1.5) and we prove a higher order integrability result for
bounded weak solutions u to (1.15). In Section 3 we prove Proposition 1.3. In Section 4 we
prove the main theorems.
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2. Notation and preliminary results

In this section we introduce some notation and give two preliminary results.
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2.1. Notation. Let Ω ⊂ Rn be a bounded domain. We denote by Br(x) the usual Euclidean
ball centered at x and of radius r.

We consider Rn endowed with a “norm” or gauge H : Rn → R such that

• H is convex;
• H is positively one-homogeneous, i.e. H(λξ) = λH(ξ) for all λ > 0 and ξ ∈ Rn;
• H(ξ) > 0 for all ξ ∈ Sn−1.

Observe that we do not require H to be symmetric, so it may happen that H(ξ) 6= H(−ξ). In
this paper we assume that H2 is of class C2(Rn \ {O}) and it is uniformly convex and C1,1 in
Rn (hence (1.5) holds).

An important property of H, which follows from the homogeneity, is the following

∇H(ξ) · ξ = H(ξ) for all ξ ∈ Rn .

In particular we have the following relation, which we will use several times,

a(∇u) · ∇u = Hp(∇u) .

Moreover, we denote by H0 the dual norm associated to H:

H0(x) = sup
H(ξ)=1

ξ · x for all x ∈ Rn .

2.2. Boundedness of solutions in the critical and subcritical case. We start by proving
L∞ bounds for solutions to (1.15). Even if this result is needed only in Corollary 1.5, we prefer
to start from this result in order to introduce some notation and approximation argument which
will be needed in the rest of the paper.

Bounds on the L∞ norm of solutions (1.15) follows from the growth assumption (1.16)
by following [30] and [29] (see also [14, Lemma 2.1] and [21]). Since we aim at giving global
bounds and have to deal with a Robin type boundary condition, we give a proof for the sake of
completeness.

Lemma 2.1. Let Ω ⊆ Rn be a bounded domain, f, h : (0,∞)→ R such that

|f(t)| ≤ C(1 + t)p
∗−1 (2.1)

for some C > 0 and every t > 0, h ≥ 0 and let u ∈W 1,p
loc (Ω) be a positive solution to{

div (a(∇u)) + f(u) = 0 in Ω

a(∇u) · ν + h(u) = 0 on ∂Ω ,
(2.2)

where the a : Rn → Rn is a continuous vector field such that the following holds: there exist
β > 0 and 0 ≤ s ≤ 1/2 such that

|a(ξ)| ≤ β(|ξ|2 + s2)
p−1
2 and ξ · a(ξ) ≥ 1

β

� 1

0

(
t2|ξ|2 + s2

) p−2
2 |ξ|2 dt , (2.3)

for every ξ ∈ Rn. Then u ∈ L∞(Ω) and

‖u‖∞ ≤ K(‖u‖p + s).

where K depends only on n, p, β and on the Sobolev constant of Ω.

Proof. We give a sketch of this proof by following the one of [30, Theorem 1] (see also [29,
Theorem E.0.20] and [14, Lemma 2.1]). We first notice that

ξ · a(ξ) ≥ β∗ (|ξ|p − sp) . (2.4)

where

β∗ =
1

β
min

(
1

(p− 1)
, 1

)
.
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Indeed, if p ≥ 2, then (2.3) implies

ξ · a(ξ) ≥ 1

β(p− 1)
|ξ|p .

Equation (2.4) is also true if 1 < p < 2 and s > |ξ|, since the right-hand side of (2.4) is negative.
It remains to prove (2.4) when 1 < p < 2 and s ≤ |ξ|. In this case

t2|ξ|2 + s2 ≤ 2|ξ|2 for t ∈ [0, 1],

and hence � 1

0

(
t2|ξ|2 + s2

) p−2
2 |ξ|2 dt ≥ |ξ|p,

that again implies (2.4).
Let ũ = u+ s, and we obtain that ũ satisfies

|a(∇ũ)| ≤ β∗(|∇ũ|2 + ũ2)
p−1
2 and ∇ũ · a(∇ũ) ≥ 1

2β∗
(|∇ũ|p − ũp) , (2.5)

for every ξ ∈ Rn, which are our starting point. In order to avoid heavy notation, we write u
instead of ũ.

Step 1: u ∈ Lqploc(Ω) (with q ≥ 1) implies u ∈ Lqp
∗

loc (Ω). Given l > 0 and 1 ≤ q, we define

F (u) =

{
uq if u ≤ l
qlq−1(u− l) + lq if u > l ,

(2.6)

and

G(u) =

{
u(q−1)p+1 if u ≤ l
((q − 1)p+ 1)l(q−1)p(u− l) + l(q−1)p+1 if u > l .

Let
ξ = ηpG(u)

where η ∈ C∞c (Rn) and η ≥ 0. From (2.2) with ξ used as test-function, we obtain�
∂Ω
h(u)ηpG(u)dσ +

�
Ω
a(∇u) · ∇(ηpG(u)) dx =

�
Ω
f(u)ηpG(u) dx . (2.7)

From (2.7), (2.4) and by the fact that h,G ≥ 0 we get

c1

�
Ω
ηpG′(u)|∇u|p dx ≤

�
Ω
ηp−1G(u)|a(∇u) · ∇η| dx+

�
Ω
f(u)ηpG(u) dx+

�
Ω
upηpG′(u) dx ,

for some c1 > 0. We estimate the second term by using Young’s inequality and (2.3), and we
obtain

ηp−1|a(∇u) · ∇η| ≤ ε
p
p−1u−1|a(∇u)|

p
p−1 ηp + ε−pup−1|∇η|p

≤ C1ε
p
p−1u−1(|∇u|p + up)ηp + ε−pup−1|∇η|p,

for any ε ∈ (0, 1), where C1 depends only on β and p. From (2.1), since G(u) ≤ uG′(u) and G
is convex, we obtain

c1

�
Ω
ηpG′(u)|∇u|p dx ≤ C1ε

p
p−1

�
Ω
ηpG′(u)|∇u|p dx+ C2

�
Ω
upηpG′(u) dx

+ ε−p
�

Ω
G(u)up−1|∇η|p dx+

�
Ω
f(u)ηpG(u) dx ,

for any ε ∈ (0, 1) and for some constant C2 which depends only on β and p. We choose ε small
enough and obtain

c2

�
Ω
ηpG′(u)|∇u|p dx ≤

�
Ω
ηpupG′(u) dx+

�
Ω
G(u)up−1|∇η|p dx+

�
Ω
f(u)ηpG(u) dx ,
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where c2 > 0 depends only on n, p and β. Since

G′(u) ≥ c[F ′]p

and
up−1G(u) ≤ C[F (u)]p ,

we obtain

c3

�
Ω
|∇(ηF (u))|p dx ≤

�
Ω
ηpupG′(u) dx+

�
Ω
|∇η|pF p(u) dx+

�
Ω
ηpf(u)u1−pF p(u) dx ,

where c3 depends only on n, p and β. Hence, thanks to the classical Sobolev inequality in
bounded domains [1, Lemma 5.10]

C∗‖u‖p∗ ≤ ‖u‖p + ‖∇u‖p ,
and thanks to (2.1), we find

c4

(�
Ω
F p
∗
(u)ηp

∗
dx

) p
p∗

≤
�

Ω
ηpupG′(u) dx+

�
Ω

(ηp + |∇η|p)F p(u) dx+

�
Ω
ηpup

∗−pF p(u) dx ,

(2.8)
where c4 > 0 depends only on n, p, β and the Sobolev constant for Ω.

Let x0 ∈ Rn and ρ > 0 be such that

||u||p
∗−p
Lp∗ (Bρ(x0)∩Ω)

≤ c4

2
.

Let R < ρ and let η be such that supp(η) ⊂ BR(x0). From Holder’s inequality applied to the
last term in (2.8), we obtain

c4

2

(�
Ω
F p
∗
(u)ηp

∗
dx

) p
p∗

≤
�

Ω
ηpupG′(u) dx+

�
Ω

(ηp + |∇η|p)F p(u) dx . (2.9)

By taking the limit as l → ∞, from the definition of F and G and since η ≥ 0, by monotone
convergence we conclude that

c4

2

(�
Ω
ηp
∗
uqp
∗
dx

) p
p∗

≤
�

Ω
ηpupu(q−1)p dx+

�
Ω

(ηp + |∇η|p)uqp dx ≤ 2

�
Ω

(ηp + |∇η|p)uqp dx.

(2.10)
Hence, if ρ > R > R′ > 0 and we take η ∈ C∞c (BR(x0)), 0 ≤ η ≤ 1, η = 1 in BR′(x0),
|∇η| ≤ 1

R−R′ , then we have

‖u‖qp∗,R′ ≤ c
1
q

(
1 +

1

R−R′

) 1
q

‖u‖qp,R, (2.11)

where here and in the following we set

‖u‖α,r :=

(�
Ω∩Br(x0)

uαdx

) 1
α

and where c > 0 depends only on n, p, β and the Sobolev constant for Ω. This completes the
proof of Step 1.

Step 2: Moser iteration. We define Rj = r(1 + 2−j) with 0 < r < ρ/2 and j = 0, 1, 2, . . . and

qj =
(
p∗

p

)j
(note that qj ≥ 1). We use (2.11) with R = Rj , R

′ = Rj+1 and q = qj to obtain

‖u‖qjp∗,Rj+1 ≤ c
1
qj
(
1 + 2j+1r−1

) 1
qj ‖u‖qjp,Rj

which implies that
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‖u‖qjp∗,Rj+1 ≤ c
∑j
k=0

1
qk Πj

k=0

(
1 + 2k+1r−1

) 1
qk ‖u‖p,2r

By taking the limit for j →∞ and observing that ‖u‖∞,r ≤ limj→∞ ‖u‖qjp∗,Rj+1 , we finally have

‖u‖∞,r ≤ K ′‖u‖p,2r, (2.12)

with some K ′ > 0 depending only on n, β, p and the Sobolev constant for Ω; hence ‖u‖∞ ≤
K ′‖u‖p. We recall that (2.12) holds for ũ in place of u, where ũ = u + s. Coming back to the
old variable u, we immediately have

‖u‖∞ ≤ K(‖u‖p + s) ,

for some K > 0, which completes the proof. �

2.3. Higher integrability result. In this subsection we prove a higher integrability result for
a(∇u). It is well-known that solutions to p-Laplace type equation are only C1,α regular ([17]
and [32]), and one may expect higher regularity results if one consider the vector field a(∇u).
Since we work by approximation, we need to find uniform estimates for the operators which
approximate div (a(∇u)). In particular, following [2], we will consider approximating operators
of the form div (as(∇u)), where as satisfies the following conditions: as : Rn → Rn, as ∈ C1(Rn)
for p ≥ 2 and as ∈ C1(Rn\{O}) for p < 2, and for any ξ, z ∈ Rn{

|as(ξ)|+ |∂as(ξ)|(|ξ|2 + s2) ≤ L(|ξ|2 + s2)(p−1)/2

µ(|ξ|2 + s2)(p−1)/2|z|2 ≤ ∂as(ξ)z · z,
(2.13)

with 0 < µ ≤ L and 0 ≤ s < 1. If p < 2 we also assume that as is symmetric (∂ia
s
j = ∂ja

s
i for

any i, j = 1, . . . , n). The idea is that the operators as approximate a as s→ 0.

Proposition 2.2. Let Ω ⊂ Rn be a bounded convex domain. Let a satisfy (2.13), f, h ∈
C1([0,∞)) such that h′ ≥ 0 and let u be a positive weak solution of{

div (a(∇u)) + f(u) = 0 in Ω ,

a(∇u) · ν + h(u) = 0 on ∂Ω .
(2.14)

Then we have

‖a(∇u)‖W 1,2(Ω) ≤ C ,

where C depends only on n, p, L, µ, the perimeter of Ω, the C1 norm of u in Ω and the Lipschitz
seminorm of f and h in [0,maxu].

Proof. We follow the proof of [14, Proposition 2.8].
We approximate Ω by a sequence of open convex domains {Ωk} such that Ωk ⊆ Ω and ∂Ωk is
smooth. Also, we fix a point x̄ ∈ ∩kΩk, and for k fixed we consider the following problem

div (a(∇uk)) + f(u) = 0 in Ωk

uk(x̄) = u(x̄)

a(∇uk) · ν + h(u) = 0 on ∂Ωk ,

(2.15)

which has a unique solution uk that can be found by considering first the minimizer vk of the
minimization problem

min
v

{�
Ωk

[
1

p
H(∇v)p − f(u)v

]
dx+

�
∂Ωk

h(u)vdσ

}
,
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then setting uk(x) := vk(x) + u(x̄) − vk(x̄), and finally taking the limit of uk (note that the
functions uk are uniformly C1,θ in every compact subset of Ω, and uniformly Hölder continuous
up to the boundary). Let {φl} be a family of radially symmetric smooth mollifiers and define

al(z) := (a ∗ φl)(z) for z ∈ Rn . (2.16)

By standard properties of convolution and the continuity of a(·) we have that al converges to a
uniformly on compact subset of Rn. Moreover, al satisfies (2.13) with s replaced by sl, where
sl → 0 as l→∞.

Let uk,l be a solution of{
div (al(∇uk,l)) + f(u) = 0 in Ωk

al(∇uk,l) · ν + h(u) = 0 on ∂Ωk ,
(2.17)

which can be constructed analogously to uk. We notice that uk,l is unique up to an additive

constant. Also, because u is locally bounded and Ωk is smooth, the functions uk,l are C1,θ(Ωk),
uniformly in l. In particular, assuming without loss of generality that uk,l(x̄) = u(x̄) for some
fixed point x̄ ∈ Ωk, as l→∞ one sees that uk,l converges in C1

loc to the unique solution ūk of
div (a(∇ūk)) + f(u) = 0 in Ωk

ūk(x̄) = u(x̄)

a(∇ūk) · ν + h(u) = 0 on ∂Ωk .

(2.18)

The function uk is also a solution of (2.18), so by uniqueness that ūk = uk and therefore uk,l
converges to uk as l→∞. In the same way, uk → u as k →∞.

Since u is uniformly positive in Ωk, then also uk, uk,l are uniformly positive inside Ωk. We
multiply the equation in (2.14) by ψ ∈ C∞c (Rn) and integrate over Ωk to get�

Ωk

div (al(∇uk,l))ψ dx = −
�

Ωk

f(u)ψ dx,

that together with the divergence theorem gives

−
�

Ωk

al(∇uk,l) · ∇ψ dx+

�
∂Ωk

ψal(∇uk,l) · ν dσ = −
�

Ωk

f(u)ψ dx .

Since u satisfies (2.17) we obtain that�
Ωk

al(∇uk,l) · ∇ψ dx =

�
Ωk

f(u)ψ dx−
�
∂Ωk

h(u)ψdσ . (2.19)

Let ϕ ∈ C∞c (Rn), and for δ > 0 small define the set

Ωk,δ := {x ∈ Ωk : dist(x, ∂Ωk) > δ} .

The domain Ωk ∩ supp(ϕ) is smooth, then for δ small enough Ωk,δ \ Ωk,2δ is of class C∞ inside
the support of ϕ. In particular, every x ∈ (Ωk,δ \ Ωk,2δ) ∩ supp(ϕ) can be written as

x = y − |x− y|ν(y)

where y = y(x) ∈ ∂Ωk,δ is the projection of x on ∂Ωk,δ and ν(y) is the outward normal to ∂Ωk,δ

at y. In addition, the set (Ωk,δ \Ωk,2δ)∩ supp(ϕ) can be parametrized on ∂Ωk,δ by a C1 function
g (see [20, Formula 14.98]).

Let us consider a cut-off function ζδ : Ωk → [0, 1] satisfying ζδ = 1 in Ωk,2δ, ζδ = 0 in
Ωk \ Ωk,δ, and

∇ζδ(x) = −1

δ
ν(y(x)) inside Ωk,δ \ Ωk,2δ .
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Using ψ = ∂m(ϕζδ) in (2.19) with m ∈ {1, . . . , n} and integrating by parts, we get
n∑
i=1

(�
Ωk

∂ma
l
i(∇uk,l)ζδ∂iϕdx+

�
Ωk

∂ma
l
i(∇uk,l)ϕ∂iζδ dx

)
=

�
Ωk

∂m(f(u))ϕζδ dx

where we use the notation al = (al1, . . . , a
l
n) to denote the components of the vector field al.

From the definition of ζδ, we clearly have

lim
δ→0

�
Ωk

∂ma
l
i(∇uk,l)ζδ∂iϕdx =

�
Ωk

∂ma
l
i(∇uk,l)∂iϕdx .

Also, if we set

w(x) = ∂ma
l
i(∇u(x))ϕ(x) ,

by the coarea formula we have�
Ωk,δ\Ωk,2δ

w∂iζδ dx = −1

δ

�
Ωk,δ\Ωk,2δ

νi(y(x))wdx

= −1

δ

� 2δ

δ
dt

�
∂Ωk,δ

νi(y(x))w(y − tν(y))|det(Dg)|dσ(y)

= −
� 2

1
ds

�
∂Ωk,sδ

w(y − sδν(y))νi(y)|det(Dg)|dσ(y) .

(2.20)

Since w ∈ C0, we can pass to the limit and obtain

lim
δ→0

�
Ωk

∂ma
l
i(∇uk,l)ϕ∂iζδ dx = −

�
∂Ωk

∂ma
l
i(∇uk,l)ϕνidσ .

Hence, we proved that
n∑
i=1

(�
Ωk

∂ma
l
i(∇uk,l)∂iϕdx−

�
∂Ωk

∂ma
l
i(∇uk,l)ϕνidσ

)
=

�
Ωk

∂m(f(u))ϕdx (2.21)

Now, let
Ωt
k,δ := {x ∈ Ωk,δ : dist(x, ∂Ωk,δ) > t} .

If x ∈ (Ωk,δ \ Ωk,2δ) ∩ supp(ϕ) with x = y − tν(y), then x ∈ ∂Ωt
k,δ and the outward normal to

∂Ωt
k,δ at x coincides with the outward normal to ∂Ωk,δ at y. Thus, we have

∂ma
l
i(∇uk,l(x))ϕ(x)νi(x) =ϕ(x)∂m(al(∇uk,l(x)) · ν(x))

− ϕ(x)ali(∇uk,l(x))∂mνi(x) .

Let m ∈ {1, . . . , n}. Then, writing ϕ = alm(∇uk,l), we obtain

∂ma
l
i(∇uk,l(x))ϕ(x)νi(x) = alm(∇uk,l(x))∂m

(
al(∇uk,l(x)) · ν(x)

)
− alm(∇uk,l(x))ali(∇uk,l(x))∂mνi(x) .

(2.22)

We notice that ∂mνi(x) is the second fundamental form IItx of ∂Ωt
k,δ at x:

n∑
i,m=1

∂mνi(x)ali(∇uk,l(x))alm(∇uk,l(x)) = IItx(Ak,l(x)), Ak,l(x)) .

where Ak,l(x) is the tangential component of al(∇uk,l(x)). Moreover, IItx is non-negative definite
because Ωk is convex. This means that

n∑
i,m=1

∂mνi(x)ali(∇uk,l(x))alm(∇uk,l(x)) ≥ 0 . (2.23)
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Hence (2.22) becomes
n∑

i,m=1

∂ma
l
i(∇uk,l(x))ϕ(x)νi(x) ≤

n∑
i,m=1

alm(∇ul(x))∂m
(
al(∇uk,l(x)) · ν(x)

)
(2.24)

Recalling that ϕ = alm(∇uk,l) and the boundary condition of (2.17) we get

n∑
i,m=1

�
∂Ωk

∂ma
l
i(∇uk,l)ϕνidσ ≤

n∑
i,m=1

�
∂Ωk

alm(∇uk,l)∂m
(
al(∇uk,l) · ν

)
dσ

= n

�
∂Ωk

al(∇uk,l) · ∇
(
al(∇uk,l) · ν

)
dσ

= −n
�
∂Ωk

h′(u) al(∇uk,l) · ∇(u) dx

Thus, by (2.21) we obtain

n∑
i,m=1

�
Ωk

∂ma
l
i(∇uk,l)∂i

(
alm(∇uk,l)

)
dx ≤n

�
Ωk

∇(f(u)) · al(∇uk,l) dx

− n
�
∂Ωk

h′(u) al(∇uk,l) · ∇u dσ .

Now, proceeding as in [14, Proposition 2.8] we get�
Ωk

|∇(al(∇uk,l))|2 dx ≤ C
�

Ωk

|al(∇uk,l)|2 dx+ C

�
Ωk

|∇(f(u))||al(∇uk,l)| dx

− C
�
∂Ωk

h′(u) al(∇uk,l) · ∇(u) dσ. (2.25)

The right hand side of (2.25) is uniformly bounded by a number depending only by the following
quantities ‖u‖C1(Ωk), |∂Ωk| and by the Lipschitz constants of f and h on [0,maxu]. Thus we
can pass to the limit first for l→∞ and then for k →∞ to deduce that�

Ω
|∇(a(∇u))|2 dx ≤ C

�
Ω
|a(∇u)|2 dx+ C

�
Ω
|∇(f(u))||a(∇u)| dx

− C
�
∂Ω
h′(u)Hp(∇u) dσ .

Since h′ ≥ 0, we obtain�
Ω
|∇(a(∇u))|2 dx ≤ C

�
Ω
|a(∇u)|2 dx+ C

�
Ω
|∇(f(u))||a(∇u)| dx ,

which proves that a(∇u) ∈W 1,2(Ω). �

3. Proof of Proposition 1.3

In this section we prove Proposition 1.3, which is the main tool to prove Theorems 1.2
and 1.4. Our approach is based on a differential identity which involves the second elementary
symmetric function S2(Q) of a n× n matrix Q, i.e. the sum of all the principal minors of Q of
order two:

S2(Q) =
1

2

∑
i,j

S2
ij(Q)qij , (3.1)

where
S2
ij(Q) = −qji + δijtr (Q) .
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We will use the following Newton’s type inequality

S2(Q) ≤ n− 1

2n
tr (Q)2 . (3.2)

which holds for any matrix Q = AB, where A and B are two symmetric n× n matrices with A
positive semidefinite (see [13, Lemma 3.2]).

Moreover, if tr (Q) 6= 0 and equality holds in (3.2), then

Q =
tr (Q)

n
Id ,

and A is positive definite.

Before giving the proof of Proposition 1.3, we need some preliminary manipulation of the
solution and two preliminary lemmas. Let u be a bounded solution of (1.11), i.e. of{

div (a(∇u)) + f(u) = 0 in Ω ,

a(∇u) · ν + h(u) = 0 on ∂Ω ,

where

a(∇u) = Hp−1(∇u)∇H(∇u) ,

and we recall that we set

∆H
p u := div (a(∇u)) .

We consider the auxiliary function v, defined in the following way

u = v
−n−p

p , (3.3)

and we set

Ĥ(ξ) = H(−ξ) . (3.4)

It is straightforward to verify that v is a solution to

∆Ĥ
p v = f̂(v) +

n(p− 1)

p

Ĥp(∇v)

v
(3.5)

with boundary condition

â(∇v) · ν − ĥ(v) = 0 on ∂Ω , (3.6)

where we set

â(ξ) = Ĥp−1(ξ)∇Ĥ(ξ),

f̂(v) =

(
p

n− p

)p−1

f(v
−n−p

p )v
n(p−1)

p , (3.7)

ĥ(v) = cpv
n
p

(p−1)
h(v
−n
p

+1
),

and

cp =

(
p

n− p

)p−1

.

Moreover, we set

V (ξ) =
Ĥp(ξ)

p
, ξ ∈ Rn, and W = ∇[∇ξV (∇v)] = Vξiξj (∇v)vij . (3.8)

We notice that W = ∇â(∇v), i.e. W = (wij) with wij = ∂j â
i(∇v).

It is clear that v inherits some regularity properties from u. In particular, v is C1,α regular
and, since

â(∇v) = −
(

p

n− p

)p−1

u
−n(p−1)

n−p a(∇u)
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wij = −
(

p

n− p

)p−1 [
u
−n(p−1)

n−p ∂ja
i(∇u)− n(p− 1)

n− p
u
p(1−n)
n−p ui a

j(∇u)

]
,

from Proposition 2.2 and since u is C1,α regular we have that â(∇v) ∈ W 1,2
loc (Ω) (see also [14,

Lemma 3.1]).

The starting point is the following integral identity which was proved in [14, Lemma 3.3].

Lemma 3.1 ([14, Lemma 3.3]). Let v be given by (3.3), let V and W be as in (3.8). Then, for
any ϕ ∈ C∞c (Ω), we have�

Ω

(
2v1−nS2(W ) + (n− 1)np(p− 1)v−n−1V 2(∇v) + (1− n)(2p− 1)v−nV (∇v)∆Ĥ

p v
)
ϕdx

=−
�

Ω
ϕj
(
v1−nS2

ij(W )Vξi(∇v) + (1− n)(p− 1)v−nV (∇v)Vξj (∇v)
)
dx .

(3.9)

Proof. The identity (3.9) follows from the following differential identity which was proved in [6,
Lemma 4.1]:

2v1−nS2(W )+(n− 1)np(p− 1)v−n−1V 2(∇v) + (1− n)(2p− 1)v−nV (∇v)∆Ĥ
p v ,

= div
(
v1−nS2

ij(W )Vξi(∇v) + (1− n)(p− 1)v−nV (∇v)∇ξV (∇v)
)
.

(3.10)

This identity holds pointwise for smooth functions v and V , and (3.9) is its integral counterpart
which can be proved by approximation. Since the proof is the same as the one for [14, Lemma
3.3], we omit the proof. �

In order to state the next lemma, we consider Ω a bounded smooth domain and we recall
some notation that we used in the proof of Proposition 2.2. In particular, for δ > 0 small we
define

Ωδ := {x ∈ Ω : dist(x, ∂Ω) > δ} .

We may and do suppose that for δ small enough Ωδ \ Ω2δ is of class C2 (see the proof of
Proposition 2.2 for the details). In particular, every x ∈ Ωδ \ Ω2δ can be written as

x = y − |x− y|ν(y) (3.11)

where y = y(x) ∈ ∂Ωδ is the projection of x on ∂Ωδ and ν(y) is the outward normal to ∂Ωδ at
y. Now we consider a cut-off function ζδ : Ω → [0, 1] satisfying ζδ = 1 in Ω2δ, ζδ = 0 in Ω \ Ωδ,
and

∇ζδ(x) = −1

δ
ν(y(x)) inside Ωδ \ Ω2δ .

With these notations and from Lemma 3.1, we obtain the following result.

Lemma 3.2. Let Ω be a bounded smooth domain and let v be given by (3.3). Let V and W be
as in (3.8). Then,

�
Ω

(
2v1−nS2(W ) + (n− 1)np(p− 1)v−n−1V 2(∇v) + (1− n)(2p− 1)v−nV (∇v)∆Ĥ

p v
)
ζδ dx =

1

δ

�
Ωδ\Ω2δ

(
−∇(â(∇v) · ν) · â(∇v) + â(∇v) · ν

(
p− 1

p

Ĥp(∇v)

v
+ f̂(v)

)
+ II(âT (∇v), âT (∇v))

)
v1−n dx .

(3.12)



14 GIULIO CIRAOLO, ROSARIO CORSO, AND ALBERTO RONCORONI

Proof. The proof of this lemma is based on an approximation argument which is very similar to
the one done in the proof of Proposition 2.2 (see also [14, Proposition 2.8 and Lemma 3.4]). Let
ζδ be the already cited cut-off function. By choosing ϕ = ζδ in the statement of Lemma 3.1, we
obtain�

Ω

(
2v1−nS2(W ) + (n− 1)np(p− 1)v−n−1V 2(∇v) + (1− n)(2p− 1)v−nV (∇v)∆Ĥ

p v
)
ζδ dx

=
1

δ

�
Ωδ\Ω2δ

(v1−nS2
ij(W )Vξi(∇v) + (1− n)(p− 1)v−nV (∇v)Vξj (∇v))νj dx , (3.13)

where ν = ν(y(x)) is defined as in (3.11).
From (3.13) it is clear that we have to evaluate the quantity

Θ = v1−nS2
ij(W )Vξi(∇v) · ν + (1− n)(p− 1)v−nV (∇v)∇ξV (∇v) · ν (3.14)

in Ωδ \ Ω2δ. Since V (ξ) = Ĥ(ξ)p/p, ∇ξV (ξ) = a(ξ) and wji = ∂iaj(∇v), from the definition of

S2
ij(W ) = −wji + δijtr(W ) = −wji + ∆Ĥ

p v ,

we have

S2
ij(W )Vξi(∇v) · ν = −wjiVξi(∇v)νj + ∆Ĥ

p v∇ξV (∇v) · ν

= −∂iâj(∇v)âi(∇v)νj + ∆Ĥ
p vâ(∇v) · ν

= −∂i(â(∇v) · ν)âi(∇v) + âi(∇v)âj(∇v)∂iνj + ∆Ĥ
p vâ(∇v) · ν

= −∇(â(∇v) · ν) · â(∇v) + â(∇v) · ν∆Ĥ
p v + IIx(âT (∇v), âT (∇v)) ,

where IIx and âT (∇v) are defined as follows: if x ∈ ∂Ωt, with t ∈ (δ, 2δ), then IIx is the second
fundamental form of ∂Ωt evaluated at x and âT (∇v) is the tangential component of â(∇v(x))
with respect to the tangent hyperplane of ∂Ωt at x.

From (3.5), we obtain that

S2
ij(W )Vξi(∇v) · ν = −∇(â(∇v) · ν) · â(∇v) + â(∇v) · ν

(
n

p
(p− 1)

Ĥp(∇v)

v
+ f̂(v)

)
+ II(âT (∇v), âT (∇v)) . (3.15)

Hence from (3.14) and (3.15) we obtain

Θvn−1 = −∇(â(∇v) · ν) · â(∇v) + â(∇v) · ν
(
p− 1

p

Hp(∇v)

v
+ f̂(v)

)
+ II(âT (∇v), âT (∇v)) ,

and then (3.12). �

Now, we are ready to prove the main result of this section.

Proof of Proposition 1.3. From Lemma 3.2 and by applying Newton’s inequality (3.2) toQ = W ,
we obtain that�

Ω

(
n− 1

n
v1−n(∆Ĥ

p v)2 + n(n− 1)p(p− 1)v−1−nV 2(∇v) + (1− n)(2p− 1)v−nV (∇v)∆Ĥ
p v

)
ζδ dx

≥ 1

δ

�
Ωδ\Ω2δ

(
−∇(â(∇v) · ν) · â(∇v) + â(∇v) · ν

(
p− 1

p

Ĥp(∇v)

v
+ f̂(v)

)
+ II(âT (∇v), âT (∇v))

)
v1−n dx .

(3.16)
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and we notice that the equality is attained if and only if W is a multiple of the identity, i.e.
W = λ(x)Id. We will come back later on the equality case, in order to characterize those v such
that the equality in (3.16) is attained.

From (3.5) and after some tedious computation, we obtain that

n− 1

n
c2
p

�
Ω
v
n+1−2n

p f2(v
−n−p

p )ζδ dx−
n− 1

p
cp

�
Ω
v
−n
p f(v

−n−p
p )Ĥp(∇v)ζδ dx

≥ 1

δ

�
Ωδ\Ω2δ

[
−v1−n∇(â(∇v) · ν) · â(∇v) + v1−nâ(∇v) · ν p− 1

p

Ĥp(∇v)

v

]
dx

+
1

δ

�
Ωδ\Ω2δ

v1−nâ(∇v) · νf̂(v) dx+
1

δ

�
Ωδ\Ω2δ

v1−nII(âT (∇v), âT (∇v)) dx . (3.17)

We write (3.17) in terms of u by using (3.3) and the homogeneity properties of H and, by
dividing by c2

p, we get

n− 1

n

�
Ω
u

n
n−p−p

∗+1
f2(u)ζδ dx−

n− 1

n− p

�
Ω
u

n
n−p−p

∗
f(u)Hp(∇u)ζδ dx

≥ 1

δ(n− p)

�
Ωδ\Ω2δ

u
n
n−p−p

∗+1
(

(n− 1)(p− 1)
Hp(∇u)

u
a(∇u) · ν − (n− p)∇(a(∇u · ν) · a(∇u)

)
dx

− 1

δ

�
Ωδ\Ω2δ

a(∇u) · νf(u)u
n
n−p−p

∗+1
dx+

1

δ

�
Ωδ\Ω2δ

u
n
n−p−p

∗+1
II(aT (∇u), aT (∇u)) dx . (3.18)

Now we simplify (3.18) by using the equation again. We multiply the equation in (1.9) by

u
n
n−p−p

∗+1
f(u)ζδ

and we integrate:�
Ω
u

n
n−p−p

∗+1
f(u)ζδdiv a(∇u) dx+

�
Ω
u

n
n−p−p

∗+1
f2(u)ζδ dx = 0 . (3.19)

Since ζδ has compact support in Ω, from the divergence theorem we get

n− 1

n

�
Ω
u

n
n−p−p

∗+1
f2(u)ζδ dx−

n− 1

n− p

�
Ω
u

n
n−p−p

∗
f(u)Hp(∇u)ζδ dx

= −n− 1

nδ

�
Ωδ\Ω2δ

u
n
n−p−p

∗+1
f(u)a(∇u) · ν dx+

n− 1

n

�
Ω
u

n
n−pHp(∇u)Φ′(u)ζδ dx , (3.20)

where we recall that

Φ(t) =
f(t)

tp∗−1
.

From (3.18) and (3.20) we obtain

n− 1

n

�
Ω
u

n
n−pHp(∇u)Φ′(u)ζδ dx ≥ −

1

nδ

�
Ωδ\Ω2δ

u
n
n−p−p

∗+1
f(u)a(∇u) · ν dx

+
1

δ(n− p)

�
Ωδ\Ω2δ

u
n
n−p−p

∗+1
(

(n− 1)(p− 1)
Hp(∇u)

u
a(∇u) · ν − (n− p)∇(a(∇u) · ν) · a(∇u)

)
dx

+
1

δ

�
Ωδ\Ω2δ

u
n
n−p−p

∗+1
II(aT (∇u), aT (∇u)) dx .

By taking the limit as δ → 0 (as we did in (2.20)) and by using the boundary condition
a(∇u) · ν + h(u) = 0 on ∂Ω we get
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n− 1

n

�
Ω
u

n
n−pHp(∇u)Φ′(u) dx ≥ 1

n

�
∂Ω
u

n
n−p−p

∗+1
f(u)h(u) dσ

+
1

n− p

�
∂Ω
u

n
n−p−p

∗+1
Hp(∇u)

(
(n− p)h′(u)− (p− 1)(n− 1)

h(u)

u

)
dσ

+

�
∂Ω
u

n
n−p−p

∗+1
II(aT (∇u), aT (∇u)) dσ ,

which is (1.12). It remains to consider the equality case in (3.16), i.e. when W = λ(x)Id, for

some function λ(x). Notice that ∆Ĥ
p v = tr (W ) and from (3.5) we have that

λ(x) =
1

n
∆Ĥ
p v(x) =

1

n
f̂(v) +

(p− 1)

p

Ĥp(∇v)

v
.

We recall that v ∈ C1,α
loc in Ω and v ∈ C2,α

loc in Ω \ Z, where Z = {∇v = 0}. Since f ∈ C1 then
λ ∈ Cαloc(Ω) ∩ C1

loc(Ω \ Z). From the definition of W we have that

∂i(âj(∇v(x))) = λ(x)δij

which implies that â(∇v) ∈ C1,α
loc (Ω) ∩ C2

loc(Ω \ Z).
For i ∈ {1, . . . , n} and choosing j 6= i we find

∂iλ(x) = ∂i
(
∂j(âj(∇v(x)))

)
= ∂j

(
∂i(âj(∇v(x)))

)
= 0

for any x ∈ Ω \ Z, which gives that λ is constant on each connected component of Ω \ Z. This
implies that

∇[â(∇v(x))] = W (x) = λ Id

in each connected component of {∇v 6= 0}, i.e.

â(∇v(x)) = λ(x− x0)

for some x0 ∈ Ω. Hence for any connected component of {∇v 6= 0} there exist two constants c1

and c1 such that

v(x) = c1 + c2Ĥ0(x− x0)
p
p−1 ,

where Ĥ0 is the dual norm of Ĥ. Notice that ∇v(x) = 0 if and only if x = x0.
Now we observe that Z cannot have interior points. Since v is not constant then Z 6= Ω.

Assume by contradiction that Z has interior points, and consider a connected component E of
the interior of Z. Let z ∈ ∂E \ ∂Ω and notice that z ∈ ∂{∇v 6= 0}. Since v is constant in E and
v is of class C1,α then we must have that v is centered at z, i.e.

v(x) = ci1 + ci2Ĥ0(x− z)
p
p−1

in any connected component Ai of {∇v 6= 0} such that z ∈ ∂A. Since ∇v = 0 only at z, this
implies that any connected component of {∇v 6= 0} touches E only at z. Hence there exist two
disjoint connected components A1 and A2 of {∇v 6= 0} cointaining z on their boundary and
such that (∂A1 ∩ ∂A2) \ {z} 6= ∅. This leads to a contradiction since we must have c1

1 = c2
1 and

c1
2 = c2

2, which implies that A1 and A2 are not disjoint.
Since Z has no interior points and λ is continuous then we get that λ 6= 0 is constant, which

implies

∇[â(∇v(x))] = W (x) = λ Id in Ω ,

and hence

v(x) = c1 + c2Ĥ0(x− x0)
p
p−1

in Ω. Since Ĥ0(x) = H0(−x), we find (1.13) and the proof of Proposition 1.3. �
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4. Proofs of the main results

Once we have Proposition 1.3 the proof of Theorems 1.2, 1.4 easily follows.

Proof of Theorems 1.2 and 1.4. As done in the proof of Proposition 2.2, we approximate Ω by
a sequence of bounded open convex domains {Ωk} such that Ωk ⊆ Ω and ∂Ωk is smooth. Also,
we fix a point x̄ ∈ ∩kΩk, and for k fixed we consider the following problem

div (a(∇uk)) + f(u) = 0 in Ωk

uk(x̄) = u(x̄)

a(∇uk) · ν + h(u) = 0 on ∂Ωk .

(4.1)

We notice that, for k large enough, the functions uk are uniformly C1,θ in every compact subset
of Ω, and uniformly Hölder continuous up to the boundary. By considering (1.12) for uk, using
the convexity of Ωk and passing to the limit as k →∞, we obtain that u satisfies

(n− 1)

�
Ω
u

n
n−pHp(∇u)Φ′(u) dx ≥

�
∂Ω
u

n
n−p−p

∗+1
f(u)h(u) dσ

+ n

�
∂Ω
u

n
n−p−p

∗+1
Hp(∇u)

(
h′(u)− (p− 1)(n− 1)

n− p
h(u)

u

)
dσ . (4.2)

Let assume that Φ′ ≤ 0. We use h = 0 for Theorem 1.2 and the condition (1.14) for Theorem
1.4 in Proposition 1.3 and we immediately obtain that

0 ≥ n
�
∂Ω
u

n
n−p−p

∗+1
II(aT (∇u), aT (∇u)) dσ ≥ 0 ,

where the last inequality follows from the convexity of Ω. Hence, the equality case holds in
(1.12) which implies that either u is constant or there exist c1, c2 > 0 and x0 ∈ Ω such that

u(x) =
(
c1 + c2H0(x0 − x)

p
p−1

)−n−p
p

for any x ∈ Ω. In the latter case we readily find a contradiction since a(∇u) · ν + h(u) cannot
vanish on the whole ∂Ω (with h = 0 in case of Theorem 1.2) and we conclude. �

It is clear that Corollary 1.5 easily follows from Theorems 1.2 and 1.4 and Lemma 2.1.

Theorem 1.6 follows again by using Proposition 1.3. In this case, thanks to the fact that |∇u| = 0
on ∂Ω, we do not need to assume that Ω is convex, since the last term in (1.12) vanishes thanks
to the boundary condition |∇u| = 0.
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