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Introduction

In its original form, KAM theory deals with perturbations of finite dimen-

sional integrable systems and allows to prove that most of the invariant tori

of the unperturbed system persist under perturbation.

The first extensions to PDEs have been obtained in the late eighties in

[Kuk87] and [Way90]. Since then several authors, among which we mention

[CW93, Bou94, CY00, BBM14, BBHM18], have contributed to the develop-

ment of a satisfactory theory that allows to prove persistence of quasiperiodic

motions in quasi-integrable Hamiltonian PDEs on one dimensional domains.

For higher dimensional Hamiltonian PDEs, the situation is completely dif-

ferent, and essentially amounts to isolated examples. First of all we have the

theory developed by Bourgain in [Bou98] and [Bou04], but it only allows to

deal with nonlinear Schrödinger and nonlinear wave equations on the square

torus Td = Rd/(2πZd), d ≥ 2; Bourgain’s method has subsequently been

extended in [BCP15] to equations on Zoll manifolds and Lie groups, and in

[BM19] to the case of arbitrary flat tori, but nothing is known on more gen-

eral manifolds or domains: a key common ingredient in all these results is

indeed a technical Lemma by Bourgain, allowing to prove “separation of res-

onant sites” on tori. A different technique has been developed by Kuksin and

Eliasson in [EK10] (see also [PX13] and [EGK16]), but again it only applies

to square tori: up to now, there is a lack of a general theory for equations on

domains with spatial dimension higher than one.

In this thesis a new approach to higher dimensional problems is developed:

the strategy is an extension of the methods originally elaborated in [BBM14]

in the context of quasilinear one dimensional equations. To explain such a

method, recall that a possible strategy to construct invariant tori exploits a

Nash Moser type theorem (essentially based on a Newton algorithm). Here

the key step is to construct and estimate the inverse of a linear operator:
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Introduction

more precisely, at each step of the iterative scheme, one linearizes the system

at an approximate solution, and gets an operator of the form L = ∂t − A(ωt) ,

where A is a linear operator with quasi-periodic dependence on time.

The operator L has to be inverted, and it is necessary to exhibit tame

estimates on its inverse operator. A technique to show the invertibility is to

consider the equation

∂tu− A(ωt)u = 0 (0.0.1)

and to conjugate it to a new equation of the form ∂tu − Ãu = 0, where Ã

is a time independent linear operator, via an invertible map which depends

on time in a quasi-periodic way; such a conjugating process is referred to as

reducibility.

This thesis deals with such a problem, and also with a further one which is

preliminary to reducibility, namely the spectral problem for periodic Schrödinger

operators.

We remark that linear time dependent operators have been object of great

interest per se and have been widely studied, most of all due to the ma-

jor role they play in quantum mechanics; to this aim we recall the cor-

nerstones [Kat70, Kat75, Kat85], providing existence and uniqueness re-

sults of smooth solutions for equations of the form ∂tu − A(t)u = 0, and

[Bou99b, Bou99a, Del10], where upper bounds on the growth of Sobolev

norms are exhibited (see also [Wan08a, FHW14], and the more recent works

[MR17, BGMR17]). The analysis of the dynamic behavior of linear time

dependent problems is deeply related to the study of spectral problems: the

second part part of this thesis is indeed entirely focused on the spectral anal-

ysis of a Schrödinger operator. This is also a widely studied subject, and

some of the relevant related literature will be discussed later on.

Our starting point is the construction elaborated in [BBM14]. The main

idea developed therein, in order to obtain reducibility in the one dimen-

sional quasilinear case, consists in performing a preliminary step which, using

techniques of pseudo-differential calculus, enables to conjugate the original

operator to a smoothing perturbation of a “trivial operator” (typically, a

diagonal, or block diagonal, operator with respect to the Fourier basis), and

subsequently applying a suitable KAM algorithm to completely eliminate the

time dependence.

In [Bam18] the pseudo-differential techniques by [BBM14] have been rec-

ognized to be the quantization of a classical normal form procedure, and

2



Introduction

a first partial generalization of these techniques to a higher dimensional

case has been obtained in [BGMR18]. However, in the particular system

of [BGMR18], the KAM part of the proof trivially follows from its classical

counterpart, and this cannot be expected in the general case.

This is the origin of the work reported in the first part of this thesis, and

published in [BLM19], where a higher dimensional equation of the form

∂tu(t, x) = (ν + εV (x, ωt)) · ∇u(t, x) + εW(ωt)u(t, x) , x ∈ Td, d ≥ 2 ,

(0.0.2)

is considered. Here ν ∈ Rd, ω ∈ Rn, V ∈ C∞(Td × Tn;R), and ∀ϕ ∈ Tn

W(ϕ) is a pseudo-differential operator of order strictly less than 1, symmetric

hyperbolic1 and smoothly dependent on ϕ. For such an equation we prove

reducibility. The following theorem is one of the main results of this thesis:

Theorem 0.0.1. For any σ ≥ 0 and s ≥ 0 there exists ε0 such that for any

|ε| < ε0 there exists a set Ωε ⊂ [1, 2]d+n with the following properties. For any

(ω, ν) ∈ Ωε, the system (0.0.2) is reducible, namely in the Sobolev space Hσ

there exist an operator Ã, diagonal on the Fourier basis, and a bounded linear

operator with bounded inverse U(ϕ), continuously dependent on ϕ ∈ Tn, such

that, if u = U(ωt)v, v satisfies

∂tv = Ãv .

Furthermore, the complementary set of Ωε in [1, 2]d+n has Lebesgue measure

which tends to 0 as ε → 0, and for any s there exists η ≥ 0 such that the

map ϕ 7→ U(ϕ) is of class Cs from Tn to the set of bounded linear operators

from Hσ+η to Hσ.

The main interest of this part of the work lies in the fact that, in or-

der to prove Theorem 0.0.1, after a preliminary application of the result in

[FGMP19], one has to merge the regularization techniques of [BGMR17] and

the reducibility scheme of [BBM14], thus developing an algorithm which is

likely to be suitable for applications to much more general systems. As a

result, one of the few examples of reducibility for an equation on a higher

dimensional domain with an unbounded perturbation is obtained. Remark

that, moreover, equation (0.0.2) corresponds to a case where the unperturbed

1see Definition 2.1.5 of Chapter 2
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operator has eigenvalues whose differences are dense on the real axis; such

a configuration is usually considered as particularly difficult to deal with.

As anticipated, in order to construct KAM tori it is actually necessary to

complement the reducibility result in Theorem 0.0.1 with suitable tame es-

timates; here we do not focus on this issue, but we will comment later on it.

Let us focus on the ideas lying behind the proof of reducibility for equation

(0.0.2): as anticipated, the proof is based on two steps. Rewrite equation

(0.0.2) in the form

i∂tu = (A0 + εA1(ωt))u , (0.0.3)

with

A0 = iν · ∇ , A1(ωt) = iV (ωt, x) · ∇+ iW(ωt) .

In the first step of the procedure, the goal is to reduce the order of the per-

turbation as a (pseudo)-differential operator, namely to map equation (0.0.3)

into a new one of the form i∂tv =
(
Ã0 + εÃ1(ωt)

)
v , where the new pertur-

bation Ã1 is a smoothing operator of order N for some arbitrary N > 0, in

the sense that it maps any Sobolev space Hσ into the Sobolev space Hσ+N .

We refer to such a procedure as regularization. Actually, in the case of (0.0.2)

the two terms iV · ∇ and iW are treated separately. Indeed, the former is

eliminated by means of a diffeomorphism on the torus, applying directly the

result proven in [FGMP19]. The lower order term iW is instead dealt with

using tools from pseudo-differential calculus: the proof is based on an arbi-

trarily large, but finite, number of steps of a non convergent normal form,

and it is actually a variant of the arguments contained in [BGMR17].

In the second part of the procedure, one uses a KAM type algorithm to re-

duce the size of the perturbation Ã1(ωt): an iterative and convergent scheme

is implemented, and the operator Ã0 + Ã1 is conjugated to a diagonal, time

independent one. Such a scheme requires to impose at any step some non

resonance conditions, known in literature as second order Mel’nikov condi-

tions. Here the higher dimensional setting forces us to assume very weak non

resonance conditions; this yields the presence along the algorithm of small

divisors which accumulate very fast to 0, and would cause a loss of regularity

along the process. This is where the smoothing character of the perturbation

Ã1 comes into play, balancing the loss of regularity due to the presence of

small divisors. The scheme that is implemented here is a variant of the one

developed in [BBHM18], and then extended in [Mon19].
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Furthermore, we remark that here the algorithm is not performed in a self-

adjoint setting. This is essentially due to the presence of the first order

perturbation iV ·∇, which violates such a structural hypothesis: this is why,

instead, symmetric hyperbolicity is imposed and preserved along the itera-

tion. Thus, in order to ensure the stability of the solutions of (0.0.2), the

case where the system has some additional structural hypotheses is also stud-

ied: namely, reality and reversibility. If these two properties are satisfied, we

prove that all solutions of (0.0.2) are almost-periodic. On the contrary, with-

out assuming them, only one of the two following possibilities can occur, in

analogy with Floquet theory: either all solutions are almost-periodic, or there

exist solutions of (0.0.2) whose Sobolev norms exponentially diverge in time.

The main limitation of the techniques developed in [BGMR18], as in all

previous works, and of the ones presented in Chapter 2, lies in the fact that

the regularization normal form procedure developed therein is the quantiza-

tion of a classical normal form which is global in phase space, in the sense

that in both cases the conjugating map is defined on the whole phase space

(namely, the cotangent bundle of Rd in [BGMR18] and the cotangent bun-

dle of the Td in Chapter 2). This is due to the fact that in both these two

particular cases the frequencies of the unperturbed system do not depend on

the point of the phase space.

For such a reason, the subsequent problem that is tackled in the present

thesis is that of developing a local quantum normal form procedure, which

could allow to deal with the more general case of an actual dependence of

the unperturbed frequencies on the point of the phase space. By the way

let us emphasize that the problem of quantizing the classical normal form

procedure has been the object of extensive studies in the ’90s, and also all

the results obtained in that period were limited to systems where a global

normal form was possible (see [GP87, BV90, Sjo92, BGP99]).

Remark that, since the focus here is on the first step of the procedure, namely

the regularization process, time dependence does not play any fundamental

role. Therefore the idea is that one can temporarily neglect time dependence,

and start regularizing the problem with the time variable frozen.

Thus, as the simplest relevant model containing all the difficulties of the

general case, in the second part of this thesis we consider

−∆ + V (x) (0.0.4)

5
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on L2(TdΓ) , where TdΓ := Rd/Γ, and Γ is an arbitrary d dimensional lattice,

and we adapt the quantum normal form procedure to deal with this operator.

The aim is to develop a method which is not based on the structure of the

torus, but is suitable for applications to more general situations.

First, recall that the classical Hamiltonian associated to the operator (0.0.4)

is h(ξ, x) = h0(ξ) + V (x), where h0(ξ) = ‖ξ‖2. In this context the classical

Hamiltonian is called the symbol of the operator one is studying.

In classical perturbation theory it is well known that the kind of normal form

one can obtain strongly depends on the resonance relations fulfilled at a given

point of the phase space. Thus in this thesis we develop a local normal form

theory that is suitable for quantization. The normal form method we obtain

is actually a variant of the one developed in [PS10, PS12], which respectively

deal with the proof of Bethe Sommerfeld conjecture and with the analysis of

the integrated density of states of the operator (0.0.4) on L2(Rd). However,

we give a global formulation, which allows an analysis of the asymptotic

behavior of the eigenvalues and makes possible applications to dynamical

systems that are not possible with the approach of [PS10, PS12]. We will

comment later on the connection with the methods presented therein (see

also Chapters 4 and 5).

As a first application of our normal form result, we focus on “nonresonant

eigenvalues”, namely the ones corresponding to sites ξ which are far away

from any resonances. In particular, in Chapter 4 we prove the following

result:

Theorem 0.0.2. Let 0 < δ < 1 and let Γ∗ be the dual lattice of Γ. 2 There

exist a set Ω ⊂ Γ∗ of density one at infinity and a sequence {mj}j∈N of

smooth functions mj : Rd → R such that for all j ∈ N

∃ Cj > 0 s.t. |mj(ξ)| ≤ Cj〈ξ〉−2δj ∀ξ ∈ Rd

with the following property: for any ξ ∈ Ω the operator (0.0.4) has an eigen-

value of the form

λξ = ‖ξ‖2 +
n−1∑
j=1

mj(ξ) +O(〈ξ〉−2δn) ∀n ∈ N . (0.0.5)

Furthermore, for any K−uple {ξ1, . . . , ξK} ⊂ Ω, the eigenspace generated by

the eigenfunctions corresponding to λξ1 , . . . , λξK has multiplicity K, and for

2Namely, Γ∗ = {` ∈ Rd | ` · γ ∈ 2πZ ∀γ ∈ Γ} .

6
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any ξ ∈ Γ∗, one has ξ ∈ Ω if and only if −ξ ∈ Ω; in such a case,

mj(ξ) = mj(−ξ) ∀j ∈ N . (0.0.6)

(Here we have used the notation 〈ξ〉 =
√

1 + ‖ξ‖2 .)

The proof of this theorem, published in [BLM20], is based on a combi-

nation of the normal form we perform for the operator H and on a refined

quasi-mode argument, which is a development of the one used in [BKP15].

This allows to deduce the one to one correspondence between points ξ in

the non-resonant set Ω and eigenvalues λξ satisfying (0.0.5). Density one

at infinity is finally proved using measure estimates and exploiting the lat-

tice structure of Γ∗. Actually we prove a stronger version of Theorem 0.0.2,

and we give spectral asymptotics for eigenvalues of any operator of the form

(−∆)
M
2 + V, M > 0, where (−∆)

M
2 is any positive power of the Laplacian

operator and V is an unbounded operator of order strictly less than M . We

point out that the essential property needed for the proof is the fact that the

symbol of the Laplacian is an integrable Hamiltonian. We will comment later

on the connections with previous spectral results on periodic Schrödinger op-

erators.

The result stated in Theorem 0.0.2 is not sufficient for our original pur-

pose: to deal with the time dependent case, one needs to know in a quite

precise way all the eigenvalues of the operator (0.0.4), and not only those

related to the non resonant sites ξ.

In order to deal with the eigenvalues lying in the resonant regions, one has

to make a more refined analysis, which is the content of Chapters 5 and

6. First, we perform for the Schrödinger operator a quantum normal form

that is different in the various regions of the phase space, and varies in each

region according to which resonance relations are fulfilled therein. Then we

proceed with the analysis of the normalized operator. This is done by mak-

ing a decomposition of the phase space inspired by the classical geometrical

construction in the proof of Nekhoroshev Theorem. (This also led to an al-

ternative proof, published in [BL20], of the classical Nekhoroshev result.) As

a result, one gets a Structure Theorem, which is one of the main results we

obtain in the present thesis; since it requires non trivial preliminary steps, its

precise statement is postponed to Chapter 5 (see Theorem 5.1.10). Accord-

ing to such a Structure Theorem, the operator (0.0.4) is unitarily conjugated

7



Introduction

to a smoothing perturbation of a normal form operator, and such a normal

form operator is block diagonal, with the following structure:

• There is a largest block (the one described in Theorem 0.0.2) in which

the operator is a Fourier multiplier

• there is one finite dimensional block, whose dimension is controlled by

the initial parameters of the system

• in all the other blocks, the operator is a Schrödinger operator on a flat

torus of lower dimension, with new Floquet boundary conditions.

In the last case, one can iterate the construction and in such a way after a

finite number of steps (at most d) one is reduced to deal only with Fourier

multipliers, or finite dimensional operators. Our Structure Theorem has

strong analogies with the normal form of [PS10, PS12], which however does

not provide an invariant partition of L2(Td) and furthermore, also due to

some lack of uniformity, cannot be iterated, as needed for our purpose.

Finally, by means of a refined quasi-mode argument, we show that it is

possible to deduce new spectral asymptotics for all the eigenvalues of (0.0.4).

The asymptotic expansion that we get in the resonant sites is not in the pa-

rameter 〈ξ〉, but it is a “directional” asymptotic expansion. Roughly speak-

ing, the result is the following: consider a subgroup M ⊆ Γ∗ (actually, a

module) and assume that a sequence {ξj}j∈N ⊂ Γ∗ is such that all the points

ξj are resonant with the vectors of a basis of M . Then, the corresponding

eigenvalues λξj admit an asymptotic expansion in the parameter 〈(ξj)M〉, the

subscript M denoting orthogonal projection on M (we refer to Theorem 6.0.5

of Chapter 6 for a precise statement).

We point out that the estimates in the asymptotic expansions that we give

are uniform with respect to the choice of the modules M ; this requires to

have uniform estimates for the seminorms of the pseudo-differential opera-

tors involved in the normal form construction on all the blocks. In order to

ensure this, here a formulation of pseudo-differential calculus is given where

only intrinsic quantities are involved. (This is contained in Appendix C).

The spectrum of Schrödinger operators on d−dimensional flat tori has

been widely studied. First of all we mention the works [FKT90] and [Fri90],

where it was shown that, for a generic lattice Γ and for any ξ belonging to

8
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a density one subset of the dual lattice Γ∗, there are exactly two eigenvalues

λ±ξ inside an interval of the form[
‖ξ‖2 + [V ]− 1

‖ξ‖2−ε , ‖ξ‖
2 + [V ] +

1

‖ξ‖2−ε

]
, (0.0.7)

for 0 < ε � 1 , where [V ] is the average of V. Such a property is referred to

in [FKT90, Fri90] as stability. Actually, the result was proven for d = 2, 3

in [FKT90] and generalized to arbitrary dimension, with a slightly simpler

proof, in [Fri90]. A refinement of such a result was proven in [Kar97] in the

case where the periodic boundary conditions on the torus TdΓ are replaced

with Floquet boundary conditions, namely one has that

u(x+ γ) = eiκ·xu(x) ∀x ∈ Rd, γ ∈ Γ

for a κ ∈ Rd which is called Floquet parameter. In [Kar97] asymptotic

expansions of the form of the ones exhibited in (0.0.5) are given, in the cases

d = 2, 3 and restricting to a large set of Floquet parameters κ (which leaves

out the case of periodic boundary conditions).

As proven in [FKT91], not all the eigenvalues of −∆ are stable: there are also

eigenvalues of (0.0.4) lying outside intervals of the form of (0.0.7) – in our

language, resonant eigenvalues. The construction performed in order to prove

the existence of such eigenvalues is obtained in [FKT91], following [ERT84],

by approximating the unstable spectrum of the Schrödinger operator (0.0.4)

with the spectra of the following lower dimensional operators:

−∆ + Vγ , Vγ(x) =
∑
ξ∈Γ∗

ξ·γ=0

V̂ξe
iξ·x ,

as γ varies in (some suitable subset of) Γ . With analogous approximation

techniques, some eigenvalues in the unstable part of the spectrum have also

been studied in [Kar96], again only in the case d = 3 and for a large set

of κ, in particular excluding the case of periodic boundary conditions. The

result contained in the present thesis generalizes the previous ones, obtaining

asymptotics for all the eigenvalues, all lattices, all Floquet parameters and

all dimensions.

From the construction exhibited in this thesis it is also possible to deduce

some information on the eigenfunctions: in particular we prove that their

negative Sobolev norms decay faster than any negative power of their corre-

sponding eigenvalue.
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As already mentioned, constructions with strong analogies to the one pre-

sented in Chapter 4 and Chapter 5 have been performed in [Par08, PS09,

PS10, PS12]. The techniques developed in such works are based on the

conjugation of (0.0.4) to a new operator, which is a small perturbation of

a normal form one leaving invariant suitable sets. Such techniques enable

to determine an asymptotic development of the total number of resonant

and non resonant eigenvalues lying in any suitable interval of the real axis;

however, they are not sufficient to obtain the global asymptotic result that

we find for the eigenvalues of the operator (0.0.4). More precisely, the con-

structions in [Par08, PS10, PS12] could be adapted in order to deduce the

asymptotics that we find in Theorem 0.0.2 for non-resonant eigenvalues, but

the same is not true for the directional asymptotics that we determine for

resonant eigenvalues in Chapter 6. This is essentially due to the fact that the

results of [Par08, PS10, PS12] do not enable to deduce an analogue of our

Structure Theorem, nor to set up the iterative construction of dimensional

reductions from which we deduce our spectral result.

As anticipated, the main application that we have in mind for the analy-

sis of operator (0.0.4) performed in the present work is to reintroduce the

time variable and to deduce reducibility for a linear Schrödinger equation of

the form

i∂tψ = −∆ψ + V (x, ωt)ψ (0.0.8)

on L2(TdΓ), where V is a small amplitude smooth function with quasi-periodic

dependence on time and diophantine frequency ω ∈ Rn. Unlike in the case

of the transport equation (0.0.2), reducibility for such an equation does not

immediately follow from the normal form result found in Chapter 5. This is

due to the following fact: the operator (0.0.4) can be conjugated to a smooth-

ing perturbation of a Fourier multiplier only on the block corresponding to

non resonant eigenvalues, and this implies that the very weak second order

Mel’nikov conditions of the form of the ones imposed in Chapter 2, which are

associated to a loss of regularity in space, cannot be imposed for the whole

set of frequencies. A tuning of the parameter ω would then be necessary

to impose suitable non resonance conditions, working independently on each

one of the invariant blocks and contemporarily preventing the set of allowed

ω to shrink to a null measure one. This is why, aside reducibility, as an

object of future studies we intend to investigate the weaker notion of almost

10
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reducibility3 for (0.0.8).

Actually, further applications of our Structure Theorem are likely to be

possible: for example, a more detailed description of the semiclassical mea-

sures [AFKM15] could be performed, or (following [Roy07] ) a precise semi-

classical expansion in ~ of the eigenvalues could be obtained.

Furthermore, since the normal form construction that is implemented here

is based on an explicit algorithm, it is possible, at least in principle, to com-

pute an arbitrary number of terms in the asymptotic expansions found for

resonant and non-resonant eigenvalues.

This idea is exploited in Chapter 7 of the present thesis, which contains a

further application of the non-resonant normal form result of Chapter 4 to

the analysis of the spectral degeneracy of the operator (0.0.4).

In particular, let us focus on the square torus Td = Rd/(2πZd), where the

Laplacian operator −∆ has eigenvalues ‖ξ‖2 with multiplicities growing as

‖ξ‖d−1. Consider then all the stable eigenvalues of the form (0.0.5) bifurcat-

ing from the same eigenvalue ‖ξ̄‖2 of the Laplacian operator, namely the set

{λξ | ‖ξ‖2 = ‖ξ̄‖2}: as a consequence of (0.0.6) of Theorem 0.0.2, the two

eigenvalues λξ, λ−ξ always lie inside the same interval of width O(‖ξ‖−∞).

We ask under which conditions on the potential V there are more than 2

eigenvalues of (0.0.4) inside such an interval. As a first result, we exhibit a

class of potentials V such that the number of eigenvalues of (0.0.4) inside the

same interval of width O(‖ξ‖−∞) is higher than 2; then we investigate such

a configuration under genericity conditions on the potential. We show that,

for a generic potential V , the set of eigenvalues of (0.0.4) bifurcating from

the same unperturbed eigenvalue ‖ξ‖2 splits in at least two separated groups

and we refer to such phenomenon as breaking of degeneracy in the spectrum

of (0.0.4). This is in opposition to what happens in the one dimensional case

([Mar86]).

The thesis is organized as follows: Part I consists of Chapter 1, which

contains a brief review of the main topics and results in reducibility, and

Chapter 2, where reducibility is proven for the transport equation (0.0.2).

Part II is devoted to the analysis of the operator (0.0.4) on an arbitrary

torus TdΓ. In Chapter 3 we define our setting; in Chapter 4 we implement our

3See Section 1.2 for a brief digression on almost reducibility results in the finite dimen-

sional case.
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normal form construction and we show how Theorem 0.0.2 follows from it.

Chapter 5 is devoted to the proof of the Structure Theorem à la Nekhoroshev

and in Chapter 6 we deduce global spectral asymptotics for the spectrum of

the operator (0.0.4). Finally, in Chapter 7 we investigate the breaking of

degeneracy in the spectrum of (0.0.4) on the standard square torus, as an

application of the spectral result given in Chapter 4. In order to simplify

the presentation, some auxiliary results are collected in several Appendixes.

In particular, Appendix A collects some basic facts about standard pseudo-

differential calculus on the torus, Appendix B is devoted to technical esti-

mates that are necessary for the reducibility scheme of Chapter 2, Appendix

C contains a brief review of standard facts about pseudo-differential calculus

on the torus based on symbols with a coordinate independent definition, and

Appendix D contains the technical estimates that are needed to prove the

Structure Theorem of Chapter 5.

12
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Chapter 1

Reducibility: a short review

In the present chapter we recall some known reducibility results. Although

our focus here is on its applications in KAM theory for PDEs, reducibility

has been object of interest in itself, already in finite dimension. Consider a

system of the form

∂tu = (A+ εP (ωt))u , u ∈ H , (1.0.1)

where H is a vector space that can be either real or complex, finite or infinite

dimensional, A is an operator with pure point spectrum, and P is a linear

operator quasi-periodically dependent on time with Diophantine frequency

ω ∈ Rd, namely the map ϕ 7→ P (ϕ) is regular (continuous, finitely or in-

finitely differentiable, or analytic) from Td to a space of linear operators in

H. Here we only focus on perturbative results, thus we consider the case

where ε � 1 is a small parameter, whose threshold is allowed to depend on

A and on ω.

Roughly speaking, the system (1.0.1) is said to be reducible if it can be conju-

gated to a new system with constant coefficients, via a map Z which depends

smoothly on the angles ϕ. According to the choice of the space H, such a

map may be defined on Td, or on a suitable covering of Td. This is why,

in order to give a precise definition, we need to distinguish among different

cases:

Definition 1.0.1 (Reducibility on a finite dimensional Lie algebra).

1. (Real algebras) If A ∈ g and P : Td → g, with g = gl(n;R), sl(n;R),

or so(n;R), we say that (1.0.1) is reducible if there exist Ã ∈ g and a

regular map Z : ϕ → Z(ϕ), defined from 2Td = Rd/(4πZd) to the Lie

14
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group G associated to g, such that the following holds: if u = Z(ωt)v,

v satisfies

∂tv = Ãv . (1.0.2)

2. (Complex algebras) If A ∈ u(n) and P : Td → u(n), we say that (1.0.1)

is reducible if there exist Ã ∈ u(n) and a regular map Z : ϕ → Z(ϕ),

defined from Td to the Lie group U(n), such that, if u = Z(ωt)v, v

satisfies (1.0.2).

In the infinite dimensional case, H is typically the space of L2 functions

on a given domain in Rn, n ≥ 1. Specially due to the relation between

reducibility and KAM theory for PDEs, a whole scale of Sobolev spaces is

usually considered, thus we require:

Definition 1.0.2 (Infinite dimensional reducibility). Let {Hσ}σ∈R be a scale

of Hilbert spaces and H0 = H. Then, given a real interval S ⊆ R+, (1.0.1) is

reducible in {Hσ}σ∈S if in H there exist a time independent operator Ã and

a map Z : ϕ 7→ Z(ϕ), from Td to the set of linear bounded isomorphisms of

Hσ for any σ ∈ S satisfying the following. If u = Z(ωt)v, then v solves the

differential equation

∂tv = Ãv ; (1.0.3)

furthermore, for any σ ∈ S and for any ψ ∈ Hσ the map ϕ 7→ Z(ϕ)ψ is

continuous from Td to Hσ, and for any s ≥ 0 there exists η ≥ 0 such that,

for any σ ∈ S, the map ϕ 7→ Z(ϕ) is of class Cs as a map from Td to the set

of bounded linear operators from Hσ to Hσ−η .

Remark that, if the system in (1.0.1) is reducible and the eigenvalues of

Ã are all purely imaginary, then all its solutions are almost-periodic.

1.1 General scheme

In order to clarify the key steps and difficulties in proving reducibility for

a system of the form (1.0.1), we start with giving a schematic outline of

the general strategy for the proof. Usually reducibility is proven via an

iterative process made of infinite steps, where the size of the time dependent

perturbation is recursively reduced. So as to present the procedure, we focus

on the first step: one starts with looking for a map Z which conjugates

A + εP to a new operator A+ + P+, where A+ is still time independent

15
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(possibly diagonal), and P+ = O(ε2) . Assume for simplicity that Z is of the

form Z = I + εX .

If X solves an equation of the form

−ω · ∂ϕX(ϕ) + [A,X(ϕ)] + P (ϕ) = A′ , (1.1.1)

then one sets A+ = A + εA′ . Suppose, again for simplicity, that A is diag-

onal with distinct eigenvalues {λj}j and that {ej}j is a complete orthonor-

mal set of eigenfunctions (in the finite dimensional case, simply a basis).

Passing to Fourier modes with respect to the ϕ variable and to matrix el-

ements with respect to {ej}j, namely writing, given a generic operator B,

B(ϕ) =
∑
k∈Zd

B̂(k)eik·ϕ, and

B̂i,j(k) = 〈B̂(k)ei, ej〉H ∀i, j ,

in order to solve (1.1.1) one is lead to consider an expression of the form

X̂ij(k) =
P̂ij(k)

(iω · k − λi + λj)
(1.1.2)

for k 6= 0 or k = 0 and i 6= j, and to set X̂(0) = 0, A′ = [P̂ (0)], where [P̂ (0)]

is the diagonal part of P̂ (0).

Of course, in order to have a well defined solution X, this would require

to have at disposal good lower bounds for the quantities appearing at the

denominators in (1.1.2), and in order to iterate the procedure, also for the

quantities

iω · k − λ+
i + λ+

j ,

if {λ+
j }j are the eigenvalues of A+. Such lower bounds are the ones well

known in literature as second order Mel’nikov conditions, and play a crucial

role along the reducibility process.

The case where the eigenvalues of A have multiplicities higher than one is

more delicate, especially in the infinite dimensional case; see [CY00], where

the case of well separated eigenvalues with double multiplicity has been

treated, and the discussion in Subsection 1.3.2 concerning blockwise imposi-

tion of Mel’nikov conditions.
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1.2 A glance at the finite dimensional case

Perturbative reducibility theory in finite dimension is up to now quite well

understood. Not all finite dimensional quasi-periodic systems are reducible,

but a weaker notion has been formulated and widely investigated together

with reducibility: almost reducibility. Since these two notions describe all

finite dimensional quasi-periodic systems close to a constant coefficients one

(in a sense that now we are going to specify), before stating results let us

briefly focus on the concept of almost reducibility.

Roughly speaking, the system (1.0.1) is said to be almost reducible if it

can be conjugated to a new system that is not time independent, but it is

arbitrarily close to a time independent one. We point out that, if a system is

almost reducible, its solutions exhibit for an arbitrarily long time the same

qualitative behavior of a reducible system; however, this does not prevent

the system from being close to an ergodic one: see [Eli02], where unique

ergodicity is shown in the case so(3;R).

For the sake of clarity, we specialize on the case of quasi-periodic systems

belonging to the Lie algebra gl(n,R), and we give a quantitative definition

of almost reducibility, following [Cha13, Eli01].

Definition 1.2.1. Let A ∈ gl(n;R) and P : Td → gl(n;R) be analytic in

a complex neighborhood of Td of width r for some r > 0, which we denote

by Tdr. Let | · |r be the norm in Tdr. (1.0.1) is said to be almost reducible if

for any δ > 0 there exist rδ > 0 and Zδ : 2Td → GL(n;R), with an analytic

extension on Tdrδ , such that for all ϕ ∈ 2Td u = Zδ(ϕ)v solves on gl(n;R) the

equation

∂tv =
(
Ãδ + Fδ(θ)

)
v , (1.2.1)

where Ãδ ∈ gl(n;R) and Fδ : 2Td → gl(n;R) satisfies |Fδ|rδ < δ.

With no aim at all of being exhaustive, we just recall the following few

basic facts on the behavior of systems in gl(n,R): fix A and P ∈ gl(n,R), let

ω ∈ Rd a Diophantine vector, namely

|ω · k| ≥ γ|k|−τ ∀k ∈ Zd\{0} (1.2.2)

for some γ, τ ∈ R+, and suppose that r > 0 is such that |P |r <∞, where | · |r
is the sup norm in the complexification of the torus Td of width r. Consider

instead of (1.0.1) the one parameter family of systems

∂tu = (λA+ P (ωt))u , λ ∈ (0, 1] . (1.2.3)
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There exists ε0 = ε0(|A|r, r, ω) such that, if |P |r < ε0, the following holds:

• For all λ, the system (1.2.3) is almost reducible (see [Eli01, Cha13])

• For almost all λ, the system (1.2.3) is reducible (see [Kri95, Cha11])

The two above results hold also for the other aforementioned finite dimen-

sional Lie algebras. Furthermore we recall that, at least in the case of so(3;R),

although reducibility is a generic property from a measure theory point of

view, it is not from a topological one: for any λ there exists a dense set

inside {P | |P |r < ε0} such that (1.2.3) is non reducible (see [Eli92]). (Here,

density is w.r.t. the topology induced by | · |r).

1.3 Infinite dimensional reducibility

Coming to infinite dimensional systems, the theory is far from being com-

plete. The development of reducibility techniques and results is deeply re-

lated to those for KAM theory for PDEs, and again most of the results are

on one dimensional domains.

1.3.1 A first breakthrough

The first reducibility work is [Com88], concerning smoothing perturbations of

the Harmonic oscillator on the real line; the techniques implemented therein

were then extended in [Dv96, DLvV02] in order to treat the case of bounded

perturbations of the Schrödinger operator with a super quadratic potential.

Almost at the same time, the pioneering works in KAM for PDEs paved

the way for a new approach: in [Kuk87] and [Way90], and later in [KP96,

Pos96], the existence of periodic and quasi-periodic solutions to bounded

perturbations of the Schrödinger and wave equations was shown in the case of

Dirichlet boundary conditions, with techniques that can easily be adapted to

the reducibility problem. Recall that their constructions exploit the existence

of a large measure set of frequencies ω such that it is possible to impose second

order Mel’nikov conditions of the form

|iω · k + λi − λj| ≥ γ|k|−τ

for the eigenvalues {λj}j∈N of the unperturbed operator, and to preserve such

conditions along the iterative algorithm, as in the finite dimensional theory.
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The same kind of techniques enabled to show in [Kuk98] the existence of

quasi-periodic solutions for unbounded perturbations of the KdV equation

(in particular, the perturbation contained one space derivative), as well as

to prove, in [Kuk97], a Lemma which provided an a priori estimate on the

solution χ of the following equation:

−iω · ∂ϕχ(ϕ) + (E +Bh(ϕ))χ(ϕ) = b(ϕ) , ϕ ∈ Td . (1.3.1)

Here h and b are analytic functions, ω ∈ Td is a Diophantine vector incom-

mensurable with E, and the two real numbers E and B satisfy the following

relation:

∃C > 0 and θ ∈ (0, 1) s.t. Eθ ≥ CB .

Kuksin’s Lemma enabled to prove, in [BG01], the first reducibility result for

unbounded perturbations of a Schrödinger operator on the real line with a

super quadratic potential. In particular, the authors treated the case of an

abstract system of the form

i∂tψ(t) = (A+ εP (ωt))ψ(t) , ψ ∈ H ,

with H a separable Hilbert space, ω ∈ [1, 2]d a Diophantine vector, A a self-

adjoint operator with eigenvalues {λj}j∈N growing at infinity as λj ∼ ja for

some a > 1, and P a quasi-periodic perturbation of order δ, in the sense that

its growth properties are controlled as follows: there exists δ < a − 1 such

that the map

Td 3 ϕ 7→ sup
‖u‖H=1

‖A−
δ
aP (ϕ)u‖H

is analytic. The key point is that the gaps between the eigenvalues of A are

increasing, namely one has |λi − λj| ∼ |ia − ja| as i, j → ∞: this enables

to impose and to preserve along the iterative process second order Mel’nikov

conditions of the form

| − iω · k + λi − λj| ≥ γ|ia − ja|(1 + |k|−τ ) . (1.3.2)

Then Kuksin’s Lemma guarantees that the solution X of an homological

equation of the form

(−iω · k + λi − λj) X̂ij(k) = P̂ij(k)

with ω, λi, λj satisfying (1.3.2) is well posed and bounded, notwithstanding

the unboundedness of the perturbation P.
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We point out that the constraint δ < a−1 was then weakened to δ ≤ a−1 in

[LY10], and for the Harmonic oscillator in dimension 1, the case of bounded

perturbations going to 0 as x→∞ was treated in [GT11] and [Wan08b].

1.3.2 Increasing unboundedness of the perturbation

The above ideas do not apply to the case of more unbounded perturbations,

but a further breakthrough to treat such a case was given by the new method

proposed in [BBM14], which enabled to extend KAM and reducibility tech-

niques to the quasilinear case.

The idea, originated from [IPT05] in the context of water waves theory, is to

proceed in two steps and, before reducibility itself, to use tools from pseudo-

differential calculus in order to conjugate the initial operator A + εP (ωt),

with P containing the same number of derivatives as A, to a new operator

A(1) +εP (1), where P (1) is of lower order with respect to P ; after a finite num-

ber of such steps, one is left with a new operator of the form A(N) + εP (N),

with P (N) at least bounded, which fits the standard KAM approach for re-

ducibility.

This led to the first reducibility results for quasi-linear perturbations of the

Airy equation, KdV and mKdV equation (see [BBM14, BBM16a, BBM16b]),

for quasi-linear reversible and Hamiltonian NLS equations [FP15, Feo16], for

water waves equations [BM20b, BM17]. Furthermore, the same technique

was extended in [Bam18, Bam17, BM18] in order to treat the case of un-

bounded perturbations of the Harmonic oscillator, reaching up to the value

δ = a under suitable assumptions on the form of the perturbation.

1.3.3 Dealing with higher dimension

Apart from the unboundedness of the perturbation, a further typical obsta-

cle in proving reducibility for a given system is represented by the case of

multiplicities in the spectrum of the unperturbed operator A in (1.0.1). This

configuration is typical of systems in dimension higher than one. In fact,

there are only a few examples of reducibility, or KAM, results on higher di-

mensional domains, and most of them are proved in the case of tori.

First of all, recall the work of Eliasson and Kuksin [EK09] on the d−dimensional

torus, for bounded quasi-periodic in time perturbations of the Schrödinger

operator; such a reducibility result was obtained as a consequence of their
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KAM result [EK10] for a Schrödinger equation of the form

iψt = −∆ψ + V ∗ ψ + ε∂ψF (ψ, ψ, x) , x ∈ Td, ψ ∈ L2(Td) . (1.3.3)

(Here, ψ denotes the complex conjugate and ∗ is the convolution product).

The construction performed therein is based on a blockwise imposition of

second order Mel’nikov conditions, due to the high multiplicities of the eigen-

values of the unperturbed operator −∆.

Note that the unperturbed operator (corresponding to ε = 0) satisfies the

Töpliz property, namely its matrix elements are such that Aji = Ai−j for all

i, j ∈ Zd: this makes possible to verify, at least at the first iterative step,

second order Mel’nikov conditions of the following form:

|iω · k + λi − λk| ≥ κ ∀|k|, |i− j| < K , (1.3.4)

for a suitable choice of K and κ .

However, the Töpliz property is not preserved along the iteration: this is why,

in order to preserve Mel’nikov conditions of the form of (1.3.4) at any step,

the authors actually exploit a weaker property, referred to as Töpliz-Lipschitz

property. We also point out that a similar result, inspired by the techniques

in [EK10], was obtained in [PX13], where the authors analyze a nonlinear

perturbation of the Schrödinger operator which preserves momentum, and in

order to ensure imposition and preservation of Mel’nikov conditions exploit

an analogous property, which is instead closed with respect to the operation

of taking Poisson brackets (quasi-Töpliz functions). See also the KAM result

[PP15] and the reducibility result [PP16].

In all such results, the structure of the torus, and in particular of its dual

lattice Zd, is deeply exploited, as well as the good separation properties of

eigenvalues of the unperturbed operator −∆. This is what pushed us to

tackle, in Part II of the present work, the case of flat tori, where such struc-

tural hypotheses are violated, and to analyze the spectral problem for a

stationary Schrödinger operator as a preliminary step in order to investigate

reducibility in the time dependent case.

We also recall [GP16a] as another result on the same lines of [EK10] but

on a different domain, where blockwise imposition of the Mel’nikov conditions

and good separation properties of the eigenvalues are again exploited in order

to prove reducibility for the completely resonant quantum Harmonic oscilla-

tor on Rd, perturbed by a time quasi-periodic potential. See also [GP16b],

for the Klein Gordon equation on the sphere.
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1.3.4 A new technique for the high dimensions

As anticipated, the new method introduced in [BBM14] has also been re-

cently applied to obtain a few higher dimensional reducibility results.

In particular, in [BGMR18] reducibility is obtained for unbounded perturba-

tions of the quantum Harmonic oscillator on Rd of the form

i∂tψ =

(
−∆ +

d∑
j=1

ν2
j x

2
j

)
ψ + εW(ωt, x,−i∇)ψ , (1.3.5)

where {νj}dj=1 are non resonant frequencies, ω ∈ Rn and the smooth function

W : Tn × Rd × Rd 7→ W(θ, x, ξ) is a polynomial of degree 2 in the variables

(x, ξ).

Furthermore, reducibility is shown in [FGMP19] for the transport-like equa-

tion on Td

∂tu = ν · ∇u+ εa(ωt, x) · ∇u , (1.3.6)

where ν ∈ Rd, ω ∈ Rn and a : Tn × Td → Rd is a smooth function with

quasi-periodic dependence on time, and in [Mon19] for linear waves equation

on Td of the form

∂ttu = −∆u+ εa(ωt)(−∆)u+ εR(ωt)u , (1.3.7)

where ω ∈ Rn, a is a quasi-periodic function with no dependence on space

variable and R is a quasi-periodic finite rank operator. We point out that in

[Mon19], along the lines of [BBHM18], very weak Mel’nikov conditions are

assumed, of the form

|iω · k + λi − λj| ≥ γ〈k〉−τ 〈i〉−τ 〈j〉−τ ∀k 6= 0, ∀i 6= j , (1.3.8)

and the preliminary regularization step is then used in order to balance the

loss of regularity in space due to such very weak Mel’nikov conditions.

Non resonance conditions of the same form (1.3.8) are assumed in Chapter

2 of this thesis to prove Theorem 0.0.1, which is part of this group of results

and, as we are about to expose in detail, combines techniques from [Mon19,

FGMP19] and from [BGMR17].

We finally mention the very recent works [FGN20], about reducibility on Zoll

manifolds for unbounded perturbations of order less than 1/2, and [BM20a],

where the techniques that we present in Chapter 2 are extended in order to

find quasi-periodic solutions in the case of three dimensional Euler equation.
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Chapter 2

Reducibility of a transport

equation on Td

In the present chapter we obtain reducibility on the d-dimensional torus

Td, T := R/(2πZ), d ≥ 1, for the following transport equation:

∂tu =
(
ν + εV (ωt, x)

)
· ∇u+ εW(ωt)[u], (2.0.1)

where the frequencies ω ∈ Rn and ν ∈ Rd play the role of parameters, ε > 0

is a small parameter, V ∈ C∞(Tn × Td,Rd) is a real function and W(ϕ),

ϕ ∈ Tn is a pseudo-differential operator of order 1− e, for some e > 0.

More precisely, our aim is to show that for most values of ω̃ = (ω, ν) ∈ Ω := [1, 2]n+d

and for ε small enough, there exists a bounded and invertible transformation

(acting on the scale of Sobolev spaces) which transforms the PDE (2.0.1)

into another one whose vector field is a time independent diagonal operator.

As a corollary, we give a characterization for all solutions of (2.0.1): either

they are all almost periodic, and all their Sobolev norms remain bounded

globally in time, or there exists at least one solution diverging exponentially

in time.

In order to state precisely the main results of the present chapter, first

of all we introduce some notations: for any σ ∈ R we consider the Sobolev

space Hσ(Td) endowed by the norm

‖u‖Hσ :=
(∑
ξ∈Zd
〈ξ〉2σ|ûξ|2

) 1
2
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where 〈ξ〉 := (1 + |ξ|2)
1
2 , | · | denotes the Euclidean norm in Rd and ûξ are

the Fourier coefficients of u.

Furthermore, given two Banach spaces X, Y we denote by B(X, Y ) the space

of bounded linear operatorsX → Y equipped by the standard operator norm;

if X = Y , we simply write B(X) instead of B(X,X). We define the constant

s0 :=
⌈n

2

⌉
+ 1 , (2.0.2)

where d·e denotes the rounding to the next integer, and given a sequence

(λj)j∈Zd ⊂ C, we define the diagonal operator diag(λj) by

[diag(λj)u](x) :=
∑
j∈Zd

λjûje
ix·j .

Finally, in the present chapter and throughout all the present work, given

α, β ∈ R, we will write α . β if there exists C > 0 (independent of all the

relevant quantities) such that α ≤ Cβ. Sometimes we will write α .s1,...,sn β

if C depends on parameters s1, · · · , sn.

2.1 Setting: pseudo-differential operators and

structural hypotheses

As anticipated in the Introduction, our reducibility result exploits pseudo-

differential calculus. Roughly speaking, pseudo-differential calculus enables

to establish a correspondence between a given class of functions (symbols),

and a class of operators (pseudo-differential operators). Here we specify the

setting that we are going to assume in order to obtain our result:

Definition 2.1.1 (Symbols on the standard torus). Let m ∈ R. We say that

a function a ∈ C∞
(
Td × Rd;C

)
is a symbol of class Sm if for any multiindex

α, β ∈ Nd there exists a constant Cα,β > 0 such that

|∂αx∂
β
ξ a(x, ξ)| ≤ Cα,β〈ξ〉m−|β| , ∀(x, ξ) ∈ Td × Rd . (2.1.1)

A symbol a defines univocally a linear operator A acting as

A[u](x) :=
∑
ξ∈Zd

a(x, ξ)ûξe
ix·ξ , ∀u ∈ C∞(Td) ,

that we denote by A = Opcl
(
a
)
.
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Definition 2.1.2 (Classical quantization). An operator A is called a pseudo-

differential operator of order m, namely A ∈ OPSm, if there exists a ∈ Sm
such that

A = Opcl (a).

Remark 2.1.3. The constants Cα,β of Definition 2.1.1 form a family of

seminorms for Sm and for OPSm.

Remark 2.1.4. The above correspondence Sm 3 a 7→ Opcl (a) is well known

in literature as classical quantization. Of course this is not the only possible

way to put in correspondence symbols and operators. In Part II for instance,

Weyl quantization is used. See for instance [Rob87] for an exposition about

the different types of quantization. A few details about this are also given in

Appendix A.

In the following, we will consider pseudo-differential operators depending in

a smooth way on the angles ϕ ∈ Tn and in a Lipschitz way on the frequencies

ω̃ = (ω, ν) ∈ Ω0 ⊆ Ω. We will denote them by Lip (Ω0; C∞ (Tn;OPSm)) .

We refer to Appendix A for a quick survey on a few basic properties on such

a class of pseudo-differential operators, and to the books [Tay91], [Rob87],

[SV02] for an extensive analysis.

There is no self-adjoint (or anti self-adjoint) structure in the system of

2.0.1, due to the presence of the first order term εV (ωt, x) · ∇. However, we

work in a symmetric hyperbolic context. In particular we assume that the

perturbation W is symmetric hyperbolic, according to the following defini-

tion:

Definition 2.1.5 (Symmetric hyperbolicity). We say that W ∈ OPS1 is

symmetric hyperbolic if W +W∗ ∈ OPS0.

Furthermore, we will consider the following additional structural hypothe-

ses on our system (2.0.1):

Definition 2.1.6 (Structural hypotheses).

(i) We say that R ∈ B(L2(Td)) is a real operator if it maps real valued

functions into real valued functions, namely

u ∈ L2(Td;R)⇒ R[u] ∈ L2(Td;R).

Equivalently, we can say that R is a real operator if R = R, where the

operator R is defined by R[u] := R[u], u ∈ L2(Td), and given α ∈ C,

α denotes its conjugate.
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(ii) Let ϕ 7→ R(ϕ),Q(ϕ) be smooth ϕ-dependent families of real operators

Tn → B
(
L2(Td)

)
; we say that R is reversible if

R(ϕ) ◦ S = −S ◦ R(−ϕ) , ∀ϕ ∈ Tn, (2.1.2)

where S is the involution defined by

S : L2(Td)→ L2(Td) , u(x) 7→ u(−x). (2.1.3)

On the other hand, we say that Q is reversibility preserving if

Q(ϕ) ◦ S = S ◦ Q(−ϕ) , ∀ϕ ∈ Tn. (2.1.4)

We will also consider the case where V is even, namely one has

V (−ϕ,−x) = V (ϕ, x) .

This is the main result of the present chapter:

Theorem 2.1.7. Let V ∈ C∞(Tn × Td,Rd), W ∈ C∞ (Tn;OPS1−e) and as-

sume that W is symmetric hyperbolic. For any s ≥ 0 and σ ≥ 0 there

exist ε∗ > 0 and η = ηs > 0 such that ∀ε < ε∗ there exists a closed set

Ωε ⊆ Ω of asymptotically full Lebesgue measure, i.e. limε→0 |Ω \ Ωε| = 0,

with the following properties. For any ω̃ = (ω, ν) ∈ Ωε there exists a map

Tn 3 ϕ 7→ U(ϕ) = U(ϕ; ω̃), with U(ϕ) ∈ B(Hσ) a linear bounded and invert-

ible operator ∀ϕ, such that, if u solves (2.0.1), then v defined by u = U(ωt)v

solves

∂tv = H∞v, (2.1.5)

where

H∞ = diag(λ
(∞)
j (ω̃, ε)) , (2.1.6)

and U has the following properties:

(i) U±1 ∈ Cs (Tn;B(Hσ+η,Hσ)), and ∀ψ ∈ Hσ the map ϕ 7→ U±1(ϕ)ψ is

continuous.

(ii) ∃σ1 > 0, independent of σ, such that ‖U±1(ϕ)− I‖B(Hσ+σ1 ,Hσ) .σ ε for

all ϕ ∈ Tn.
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Furthermore, the eigenvalues {λ(∞)
j (ω̃, ε)}j∈Zd have the following struc-

ture:

λ
(∞)
j (ω̃, ε) = iν(0) · j + z(j) +O

(
ε〈j〉−2m

)
, (2.1.7)

where m := 2τ + 2, z(·) ∈ S1−e depends in a Lipschitz way on ω̃, and

ν(0) = ν(0)(ω̃) fulfills ∣∣ν(0) − ν
∣∣ ≤ Cε .

Finally, assume that the following assumption holds:

V is even and W is real and reversible; (Sym)

then λ
(∞)
j ∈ iR ∀ j ∈ Zd.

Remark 2.1.8. Note that the Theorem above implies global well posedness of

the equation (2.0.1) for all the frequencies (ω, ν) ∈ Ωε and for ε small enough.

Actually, global well-posedness holds for all values of ε, ω, ν, by Proposition

0.8.A of [Tay91].

Remark 2.1.9. As anticipated in the Introduction, here we do not provide

tame estimates enabling to treat the nonlinear problem. To this aim we re-

fer to [BM20a], which is subsequent to the present work. In [BM20a] indeed

the existence of quasi-periodic solutions close to constant vector fields for 3D

Euler equation is proven, with a Nash Moser algorithm that requires to show

reducibility with tame estimates for a small quasi-periodic in time perturba-

tion of a transport equation with a structure very close to (2.0.1). The main

differences are that the linearized equation in [BM20a] is vector valued, and

that the perturbation therein still has the form V (ϕ, x) · ∇+W(ϕ), but with

a bounded operator W.

From the above Theorem 2.1.7 we can deduce information concerning the

dynamics of the PDE (2.0.1).

Corollary 2.1.10. Without assuming the hypothesis (Sym), ∀σ ≥ 0 and

∀(ω, ν) ∈ Ωε, only one of the following two possibilities occurs:

(1) All the solutions of (2.0.1) are almost periodic and

u0 ∈ Hσ =⇒ ‖u(t, ·)‖Hσ . ‖u0‖Hσ (2.1.8)

uniformly w.r. to t ∈ R.
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(2) There exist a, C > 0 and some initial data u0 s.t.

‖u(t, ·)‖Hσ ≥ Cea|t|‖u0‖Hσ (2.1.9)

either for t > 0 or for t < 0 or for t ∈ R.

On the contrary, if hypothesis (Sym) holds, only possibility (1) occurs.

The remaining part of the present chapter is organized as follows: in

Section 2.2 we conjugate the vector field of the equation (2.0.1) to another one

which is an arbitrarily smoothing perturbation of a diagonal operator, while

in Section 2.3 we perform a KAM-reducibility scheme for vector fields which

are smoothing perturbations of a diagonal one, by imposing second order

Mel’nikov conditions of the form (1.3.8), which, as observed in Subsection

1.3.4, yield a loss of regularity in space into the system (see Theorem 2.3.8).

Finally, in Section 2.4 we complete the proof of Theorem 2.1.7 and we deduce

from it Corollary 2.1.10.

2.2 Regularization

As a first step, we regularize the vector field

H(ϕ) :=
(
ν + εV (ϕ, x)

)
· ∇+ εW(0)(ϕ) , W ∈ OPS1−e (2.2.1)

namely we conjugate it to another one which is a smoothing perturbation of

a time independent diagonal operator.

First remark that a linear invertible transformation u = Φ(ωt)u′ which de-

pends on time in a quasiperiodic way, transforms the equation ∂tu = Hu into

the equation ∂tu
′ = H ′u′, where

H ′ = Φω∗H := Φ(ϕ)−1[HΦ(ϕ)− ω · ∂ϕΦ(ϕ)] , (2.2.2)

and we used ∂t ≡ ω · ∂ϕ.

Definition 2.2.1 (Lipschitz norm). Given a Banach space (X, ‖ · ‖X), a set

Ω0 ⊂ Ω = [1, 2]n+d, γ > 0 and a Lipschitz function f : Ω0 → X, we denote

by ‖ · ‖Lip(γ)
X the Lipschitz norm defined by

‖f‖Lip(γ)
X := ‖f‖sup

X + γ‖f‖lip
X ,

‖f‖sup := sup
ω̃∈Ω0

‖f(ω̃)‖X , ‖f‖lip
X := sup

ω̃1,ω̃2∈Ω0
ω̃1 6=ω̃2

‖f(ω̃1)− f(ω̃2)‖X
|ω̃1 − ω̃2|

. (2.2.3)
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In the case where γ = 1, we simply write ‖ · ‖Lip
X for ‖ · ‖Lip(1)

X . If X = C we

write | · |Lip(γ), | · |sup, | · |lip for ‖ · ‖Lip(γ)
C , ‖ · ‖sup

C , ‖ · ‖lip
C .

2.2.1 Reduction to constant coefficients of the highest

order term

We consider a diffeomorphism of the torus Td of the form

Td → Td, x 7→ x+ α(ϕ, x)

where α ∈ C∞(Tn × Td,Rd) is a function to be determined. It is well known

that for ‖α‖C1 small enough such a diffeomorphism is invertible and its in-

verse has the form

Td → Td, y 7→ y + α̃(ϕ, y)

with α̃ ∈ C∞(Tn × Td,Rd). We then consider the transformation

A(ϕ) : u(x) 7→ u(x+ α(ϕ, x)) , ϕ ∈ Tn (2.2.4)

whose inverse is given by

A(ϕ)−1 : u(y) 7→ u(y + α̃(ϕ, y)) , ϕ ∈ Tn . (2.2.5)

A direct calculation shows that the quasi-periodic push-forward of the vector

field H(ϕ) (recall the formula (2.2.2)) is given by

H(0)(ϕ) = Aω∗H(ϕ) = V (0)(ϕ, x) · ∇+ εW(0)(ϕ) (2.2.6)

where

V (0)(ϕ, x) := A(ϕ)−1
(
ω · ∂ϕα + ν + εV +

(
ν + εV

)
· ∇α

)
W(0)(ϕ) := A(ϕ)−1W(ϕ)A(ϕ) .

(2.2.7)

The following proposition is a direct consequence of Proposition 3.4 in [FGMP19]

to which we refer for the proof. It allows to choose the function α(ϕ, x) so

that the highest order term V (0)(ϕ, x) · ∇ in (2.2.6) is reduced to constant

coefficients. Recall that, throughout the present Chapter, we have defined

Ω = [1, 2]n+d .
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Proposition 2.2.2. Let γ ∈ (0, 1) and τ > n + d. There exists a Lipschitz

function ν(0) : Ω→ Rd, ω̃ = (ω, ν) 7→ ν(0)(ω̃) such that

|ν(0)(ω̃)− ν|Lip(γ) . ε, (2.2.8)

and, in the set

Ω0,γ :=
{
ω̃ ∈ Ω : |ω · l+ν(0)(ω̃) · j| > γ

〈l, j〉τ
, ∀(l, j) ∈ Zn+d \{0}

}
, (2.2.9)

the following holds. There exists a map

α : Tn+d × Ω0,γ → Rd (2.2.10)

such that the map Tn+d → Tn+d, (ϕ, x) 7→ (ϕ, x+ α(ϕ, x, ω̃)) is a diffeomor-

phism with inverse given by (ϕ, y) 7→ (ϕ, y + α̃(ϕ, y, ω̃)), and

‖α‖Lip(γ)
Hs .s εγ

−1, ‖α̃‖Lip(γ)
Hs .s εγ

−1 , ∀s ≥ 0 . (2.2.11)

Moreover for any ω̃ ∈ Ω0,γ V
(0) reduces to a constant (as a function of x and

ϕ), namely

V (0) = A−1(ϕ)
(
ω · ∂ϕα + ν + εV +

(
ν + εV

)
· ∇α

)
= ν(0)(ω̃). (2.2.12)

Finally, if V is even, then α and α̃ are odd.

Remark 2.2.3. By standard arguments one has |Ω \ Ω0,γ| . γ. More pre-

cisely, on the one side one has that vectors which are Diophantine with con-

stant γ have complement with measure of order γ, and on the other, Lipschitz

maps preserve the order of magnitude of the measure of sets.

Remark 2.2.4. Using the definitions (2.2.4), (2.2.5) and the estimates (2.2.11),

a direct calculation shows that the map Tn 7→ B(Hs), ϕ 7→ A(ϕ)±1 is bounded

for any s ≥ 0 and

sup
ϕ∈Tn

‖A(ϕ)±1 − I‖B(Hs+1,Hs) .s εγ
−1, ∀s ≥ 0 , (2.2.13)

sup
ϕ∈Tn

‖∂αϕA(ϕ)±1‖B(Hs+|α|,Hs) .s,α εγ
−1, ∀s ≥ 0, ∀α ∈ Nn . (2.2.14)

Recalling (2.2.6), (2.2.7) and applying Proposition 2.2.2 one gets that the

vector field H(0)(ϕ) takes the form

H(0)(ϕ) = ν(0) · ∇+ εW(0)(ϕ) . (2.2.15)

We now study the properties of W(0).
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Lemma 2.2.5. One has that W(0) ∈ Lip
(

Ω0,γ, C∞
(
Tn, OPS1−e

))
. More-

over W(0) is symmetric hyperbolic. Furthermore, if V is even and W real

and reversible, then W(0) is real and reversible.

Proof. Let Φ(ϕ) := A(ϕ)−1, i.e. Φ(ϕ)[u](y) = u(y + α̃(ϕ, y, ω̃)). For any

τ ∈ [0, 1] let ψ(τ, ϕ, y, ω̃) := u(y+ τ α̃(ϕ, y, ω̃)): then ψ(0, ϕ, y, ω̃) = u(y) and

ψ(τ, ϕ, y, ω̃) satisfies the differential equation

∂τψ = a(τ, ϕ, y, ω̃) · ∇ψ , a(τ, ϕ, y, ω̃) :=
(
I + τ∇α̃(ϕ, y, ω̃)

)−1
α̃(ϕ, y, ω̃) .

(2.2.16)

Then by Egorov Theorem (see Theorem A.0.9 in [Tay91]) it follows that

W(0) ∈ Lip
(

Ω0,γ, C∞
(
Tn, OPS1−e

))
, since W(0) = A(ϕ)−1WA(ϕ) and W ∈

Lip
(

Ω0,γ, C∞
(
Tn, OPS1−e

))
.

We now show that W(0) is symmetric hyperbolic. To shorten notations, we

sometimes omit the dependence on ϕ ∈ Tn and on ω̃ ∈ Ω0,γ. Since by

(2.2.10), (2.2.11) the functions α, α̃ satisfy α, α̃ = O(εγ−1) one has that

det
(
I +∇α

)
, det

(
I +∇α̃

)
> 0

for εγ−1 small enough. Moreover, using that y 7→ y + α̃(y) is the inverse

diffeomorphism of x 7→ x+ α(x) one gets that

det
(
I +∇α̃(y)

)
=

1

det
(
I +∇α(x)

)
|x=y+α̃(y)

, ∀y ∈ Td (2.2.17)

A direct calculation shows that

A∗ = det
(
I +∇α̃

)
A−1 , (A−1)∗ = det

(
I +∇α

)
A .

Then

(W(0))∗ = (A−1WA)∗ = A∗W∗(A−1)∗

= det
(
I +∇α̃

)
A−1W∗det

(
I +∇α

)
A

= det
(
I +∇α̃

)
A−1det

(
I +∇α

)
W∗A

+ det
(
I +∇α̃

)
A−1[W∗ , det

(
I +∇α

)
]A . (2.2.18)

Since W∗ ∈ OPS1−e one has that the commutator [W∗ , det
(
I + ∇α

)
] ∈

OPS−e ⊂ OPS0. Using again that A(ϕ)−1 = Φ(ϕ) is the time 1 flow map
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of the PDE (2.2.16), by applying Egorov Theorem A.0.9 in [Tay91], one gets

that det
(
I +∇α̃

)
A−1[W∗ , det

(
I +∇α

)
]A ∈ OPS0. Hence

(W(0))∗ = det
(
I +∇α̃

)
A−1det

(
I +∇α

)
W∗A+OPS0

= det
(
I +∇α̃

)
det
(
I +∇α

)
|x=y+α̃(y)A−1W∗A+OPS0

= A−1W∗A+OPS0 , (2.2.19)

due to (2.2.17).

Finally, using that W is symmetric hyperbolic, i.e. W +W∗ ∈ OPS0, by

(2.2.17) and applying again Egorov Theorem A.0.9 in [Tay91] to deduce that

A−1(W +W∗)A ∈ OPS0, one gets that W(0) + (W(0))∗ ∈ OPS0.

Suppose now that V is even and that W is real and reversible. By Proposi-

tion 2.2.2, from the fact that V is even it follows that α, α̃ are odd functions,

implying that A, A−1 are reversibility preserving operators. Hence one con-

cludes that W(0) = A−1WA is a reversible operator.

2.2.2 Reduction of the lower order terms

The reduction of the lower order terms follows from an adaptation of Theorem

3.8 of [BGMR17] to a symmetric hyperbolic context. In order to state the

result, consider the following definition:

Definition 2.2.6. For all j = 1, . . . , d define Kj = i∂xj , and K = (K1, . . . , Kd) .

Remark that the so defined K1, . . . , Kd are self-adjoint commuting oper-

ators such that Km ∈ OPS1 ∀m = 1, . . . , d.

Theorem 2.2.7. ∀ M > 0 there exists a sequence of symmetric hyperbolic

maps {Gj(ϕ, ω̃)}Mj=1 with Gj(ϕ, ω̃) ∈ Lip (Ω0,γ; C∞ (Tn;OPS1−je)) ∀j such

that the change of variables ψ = e−εG1(ϕ,ω̃) · · · e−εGM (ϕ,ω̃)φ transforms H0 +

εW(0)(ϕ) into the operator

H(M)(ϕ) = H0 + εZ(M)(ω̃) + εW(M)(ϕ, ω̃), (2.2.20)

where Z(M) is a time independent Fourier multiplier, which in particular

fulfills

[Z(M), Km] = 0, m = 1 . . . , d, (2.2.21)

and
Z(M)(ω̃) ∈ Lip

(
Ω0,γ;OPS

1−e) ,
W(M)(ϕ, ω̃) ∈ Lip

(
Ω0,γ; C∞(Tn;OPS1−Me)

)
.

(2.2.22)
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Furthermore, if W(0) is real and reversible, then Z(M), W(M) are real and

reversible too.

The main step for the proof of Theorem 2.2.7 is the following lemma, which

is a variant of Lemma 3.7 of [BGMR17]:

Lemma 2.2.8. Let W ∈ Lip (Ω0,γ; C∞ (Tn;OPSη)) , be given and consider

the homological equation

ω · ∂ϕG+ [H0, G] =W − 〈W〉 (2.2.23)

with

〈W〉 :=
1

(2π)n+d

∫
Td

∫
Tn

eiτ ·KWe−iτ ·K dϕ dτ ;

then (2.2.23) has a solution G ∈ Lip (Ω0,γ; C∞ (Tn;OPSη)) .

If W is symmetric hyperbolic, G is symmetric hyperbolic. Moreover, if W
is real and reversible, G is real and reversibility preserving; if W is anti

self-adjoint, G is anti self-adjoint.

Proof. Define ∀τ ∈ Td

W(τ) := eiτ ·KWe−iτ ·K ,

then we look for G s.t.

G(τ) := eiτ ·KGe−iτ ·K

solves

ω · ∂ϕG(τ) + [H0, G(τ)] =W(τ)− 〈W〉 ∀ τ ∈ Td. (2.2.24)

Notice that, since G = G(0) and W = W(0), solving equation (2.2.24) ∀ τ
implies having solved (2.2.23).

Note that ∀ η ∈ R, ∀ A ∈ OPSη the map

[−1, 1] 3 τ 7→ e−iτ ·KAeiτ ·K ∈ C∞
(
Td;OPSη

)
(2.2.25)

(see Remark A.1.5 of Appendix A). We make a Fourier expansion both in ϕ

and τ variables, namely

W(ω̃, ϕ, τ) =
∑
k∈Zd

∑
l∈Zn

Ŵk,l(ω̃)eiϕ·leiτ ·k, (2.2.26)
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and similarly for G. A direct calculation shows that

[H0, G(τ)] =
∑
k, l

i
(
ν(0) · k

)
Ĝk,le

iτ ·keiϕ·l .

Thus, taking the (k, l)−th Fourier coefficient of equation (2.2.24), one has

i
(
ω · l + ν(0) · k

)
Ĝk,l = Ŵk,l if (k, l) 6= (0, 0), Ĝ0,0 = 0.

For |k|+ |l| 6= 0,define

Ĝk,l :=
Ŵk,l

i(ω · l + ν(0) · k)
.

Then, by regularity of the map (ϕ, τ) 7→ W(ϕ, τ) all the seminorms of the

operator Ŵk,l decay faster than any power of (|k|+ |l|), and since the frequen-

cies belong to Ω0,γ (cf. (2.2.9)), it follows that the seminorms of the operator

Ĝk,l exhibit the same decay; hence the series defining G(τ) converges abso-

lutely and G = G(0) ∈ C∞ (Tn;OPSη) .

Lipschitz regularity with respect to ω̃ = (ω, ν) ∈ Ω0,γ follows observing that

given (ω1, ν1), (ω2, ν2) ∈ Ω0,γ, one has that

Ĝk,l(ω1)− Ĝk,l(ω2) = Ŵk,l(ω1)
i(ω2 − ω1) · l + i

(
ν(0)(ω2, ν2)− ν(0)(ω1, ν1)

)
· k

(ω1 · l + ν(0)(ω1, ν1) · k)(ω2 · l + ν(0)(ω2, ν2) · k)

+
Ŵk,l(ω1)− Ŵk,l(ω2)

i(ω2 · l + ν(0)(ω2, ν2) · k)
,

using the fact that the map (ω, ν) 7→ ν(0)(ω, ν) is Lipschitz (see Proposition

2.2.2) and the diophantine estimate required in (2.2.9).

It remains to verify the structural hypotheses.

Symmetric hyperbolicity: We observe that

W+W∗ = e−iτ ·K (W(τ) +W∗(τ)) eiτ ·K , G+G∗ = e−iτ ·K (G(τ) +G∗(τ)) eiτ ·K .

HenceW (resp., G) is symmetric hyperbolic if and only ifW(τ) (resp., G(τ))

is symmetric hyperbolic.

Thus, arguing as before and using

(̂W ∗)k,l = Ŵ−k,−l ∀ k ∈ Zd, l ∈ Zn,
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it follows that if ∀ k ∈ Zd, l ∈ Zn Ŵk,l + Ŵ−k,−l are the Fourier coefficients

of an operator in OPS0, then

Ĝk,l + Ĝ−k,−l =
Ŵk,l + Ŵ−k,−l
i (ω · l + ν · k)

are again Fourier coefficients of an operator in OPS0.

Reversibility: We apply Lemma A.1.6 of Appendix A to deduce reversibil-

ity of W and we observe that an operator A(τ, ϕ) is reversible (resp. re-

versibility preserving) if and only if, developing in Fourier series as in (2.2.26),

its coefficients satisfy

Âk,l ◦ S = −S ◦ Â−k,−l
(

resp. Âk,l ◦ S = S ◦ Â−k,−l
)
,

so that ∀ k ∈ Zd, l ∈ Zn,

Ĝk,l ◦ S =
Ŵk,l ◦ S

i(ω · l + ν · k)
=

−S ◦ Ŵ−k,−l
−i(ω · (−l) + ν · (−k))

= S ◦ Ĝ−k,−l.

Hence G(τ) and thus G is reversibility preserving, again by Lemma A.1.6.

Reality: Reality condition in Fourier coefficients reads

Âl,k = Â−l,−k.

We apply Lemma A.1.6 again to deduce that reality of W(τ) (resp, G(τ)) is

equivalent to reality of W (resp, G) and we compute

Ĝk,l =
Ŵk,l

i(ω · l + ν · k)
=

Ŵ−k,−l
−i(ω · (−l) + ν · (−k))

= Ĝ−k,−l.

Proof of Theorem 2.2.7. Fix M > 0. We prove by induction that ∀j =

0, . . . ,M − 1

H(j)(ϕ) = H0 + εZ(j)(ω̃) + εW(j)(ϕ, ω̃)

is mapped by the change of variables

u = e−εGj(ϕ,ω̃)v (2.2.27)

into

H(j+1)(ϕ) = H0 + εZ(j+1)(ω̃) + εW(j+1)(ϕ, ω̃),
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with
Z(j+1)(ω̃) ∈ Lip

(
Ω0,γ; C∞(Tn;OPS1−e)

)
,

W(j+1) ∈ Lip
(
Ω0,γ; C∞

(
Tn;OPS1−(j+1)e

))
,

(2.2.28)

W(j+1) symmetric hyperbolic and Z(j+1)(ω̃) a Fourier multiplier commuting

with all the Km.

If j = 0, the hypotheses are satisfied for Z(0) = 0, W(0) =W ∈ Lip (Ω0,γ; C∞(Tn;OPS1−e)).

Suppose now that H(j) satisfies the required hypotheses; the change of coor-

dinates (2.2.27) maps H(j) into

H(j+1)(ϕ, ω̃) = H0 + εZ(j)(ω̃) + ε〈W(j)〉 (2.2.29)

+ ε
(
−ω · ∂ϕGj + [H0, Gj] +W(j)(ϕ, ω̃)− 〈W(j)〉

)
(2.2.30)

+ eεGj(ϕ,ω̃)H0e
−εGj(ϕ,ω̃) −H0 − ε[H0, Gj] (2.2.31)

+ εeεGj(ϕ,ω̃)Z(j)(ω̃)e−εGj(ϕ,ω̃) − εZ(j)(ω̃) (2.2.32)

+ εeεGj(ϕ,ω̃)W(j)(ϕ, ω̃)e−εGj(ϕ,ω̃) − εW(j)(ϕ, ω̃) (2.2.33)

− ε
∫ 1

0

e−εsGj(ϕ,ω̃)ω · ∂ϕGj(ϕ, ω̃)eεsGj(ϕ,ω̃) ds+ εω · ∂ϕGj.

(2.2.34)

By Lemma 2.2.8, it is possible to find an operatorGj ∈ Lip (Ω0,γ; C∞(Tn;OPS1−je))

such that Gj is symmetric hyperbolic and (2.2.30) equals zero. Since Lemma

A.1.3 of Appendix A implies that

(2.2.31) ∈ Lip
(
Ω0,γ; C∞

(
Tn;OPS1−2je

))
,

(2.2.32) ∈ Lip
(
Ω0,γ; C∞

(
Tn;OPS1−(j+1)e

))
,

(2.2.33) ∈ Lip
(
Ω0,γ; C∞

(
Tn;OPS1−2je

))
,

(2.2.34) ∈ Lip
(
Ω0,γ; C∞

(
Tn;OPS1−2je

))
,

if we define

Z(j+1)(ω̃) := Z(j)(ω̃) + 〈W(j)〉,
εW(j+1)(ϕ, ω̃) = (2.2.31) + (2.2.32) + (2.2.33) + (2.2.34),

(2.2.35)

we have W(j+1)(ϕ, ω̃) ∈ Lip
(
Ω0,γ; C∞

(
Tn;OPS1−(j+1)e

))
.

We observe that (2.2.31) is of order ε, as can be seen performing a Taylor ex-

pansion of the operator e−εGj(ϕ,ω̃)H0e
εGj(ϕ,ω̃) as in Lemma A.1.3 of Appendix

A.

Reality and reversibility of W(j+1)(ϕ, ω̃) follow from Lemma A.1.1, whereas

symmetric hyperbolicity of W(j+1)(ϕ, ω̃) follows from Lemma A.1.4.
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Remark 2.2.9. For all j = 1, . . . , M and ∀ σ ≥ 0 we have eεGj ∈ B (Hσ)

and

‖eεGj − I‖B(Hσ ,Hσ−(1−je)) . ε‖Gj‖B(Hσ ,Hσ−(1−je)).

Furthermore, from Lemma A.1.1, ∀ α ∈ N we have

∂αϕe
εGj ∈ B

(
Hσ,Hσ−(1−je)|α|) .

Note that, since Z(M) ∈ Lip
(

Ω0,γ; C∞(Tn;OPS1−e)
)

then Z(M) = Op(zξ)

with z ∈ Lip
(

Ω0,γ; C∞(Tn;S1−e)
)

. Hence ∂ξz ∈ Lip
(

Ω0,γ; C∞(Tn;S−e)
)

and

the following estimate holds

sup
ξ∈Rd
〈ξ〉e−1|z|Lip , sup

ξ∈Rd
〈ξ〉1−e|∂ξz(ξ, ·)|Lip . ε; (2.2.36)

Concerning the second of (2.2.36), we remark that we will only use the fact

that |∂ξz(ξ, ·)|Lip is bounded.

2.3 Reducibility

2.3.1 Functional Setting

Given a linear operator R : L2(Td) → L2(Td), we denote by Rj′

j its matrix

elements with respect to the exponential basis {eij·x : j ∈ Zd}, namely

Rj′

j :=

∫
Td
R[eij′·x] e−ij·x dx , ∀j, j′ ∈ Zd .

We define some families of operators related to R ∈ B(L2(Td)) that will

be useful in our estimates; we point out that similar definitions to the ones

given in the present subsection also appear in Section 2 of [BBHM18] and in

Section 2 of [FGP19]:

Definition 2.3.1. Given β ≥ 0 and R ∈ B(L2(Td)), we define the operator

〈∇〉βR as

(〈∇〉βR)j
′

j := 〈j − j′〉βRj′

j .

We remark that this operator is useful since, for any operator R and any

function u, one has

∇Ru = R∇u+ [R;∇]u ,

and

[R;∇] ' 〈∇〉R .

37



Chapter 2. Reducibility of a transport equation on Td

Definition 2.3.2. We consider the space

BHS(Hσ1 ,Hσ2) :=
{
R ∈ B (Hσ1 ,Hσ2)

∣∣ ‖R‖HSσ1,σ2 < +∞
}
,

with (
‖R‖HSσ1,σ2

)2
:=
∑
k∈Zd

∑
k′∈Zd
〈k〉2σ2|Rk′

k |2〈k′〉−2σ1 .

We consider operators R(ϕ) depending on the angles ϕ ∈ Tn, with R ∈
Hs
(
Tn; BHS(Hσ1 ,Hσ2)

)
. Thus we define the time Fourier coefficients of R :

∀ l ∈ Zn R̂(l) is the operator with matrix elements

(R̂(l))j
′

j :=
1

(2π)n

∫
Tn

Rj′

j e
−il·ϕ dϕ. (2.3.1)

Definition 2.3.3 (Class of operators). Given s, σ ≥ 0, we consider the space

Ms
σ1,σ2

:= Hs
(
Tn; BHS(Hσ1 ,Hσ2)

)
, (2.3.2)

endowed with the norm

‖R‖Ms
σ1,σ2

:=
(∑
l∈Zn

〈l〉2s
(
‖R̂(l)‖HSσ1,σ2

)2
) 1

2
. (2.3.3)

In the following, consider the case where the operator R has a further

dependence on a parameter ω̃ ∈ Ω0, for a given set Ω0 ⊆ Ω :

Definition 2.3.4 (Higher regularity norm). Let Ω0 ⊆ Ω and R ∈ Lip
(
Ω0;Ms

σ1,σ2

)
.

Given β > 0, if ∀ω̃ ∈ Ω0 R(ω̃) is such that

R(ω̃) ∈ Lip
(
Ω0;Ms+β

σ1,σ2

)
, 〈∇〉βR(ω̃) ∈ Lip

(
Ω0;Ms

σ1,σ2

)
,

we define

‖R‖Lip

Ws,β
σ1,σ2

:= ‖R‖Lip

Ms+β
σ1,σ2

+ ‖〈∇〉βR‖Lip
Ms

σ1,σ2
. (2.3.4)

Definition 2.3.5 (Cutoffs). Given an operator R : L2(Td) → L2(Td), for

any N ∈ N, we define the projector πNR as

(πNR)j
′

j :=

{
Rj′

j if |j − j′| < N

0 if |j − j′| ≥ N
(2.3.5)

and we set π⊥NR := R−πNR. For R : Tn → B(L2(Td)), ϕ 7→ R(ϕ), we define

ΠNR as

ΠNR(ϕ) :=
∑
|l|≤N

πN R̂(l) eil·ϕ . (2.3.6)

We then set Π⊥NR := R− ΠNR.
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In the following lemma we point out a key estimate for the remainder

Π⊥NR of an operator R :

Lemma 2.3.6. Let R(ω̃) ∈Ms
σ1,σ2

, ω̃ ∈ Ω0 ⊆ Ω. Then for any N > 0,

‖ΠNR‖Lip
Ms

σ1,σ2
, ‖Π⊥NR‖

Lip
Ms

σ1,σ2
≤ ‖R‖Lip

Ms
σ1,σ2

. (2.3.7)

Moreover, let β > 0 and assume that for all ω̃ ∈ Ω0 R(ω̃) also satisfies

R(ω̃) ∈ Ms+β
σ1,σ2

, 〈∇〉βR(ω̃) ∈ Ms
σ1,σ2

. Then, for any N ∈ N, one has

Π⊥NR(ω̃) ∈Ms
σ1,σ2

and

‖Π⊥NR‖
Lip
Ms

σ1,σ2
≤ N−β‖R‖Lip

Ws,β
σ1,σ2

(2.3.8)

Proof. Estimate (2.3.7) is a direct consequence of the definitions (2.3.3)-

(2.3.6). We prove estimate (2.3.8). By (2.3.5), (2.3.6), one has

Π⊥NR(ϕ) = R1,N(ϕ) +R2,N(ϕ) ,

R1,N(ϕ) :=
∑
|l|≤N

π⊥N R̂(l)eil·ϕ , R2,N(ϕ) :=
∑
|l|>N

R̂(l)eil·ϕ . (2.3.9)

We estimate separately the two terms in the above formula.

Estimate of R1,N . For any l ∈ Zn, one has(
‖π⊥N R̂(l)‖HSσ1,σ2

)2

=
∑

k,k′∈Zd
|k−k′|>N

|R̂(l)k
′

k |2〈k〉2σ2〈k′〉−2σ1

≤ N−2β
∑

k,k′∈Zd
〈k − k′〉2β|R̂(l)k

′

k |2〈k〉2σ2〈k′〉−2σ1

= N−2β
(
‖〈∇〉βR̂(l)‖HSσ1,σ2

)2

.

Therefore, recalling (2.3.3), one gets the estimate

‖R1,N‖Ms
σ1,σ2
≤ N−β‖〈∇〉βR‖Ms

σ1,σ2
. (2.3.10)

Estimate of R2,N . The operator R2,N can be estimated as(
‖R2,N‖Ms

σ1,σ2

)2

=
∑
|l|>N

〈l〉2s
(
‖ R̂(l)‖HSσ1,σ2

)2

≤ N−2β
∑
l∈Zn

〈l〉2(s+β)
(
‖ R̂(l)‖HSσ1,σ2

)2

= N−2β
(
‖R‖Ms+β

σ1,σ2

)2

,
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implying that

‖R2,N‖Ms
σ1,σ2
≤ N−β‖R‖Ms+β

σ1,σ2
. (2.3.11)

The claimed inequality then follows by (2.3.4), (2.3.9), (2.3.10) and (2.3.11).

2.3.2 Diagonalization

Fix M > 0 and consider the regularized operator H(M) of Theorem 2.2.7; it

is of the form

H(M) = A0 + P0(ϕ), A0 := D0 + Z , (2.3.12)

where D0 = ν(0)(ω̃) · ∇, Z = εZ(M) and P0 =W(M).

Since D0 and Z depend only on ∇ and not on the x variable, such operators

remain diagonal if we pass to Fourier variables, so that we deal with the sum

of an operator A0 = D0 + Z which is diagonal with respect to the Fourier

basis {eiξ·x | ξ ∈ Td} and a perturbative term P0(ϕ) whose dependence on

the angle ϕ we want to eliminate. More precisely

A0 = diag(λ
(0)
j ), λ

(0)
j := iν(0) · j + z(j) (2.3.13)

where we recall that z ∈ Lip(Ω0,γ;OPS
1−e). Before stating the reducibility

theorem, we fix some constants. Given τ > 0 we define

α := 12τ + 7 , β := α + 1 , m := 2τ + 2 (2.3.14)

Moreover, we fix the scale on which we perform the reducibility scheme as

Nk = N
( 3
2)
k

0 ∀k ∈ N, N−1 := 1 (2.3.15)

where for convenience we link N0 and γ as

N0 = γ−1 , (2.3.16)

where γ is the constant appearing in the definition (2.2.9) of the set Ω0,γ

(see also (2.3.22) in the theorem below). We also fix the number M of

regularization steps in Theorem 2.2.7 as

M = dM ′e− 1e, M ′ := 2m+ 2β + d/2 + 1 . (2.3.17)

40



Chapter 2. Reducibility of a transport equation on Td

Remark 2.3.7. By Theorem 2.2.7 one has that P0 = εW(M) ∈ C∞(Tn;OPS−M
′
).

Since by (2.3.17), M ′ > 2m+2β+ d
2
, by applying Lemma B.2.3, one has that

‖P0‖Lip
Ms

σ−m,σ+m
, ‖P0‖Lip

Ws,β
σ−m,σ+m

.s,σ ε , ∀s ≥ 0 , ∀σ ∈ R . (2.3.18)

Theorem 2.3.8. (KAM reducibility) Consider the system (2.2.20). Let

γ ∈ (0, 1), τ > 0. Then for any s > s0 (with s0 defined as in (2.0.2))and

for any σ ≥ 0 there exist constants C0 = C0(s, σ, τ) > 0 large enough and

δ = δ(s, σ, τ) ∈ (0, 1) small enough such that, if

NC0
0 ε ≤ δ , (2.3.19)

then, for all k ≥ 0:

(S1)k There exists a vector field

Hk(ϕ) := Ak + Pk(ϕ) , ϕ ∈ Tn , (2.3.20)

Ak = diag(λ
(k)
j ), λ

(k)
j (ω̃) = λ

(0)
j (ω̃) + ρ

(k)
j (ω̃) (2.3.21)

defined for all ω̃ ∈ Ok,γ, where we set O0,γ := Ω0,γ (see (2.2.9)) and for

k ≥ 1,

Ok,γ :=
{
ω̃ = (ω, ν) ∈ Ok−1,γ : |iω·l+λ(k−1)

j (ω̃)−λ(k−1)
j′ (ω̃)| ≥ γ

〈l〉τ 〈j〉τ 〈j′〉τ

∀(l, j, j′) 6= (0, j, j), |l|, |j − j′| ≤ Nk−1

}
. (2.3.22)

For k ≥ 0, the Lipschitz functions Ok,γ → C, ω̃ 7→ ρ
(k)
j (ω̃), j ∈ Zd

satisfy

sup
j∈Zd
〈j〉2m|ρ(k)

j |Lip .s,σ ε . (2.3.23)

There exist a constant C∗ = C∗(s, σ, β, τ,m) > 0 such that

‖Pk‖Lip
Ms

σ−m,σ+m
≤ C∗N

−α
k−1ε, ‖Pk‖Lip

Ws,β
σ−m,σ+m

≤ C∗Nk−1ε . (2.3.24)

Moreover, for k ≥ 1,

Hk(ϕ) = (Φk−1)ω∗Hk−1(ϕ) , Φk−1 := I +Xk−1 (2.3.25)

where the map Xk−1 satisfies the estimates

‖Xk−1‖Lip
Ms

σ±m,σ±m
.s N

4τ+2
k N−αk−1ε . (2.3.26)

Moreover, if P0(ϕ) is real and reversible, for any k ≥ 1, Pk(ϕ) is real

and reversible and

λ
(k)
j ∈ iR ∀j ∈ Zd. (2.3.27)
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(S2)k For all j ∈ Zd, there exists a Lipschitz extension to the set Ω0,γ defined

in (2.2.9), that we denote by λ̃
(k)
j : Ω0,γ → C of λ

(k)
j : Ok,γ → C

satisfying, for k ≥ 1,

|λ̃(k)
j − λ̃

(k−1)
j |Lip . 〈j〉−2m‖Pk−1‖Lip

Ms
σ−m,σ+m

.s,σ 〈j〉−2mN−αk−2ε . (2.3.28)

We remark that (S2)k will be used to construct the final eigenvalues λ
(∞)
j .

The procedure will be to show that as k → ∞, the sequence λ
(k)
j admits a

limit on Ω0,γ and then to use the final value λ
(∞)
j in order to define the set

in which reducibility holds (c.f. eq. (2.3.54)).

2.3.3 Proof of Theorem 2.3.8

We start with verifying the inductive hypotheses:

Proof of (Si)0, i = 1, 2. Properties (2.3.20)-(2.3.24) hold by setting ρ
(0)
j =

0 for any j ∈ Zd, N−1 := 1 and recalling the estimate (2.3.18).

(S2)0 holds, since the constant λ
(0)
j is already defined for all ω̃ ∈ Ω0,γ and

in the real and reversible case it satisfies λ
(0)
j ∈ iR in force of Proposition

2.2.2. Thus we simply set ρ
(0)
j = 0 for any j ∈ Zd.

The reducibility step: proof of (Si)k+1, i = 1, 2.

Proof of (S1)k+1.

We now describe the inductive step, showing how to define a transformation

Φk := I + Xk so that the transformed vector field Hk+1(ϕ) = (Φk)ω∗Hk(ϕ)

has the desired properties. If we perform a change of coordinates of the form

u′ := Φk(ϕ)u, Φk(ϕ) = I + Xk(ϕ), then Hk+1(ϕ) = (Φk)ω∗Hk(ϕ) takes the

form

Hk+1(ϕ) = Ak + Φk(ϕ)−1
(
ΠNkPk(ϕ) + [Xk(ϕ), Ak]− ω · ∂ϕXk(ϕ)

)
+ Φk(ϕ)−1

(
Π⊥NkPk(ϕ) + Pk(ϕ)Xk(ϕ)

)
, .

We look for a transformation Xk(ϕ) solving the homological equation

ΠNkPk(ϕ) + [Xk(ϕ), Ak]− ω · ∂ϕXk(ϕ) = [Pk] , (2.3.29)

where [Pk] is a diagonal operator. Then we set

Ak+1 = Ak + Pk, P k+1 = Π⊥NkPk + PkXk + (Φ−1
k − I)

(
[Pk] + Π⊥NkPk + PkXk

)
,

[Pk] := diagj∈Z(P̂k)
j
j(0) .

(2.3.30)

42



Chapter 2. Reducibility of a transport equation on Td

By formula (2.3.30) one obtains that

Ak+1 := diagj∈Zdλ
(k+1)
j ,

where for any j ∈ Zd

λ
(k+1)
j := λ

(k)
j + P̂k(0)jj = iν(0) · j + εz(j) + ρ

(k+1)
j ,

ρ
(k+1)
j := ρ

(k)
j + P̂k(0)jj .

(2.3.31)

In the real and reversible case, since Pk is real and reversible, by Lemma

B.1.1 one has P̂k(0)jj ∈ iR, and since λ
(k)
j , ρ

(k)
j ∈ iR, then one has that

λ
(k+1)
j , ρ

(k+1)
j ∈ iR.

First of all, we prove that (2.3.23) holds at the step k + 1. By the definition

(2.3.31), applying Lemma B.2.4 and using the estimate (2.3.24), one gets

that for any j ∈ Zd for any i ∈ {0, 1, . . . , k}

|λ(i+1)
j − λ(i)

j |Lip = |ρ(i+1)
j − ρ(i)

j |Lip = |(P̂i)jj(0)|Lip

. 〈j〉−2m‖Pi‖Lip
Ms

σ−m,σ+m
.s,σ 〈j〉−2mN−αi−1ε . (2.3.32)

By using a telescoping argument, recalling that ρ
(0)
j = 0 for any j ∈ Zd, one

gets that

|ρ(k+1)
j |Lip ≤

k∑
i=0

|ρ(i+1)
j − ρ(i)

j |Lip
(2.3.32)

.s,σ 〈j〉−2mε
∞∑
i=0

N−αi−1 . 〈j〉−2mε (2.3.33)

since the series
∑∞

i=0N
−α
i−1 is convergent (see the definition of Ni at (2.3.15)).

Hence (2.3.23) is verified at the step k + 1.

In the next lemma we will show how to solve the homological equation

(2.3.29). This is the main lemma of the section.

Lemma 2.3.9. Let m > 2τ + 1 and let Ok+1,γ as in (2.3.22). Then for any

ω̃ ∈ Ok+1,γ the homological equation

[Ak, Xk] + ω · ∂ϕXk = ΠNkPk − [Pk] , (2.3.34)

with

[Pk] = diagj∈Zd P̂k(0)jj , (2.3.35)

has a solution Xk defined on Ok,γ and satisfying the estimates

‖Xk‖Lip
Ms

σ±m,σ±m
. N4τ+2

k ‖Pk‖Lip
Ms

σ−m,σ+m
, (2.3.36)

‖〈∇〉βXk‖Lip
Ms

σ±m,σ±m
. N4τ+2

k ‖〈∇〉βPk‖Lip
Ms

σ−m,σ+m
. (2.3.37)
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Furthermore, if Pk is real and reversible then Xk is real and reversibility

preserving.

Proof. To simplify notations, here we drop the index k, namely we write A,

P , X, λj, ρj instead of Ak, Pk, Xk, λ
(k)
j , ρ

(k)
j . Taking the (j, j′)−th matrix

element and the l−th Fourier coefficient of (2.3.34) we get:

(iω · l + λj − λj′) X̂(l)j
′

j = P̂ (l)j
′

j if 0 < |j − j′| < N, 0 < |l| < N

X̂(l)j
′

j = 0 otherwise

Since ω̃ ∈ Ok+1,γ one has

|X̂(l)j
′

j | ≤
|P̂ (l)j

′

j ||j|τ |j′|τ |l|τ

γ
, (2.3.38)

hence
|X̂(l)j

′

j | . γ−1|P̂ (l)j
′

j ||l|τ 〈j′〉τ
(
〈j′〉τ + |j − j′|τ

)
≤ γ−1|P̂ (l)j

′

j |N τ 〈j′〉τ
(
〈j′〉τ +N τ

)
. γ−1|P̂ (l)j

′

j |N2τ 〈j′〉2τ ,

(2.3.39)

Similarly, one gets

|X̂(l)j
′

j | . γ−1|P̂ (l)j
′

j |N2τ 〈j〉2τ . (2.3.40)

Thus, recalling that τ < m, (see (2.3.14)) the norm ‖X‖Ms
σ+m,σ+m

is estimated

by:(
‖X‖Ms

σ+m,σ+m

)2

=
∑
l∈Zn

〈l〉2s
∑
j,j′∈Zd

〈j〉2(σ+m)|X̂(l)j
′

j (l)|2〈j′〉−2(σ+m)

. γ−2N4τ
∑
l∈Zn

〈l〉2s
∑
j,j′∈Zd

〈j〉2(σ+m)|P̂ (l)j
′

j |2〈j′〉4τ 〈j′〉−2(σ+m)

≤ γ−2N4τ
∑
l∈Zn

〈l〉2s
∑
j,j′∈Zd

〈j〉2(σ+m)|P̂ (l)j
′

j |2〈j′〉−2(σ−m)

= γ−2N4τ
(
‖P‖Ms

σ−m,σ+m

)2

.

(2.3.41)

Similarly, one obtains(
‖X‖Ms

σ−m,σ−m

)2

. γ−2N4τ
(
‖P‖Ms

σ−m,σ+m

)2

. (2.3.42)
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To estimate the norm of the operator 〈∇〉βX, we argue as in (2.3.39), (2.3.40)

to get

〈j − j′〉β|X̂(l)j
′

j | . N2τ 〈j〉2τ 〈j − j′〉β|P̂ (l)j
′

j |,

〈j − j′〉β|X̂(l)j
′

j | . N2τ 〈j′〉2τ 〈j − j′〉β|P̂ (l)j
′

j |;
(2.3.43)

hence we repeat the same argument of (2.3.41), (2.3.42) to get (2.3.37). Con-

cerning Lipschitz estimates, recall that the eigenvalues λj have the expansion

λj(ω̃) = λ
(0)
j (ω̃) + ρj(ω̃) = iν(0)(ω̃) · j + z(ω̃, j) + ρj(ω̃) ∀j ∈ Zd .

By (2.2.8), (2.2.36) and the induction hypotheses (2.3.23), one has that for

any ω̃1, ω̃2 ∈ Ωγ and any j, j′ ∈ Zd,

|(λj − λj′)(ω̃1)− (λj − λj′)(ω̃2)| . εγ−1〈j − j′〉|ω̃1 − ω̃2| . (2.3.44)

Hence one uses |l|, |j − j′| ≤ N , (2.3.38), (2.3.44) and the inequality

|l|2τ+1|j|2τ |j′|2τ .τ N
2τ+1|j|2τ

(
|j|2τ +N2τ

)
. N4τ+1〈j〉4τ

to deduce the Lipschitz estimates as usual. By Remark B.1.1 of Appendix

B, if A = diagj∈Zdλj and P are real and reversible one immediately gets that

X is real and reversible too.

The estimate (2.3.26) at the step k + 1 then follows combining (2.3.36)

and (2.3.24) at step k. Moreover, using that by (2.3.14), α > 6τ + 3 and by

using the smallness condition (2.3.19), one gets that

‖Xk‖Lip
Ms

σ±m,σ±m
≤ δ(s) (2.3.45)

for some δ(s) ∈ (0, 1) small enough. Therefore, one can apply Lemma B.1.4

and deduce that, by (2.3.36) and (2.3.37),

‖Φ−1
k − I‖Lip

Ms
σ±m,σ±m

.s,σ ‖Xk‖Lip
Ms

σ±m,σ±m
.s N

4τ+2
k ‖Pk‖Lip

Ms
σ−m,σ+m

‖〈∇〉β(Φ−1
k − I)‖Lip

Ms
σ±m,σ±m

.s,β ‖〈∇〉βXk‖Lip
Ms

σ±m,σ±m
.s,β N

4τ+2
k ‖〈∇〉βPk‖Lip

Ms
σ−m,σ+m

.

(2.3.46)

It remains to prove that (2.3.24) holds at the step k + 1. To this aim, in the

next lemma we obtain key estimates for the remainder term Pk+1 defined in

(2.3.30).
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Lemma 2.3.10. There exists a constant C = C(s, σ, τ) > 0 such that the

operator Pk+1(ϕ) defined in (2.3.30) fulfills

‖Pk+1‖Lip
Ms

σ−m,σ+m
≤ C

(
N4τ+2
k

(
‖Pk‖Lip

Ms
σ−m,σ+m

)2
+N−βk ‖Pk‖

Lip

Ws,β
σ−m,σ+m

)
,

‖Pk+1‖Lip

Ws,β
σ−m,σ+m

≤ C‖Pk‖Lip

Ws,β
σ−m,σ+m

.

(2.3.47)

Furthermore, if Pk(ϕ) is real and reversible then Pk+1(ϕ) is real and reversible

too.

Proof. By recalling the definition of Pk+1 given in (2.3.30), using the in-

ductive estimates (2.3.36), (2.3.37), and the estimate (2.3.46), by applying

Lemma 2.3.6 and Lemma B.1.3 in Appendix B, which gives an estimate of

the product of operators, we get

‖Pk+1‖Lip
Ms

σ−m,σ+m
.s,σ N

4τ+2
k

(
‖Pk‖Lip

Ms
σ−m,σ+m

)2

+N−βk

(
‖Pk‖Lip

Ms+β
σ−m,σ+m

+ ‖〈∇〉βPk‖Lip
Ms

σ−m,σ+m

)
,

(2.3.48)

‖Pk+1‖Lip

Ms+β
σ−m,σ+m

.s,σ N
4τ+2
k ‖Pk‖Lip

Ms
σ−m,σ+m

‖Pk‖Lip

Ms+β
σ−m,σ+m

+ ‖Pk‖Lip

Ms+β
σ−m,σ+m

,

(2.3.49)

‖〈∇〉βPk+1‖Lip
Ms

σ−m,σ+m
.s,σ ‖〈∇〉βPk‖Lip

Ms
σ−m,σ+m

+N4τ+2
k ‖Pk‖Lip

Ms
σ−m,σ+m

‖〈∇〉βPk‖Lip
Ms

σ−m,σ+m
. (2.3.50)

Recalling that ‖·‖Lip

Ws,β
σ−m,σ+m

= ‖ · ‖Lip

Ms+β
σ−m,σ+m

+‖〈∇〉β·‖Lip
Ms

σ−m,σ+m
and summing

up the contribution of (2.3.49), (2.3.50), we get

‖Pk+1‖Lip
Ms

σ−m,σ+m
. N4τ+2

k

(
‖Pk‖Lip

Ms
σ−m,σ+m

)2
+N−βk ‖Pk‖

Lip

Ws,β
σ−m,σ+m

,

‖Pk+1‖Lip

Ws,β
σ−m,σ+m

. N4τ+2
k ‖Pk‖Lip

Ms
σ−m,σ+m

‖Pk‖Lip

Ws,β
σ−m,σ+m

+ ‖Pk‖Lip

Ws,β
σ−m,σ+m

.

(2.3.51)

Furthermore, by using the smallness condition (2.3.19), recalling the defini-

tion (2.3.15), using that α > 6τ + 3, taking N0 large enough and ε small

enough one gets that

N4τ+2
k ‖Pk‖Lip

Ms
σ−m,σ+m

. N4τ+2
k N−αk−1ε ≤ 1

and then (2.3.51) implies the claimed estimate (2.3.47).
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Finally, if Pk is real and reversible, then by Lemma 2.3.9, the operator Xk

(and hence Φk = I+Xk and Φ−1
k ) is real and reversibility preserving. By the

definition (2.3.30), one concludes that Pk+1 is real and reversible.

By Lemma 2.3.10 and by (2.3.24), one has

‖Pk+1‖Lip

Ws,β
σ−m,σ+m

≤ C‖Pk‖Lip

Ws,β
σ−m,σ+m

≤ CC∗εNk−1 ≤ C∗εNk

provided CNk−1 ≤ Nk for any k ≥ 0. This latter condition is verified by

taking N0 > 0 large enough. Furthermore, by (2.3.24), one has

‖Pk+1‖Lip
Ms

σ−m,σ+m
≤ CN4τ+2

k

(
‖Pk‖Lip

Ms
σ−m,σ+m

)2
+ CN−βk ‖Pk‖

Lip

Ws,β
σ−m,σ+m

≤ CN4τ+2
k C2

∗ε
2N−2α

k−1 + CN−βk C∗Nk−1ε ≤ C∗εN
−α
k ,

provided

2CNα+4τ+2
k N−2α

k−1 ε ≤ 1 , , 2CNα−β
k Nk−1 ≤ 1 ∀k ≥ 0 .

The above conditions are verified by (2.3.14), the smallness condition (2.3.19),

recalling the definition (2.3.15) and taking ε small enough and N0 large

enough. Hence the estimate (2.3.24) is proved at the step k + 1, and the

proof of (S1)k+1 is then concluded.

Proof of (S2)k+1. By the estimate (2.3.32), on the set Ok,γ,

δ
(k)
j := ρ

(k+1)
j − ρ(k)

j

satisfies |δ(k)
j |Lip . 〈j〉−2m‖Pk‖Lip

Ms
σ−m,σ+m

.s,σ 〈j〉−2mN−αk−1ε for any j ∈ Zd.
By the Kirszbraun Theorem (see Lemma M.5 in [KP03]), we extend the

function δ
(k)
j : Ok,γ → C to a function δ̃

(k)
j : Ω0,γ → C which still satisfies

the estimate |δ̃(k)
j |Lip . 〈j〉−2m‖Pk‖Lip

Ms
σ−m,σ+m

.s,σ 〈j〉−2mN−αk−1ε. Therefore,

(S2)k+1 follows by defining ρ̃
(k+1)
j := ρ̃

(k)
j + δ̃

(k)
j and λ̃

(k+1)
j = λ

(0)
j + ρ̃

(k+1)
j

(note that λ
(0)
j is already defined on Ω0,γ). Furthermore we observe that, in

the real and reversible case, one has that ρ
(k)
j , λ

(k)
j ∈ iR, ρ̃

(k)
j , λ̃

(k)
j ∈ iR, and

δ
(k)
j ∈ iR, thus also λ̃

(k+1)
j , ρ̃

(k+1)
j ∈ iR.

2.3.4 Passing to the limit

By Theorem 2.3.8-(S2)k, using a telescoping argument, for any j ∈ Zd, the

sequence (ρ̃
(k)
j )k≥0 is a Cauchy sequence w.r. to the norm | · |Lip in Ω0,γ, and
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hence it converges to ρ
(∞)
j . Moreover, the following estimates hold:

|ρ̃(k)
j − ρ

(∞)
j |Lip .s,σ 〈j〉−2mN−αk−1ε , |ρ(∞)

j |Lip .s,σ 〈j〉−2mε . (2.3.52)

Note that, as observed in the proof of (S2)k+1, in the real and reversible case

one has ρ
(∞)
j : Ω0,γ → iR for any j ∈ Zd.

We then define the final eigenvalues λ
(∞)
j : Ω0,γ → C as

λ
(∞)
j := λ

(0)
j + ρ

(∞)
j = iν(0) · j + z(j) + ρ

(∞)
j , j ∈ Zd , (2.3.53)

where in the last equality we have used the definition of λ
(0)
j as in (2.3.13).

We then define

O∞,γ :=
{
ω̃ = (ω, ν) ∈ Ω0,γ : |iω · l + λ

(∞)
j (ω̃)− λ(∞)

j′ (ω̃)| ≥ 2γ

〈l〉τ 〈j〉τ 〈j′〉τ

∀(l, j, j′) 6= (0, j, j)
}
.

(2.3.54)

The following lemma holds for such a set:

Lemma 2.3.11. One has O∞,γ ⊆ ∩k≥0Ok,γ.

Proof. We prove by induction that for any k ≥ 0 one has O∞,γ ⊆ Ok,γ. For

k = 0, it follows by definition that O∞,γ ⊆ O0,γ since O0,γ = Ω0,γ. Then

assume that O∞,γ ⊆ Ok,γ for some k ≥ 0: we come to show that O∞,γ ⊆
Ok+1,γ. Let ω̃ = (ω, ν) ∈ O∞,γ. Since by the inductive hypothesis ω̃ ∈ Ok,γ,
item (S1)k of Theorem 2.3.8 entails that λ

(k)
j (ω̃) is well defined, and by (S2)k

of Theorem 2.3.8 one has that λ̃
(k)
j (ω̃) = λ

(k)
j (ω̃) and ρ̃

(k)
j (ω̃) = ρ

(k)
j (ω̃) (recall

that λ
(k)
j = λ

(0)
j + ρ

(k)
j and λ̃

(k)
j = λ

(0)
j + ρ̃

(k)
j ). We then have that for any

(l, j, j′) 6= (0, j, j) such that |l|, |j − j′| ≤ Nk,

|iω · l + λ
(k)
j (ω̃)− λ(k)

j′ (ω̃)| ≥ |iω · l + λ
(∞)
j (ω̃)− λ(∞)

j′ (ω̃)|

− |ρ̃(k)
j (ω̃)− ρ(∞)

j (ω̃)| − |ρ̃(k)
j′ (ω̃)− ρ(∞)

j′ (ω̃)| .

By the first estimate in (2.3.52), it follows that there exists a constant C > 0

such that

|iω · l + λ
(k)
j (ω̃)− λ(k)

j′ (ω̃)| ≥ 2γ

〈l〉τ 〈j〉τ 〈j′〉τ
− Cε

Nα
k−1min{〈j〉, 〈j′〉}2m

thus

|iω · l + λ
(k)
j (ω̃)− λ(k)

j′ (ω̃)| ≥ γ

〈l〉τ 〈j〉τ 〈j′〉τ
,
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provided
Cε〈l〉τ 〈j〉τ 〈j′〉τ

γNα
k−1min{〈j〉, 〈j′〉}2m

≤ 1 . (2.3.55)

Using that |l|, |j − j′| ≤ Nk, m > τ and since

〈j〉〈j′〉 ≤
(
〈j − j′〉+ min{〈j〉, 〈j′〉}

)2

. 〈j − j′〉2 + min{〈j〉, 〈j′〉}2

. N2
k + min{〈j〉, 〈j′〉}2 ,

one gets that

〈l〉τ 〈j〉τ 〈j′〉τ

min{〈j〉, 〈j′〉}2m
. N3τ

k . (2.3.56)

Therefore
Cε〈l〉τ 〈j〉τ 〈j′〉τ

γNα
k−1min{〈j〉, 〈j′〉}2m

≤ C ′εγ−1N3τ
k N

−α
k−1 ≤ 1

since α > 9
2
τ (see (2.3.14)) and by taking ε small enough (see the smallness

condition (2.3.19) and recall that γ−1 = N0). Condition (2.3.55) is then

verified and hence ω̃ ∈ Ok+1,γ. This concludes the proof of the lemma.

For any k ≥ 0, ω̃ ∈ O∞,γ we define the map

Vk(ϕ, ω̃) ≡ Vk(ϕ) := Φ0(ϕ) ◦ Φ1(ϕ) ◦ . . . ◦ Φk(ϕ) . (2.3.57)

Note that by Lemma 2.3.11 and Theorem 2.3.8 all the maps Φk(ϕ) are well

defined for ω̃ ∈ O∞,γ.
Furthermore, the following lemma holds:

Lemma 2.3.12. The sequence (Vk)k≥0 converges to an invertible operator

V∞ in Lip
(
O∞,γ;Hs

(
Tn;B(Hσ±m,Hσ±m)) and for any σ ≥ 0 the operator

V±1
∞ − I satisfies the estimate

‖V±1
∞ − I‖Lip

Hs
(
Tn,B(Hσ ,Hσ)

) .s,σ N
4τ+2
0 ε .

Moreover in the real and reversible case, V±1
∞ is real and reversibility preserv-

ing.

Proof. The proof is based on standard arguments and therefore it is omitted

(see for instance the proof of Corollary 4.1 in [Mon19]). The presence of

N4τ+2
0 in front of ε in the claimed inequality is due to the fact that (2.3.26)

for k = 0 gives ‖Φ0 − I‖Lip
Ms

σ±m,σ±m
.s,σ N

4τ+2
0 ε.
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Lemma 2.3.13. For any ω̃ ∈ O∞,γ, one has that (V∞)ω∗(A0 + P0) = H∞
(recall (2.3.12)) where the operator H∞ is given by H∞ = diagj∈Zdλ

(∞)
j .

Furthermore in the real and reversible case, the eigenvalues λ
(∞)
j are purely

imaginary.

Proof. By (2.3.25) and recalling the definition (2.3.57), one gets that for any

k ≥ 1

(Vk−1)ω∗(A0 + P0(ϕ)) = Hk(ϕ) = Ak + Pk(ϕ) .

The claimed statement then follows by passing to the limit in the above

identity, recalling the definition of Ak given in (2.3.21), the definition (2.3.53),

the estimates (2.3.24), (2.3.52) and Lemma 2.3.12.

2.3.5 Measure Estimates

In this section we show that the set O∞,γ defined in (2.3.54) has large

Lebesgue measure. We actually prove the following:

Proposition 2.3.14. One has |Ω \ O∞,γ| . γ.

Since Ω \ O∞,γ = (Ω \Ω0,γ)∪ (Ω0,γ \ O∞,γ) and by Remark 2.2.3 one has

that |Ω\Ω0,γ| . γ, it is enough to estimate the measure of the set Ω0,γ \O∞,γ.
By the definition (2.3.54), one has that

Ω0,γ \ O∞,γ =
⋃

(l,j,j′)∈Zn×Zd×Zd
(l,j−j′)6=(0,0)

Rljj′(γ) ,
(2.3.58)

with

Rljj′(γ) :=
{
ω̃ = (ω, ν) ∈ Ω0,γ

∣∣
|iω · l + λ

(∞)
j (ω, ν)− λ(∞)

j′ (ω, ν)| < 2γ

〈l〉τ 〈j〉τ 〈j′〉τ
}
. (2.3.59)

Lemma 2.3.15. For any (l, j, j′) ∈ Zn×Zd×Zd such that l 6= 0 and j−j′ 6= 0,

one has |Rljj′(γ)| . γ〈l〉−τ 〈j〉−τ 〈j′〉−τ .

Proof. By the definition of λ
(∞)
j as in (2.3.53), one has that for any j ∈ Zd

λ
(∞)
j (ω, ν) = iν(0)(ω, ν) · j + z(j, ω, ν) + ρ

(∞)
j (ω, ν) ,
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where by the estimates (2.2.8), (2.2.36), one has

|ν(0) − ν|Lip(γ) . ε, sup
j∈Zd
|∂ξz(j)|lip . ε

(see Definition 2.2.1). Then the map

Ψ : Ω0,γ → Ψ(Ω0,γ)

(ω, ν) 7→ (ω, ν(0)(ω, ν))

is a Lipschitz homeomorphism with inverse given by

Ψ−1 : Ψ(Ω0,γ)→ Ω0,γ

(ω, ζ) 7→ Ψ−1(ω, ζ)

and satisfying

|Ψ−1 − I|sup . ε , |Ψ−1 − I|lip . εγ−1 . (2.3.60)

Defining

a
(∞)
j (ω, ζ) := λ

(∞)
j (Ψ−1(ω, ζ)), j ∈ Zd

and

R̃ljj′(γ) :=
{

(ω, ζ) ∈ Ψ(Ω0,γ) : |iω·l+a(∞)
j (ω, ζ)−a(∞)

j′ (ω, ζ)| < 2γ

〈l〉τ 〈j〉τ 〈j′〉τ
}

one has that

|Rljj′(γ)| ' |R̃ljj′(γ)|, (2.3.61)

thus it is sufficient to estimate the measure of the set R̃ljj′(γ). The functions

a
(∞)
j admit the expansion

a
(∞)
j (ω, ζ) = iζ · j + zΨ(j, ω, ζ) + r

(∞)
j (ω, ζ)

where

zΨ(j, ω, ζ) := z(j,Ψ−1(ω, ζ)), r
(∞)
j (ω, ζ) := ρ

(∞)
j (Ψ−1(ω, ζ)) .

By the estimate (2.3.60) and using the estimates (2.2.36), (2.3.52) on z and

ρ
(∞)
j , for εγ−1 small enough, one can easily deduce that

sup
j∈Zd
|∂ξzΨ(j, ·)|Lip . ε, sup

j∈Zd
〈j〉2m|r(∞)

j |Lip . ε . (2.3.62)
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Since (l, j − j′) 6= (0, 0), we write

(ω, ζ) = (ω(s), ζ(s))) =
(l, j − j′)
|(l, j − j′)|

s+ w, w ∈ Rn+d, w · (l, j − j′) = 0

and we consider

fljj′(s) := iω(s) · l + a
(∞)
j (ω(s), ζ(s))− a(∞)

j′ (ω(s), ζ(s))

= i|(l, j − j′)|s+ zΨ(j, ω(s), ζ(s))− zΨ(j′, ω(s), ζ(s))

+ r
(∞)
j (ω(s), ζ(s))− r(∞)

j′ (ω(s), ζ(s)) .

Using the estimates (2.3.62) and recalling that |j − j′| ≤ |(l, j − j′), one

obtains that

|fljj′(s1)− fljj′(s2)| ≥
(
|(l, j − j′)| − Cε|j − j′| − Cε

)
|s1 − s2|

≥
(

(1− Cε)|(l, j − j′)| − Cε
)
|s1 − s2| (2.3.63)

≥ 1

2
|s1 − s2| (2.3.64)

by taking ε small enough. This implies that∣∣∣∣{s : |fljj′(s)| <
2γ

〈l〉τ 〈j〉τ 〈j′〉τ

}∣∣∣∣ . γ

〈l〉τ 〈j〉τ 〈j′〉τ
.

By a Fubini argument one gets that |R̃ljj′(γ)| . γ〈l〉−τ 〈j〉−τ 〈j′〉−τ . The

claimed statement then follows by recalling (2.3.61).

Proof of Proposition 2.3.14. By (2.3.58) and Lemma 2.3.15 one gets

that

|Ω0,γ \ O∞,γ| . γ
∑

l∈Zn,j,j′∈Zd
〈l〉−τ 〈j〉−τ 〈j′〉−τ . γ

since τ > max{n , d}. The claimed statement then follows by recalling that

|Ω \ Ω0,γ| . γ and that Ω \ O∞,γ = (Ω \ Ω0,γ) ∪ (Ω0,γ \ O∞,γ).

2.4 Proof of the main results

In this section we prove Theorem 2.1.7 and 2.1.10.
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Proof of Theorem 2.1.7. We consider the composition

U(ϕ) = V(ϕ) ◦ V∞(ϕ), V(ϕ) := A(ϕ) ◦ e−εG1(ϕ,ω̃) ◦ · · · ◦ e−εGM (ϕ,ω̃),

where A(ϕ) is defined in Section 2.2.1, the maps e−εGj are constructed in

Section 2.2.2 (see Theorem 2.2.7) and V∞ is given in Lemma 2.3.12. By

Section 2.2.1, Theorem 2.2.7 and Lemma 2.3.13, for any ω̃ ∈ O∞,γ, the map

U(ϕ) conjugates the equation (2.0.1) to the equation ∂tu = H∞u where H∞
is the diagonal operator with eigenvalues (λ

(∞)
j )j∈Zd . Let 0 < a < 1

C0
and

N0 := 1
εa

so that the smallness condition (2.3.19), i.e. NC0
0 ε ≤ δ, becomes

NC0
0 ε = ε1−C0a ≤ δ ,

which is satisfied for ε small enough. Since γ = N−1
0 = εa, setting Ωε :=

O∞,γ, Proposition 2.3.14 implies that limε→0 |Ω \ Ωε| = 0. Concerning the

properties of the map U , by (2.2.14) of Remark 2.2.4, for any α ∈ Nn

one has ∂αϕA ∈ B
(
Hσ+|α|,Hσ

)
, as well as ∂αϕe

−εGj ∈ B
(
Hσ,Hσ−(1−je)|α|)

∀j = 1, . . . ,M, as shown in Remark 2.2.9, so that the map V : ϕ 7→ V(φ)

satisfies

V±1 ∈ Cs
(
Tn;B

(
Hσ+(M(1−e)+1)(s+1),Hσ

))
∀s ≥ 0, ∀σ ≥ 0 . (2.4.1)

Moreover, by Lemma 2.3.12, one deduces

V±1
∞ ∈ Hs (Tn;B (Hσ,Hσ)) ∀s ≥ 0, σ ≥ 0 . (2.4.2)

Then (2.4.1) and (2.4.2) imply that the map ϕ 7→ U(ϕ) satisfies ∀s ≥ 0 and

∀σ ≥ 0

U±1 ∈ Cs
(
Tn;B

(
Hσ+ηs ,Hσ

))
, (2.4.3)

for some positive ηs depending on s only. Furthermore, by (2.4.3), with a

standard density argument one also obtains that for any ψ ∈ Hσ and for any

σ ≥ 0 the map Tn 3 ϕ 7→ U±1(ϕ)ψ ∈ Hσ is continuous. Finally, again by

Remarks 2.2.4, 2.2.9 and by Lemma 2.3.12 one also obtains the existence of

a positive σ1, independent of σ, such that ‖U±1(ϕ)− I‖B(Hσ+σ1 ,Hσ) .σ ε . The

proof is therefore concluded.

Finally, from Theorem 2.1.7 we immediately deduce Corollary 2.1.10 as

follows:
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Chapter 2. Reducibility of a transport equation on Td

Proof of Corollary 2.1.10. By Theorem 2.1.7, for any ω̃ = (ω, ν) ∈ Ωε under

the change of coordinates u = U(ωt)v, the Cauchy problem∂tu =
(
ν + εV (ωt, x)

)
· ∇u+ εW(ωt)[u]

u(0, x) = u0(x),
u0 ∈ Hσ(Td) (2.4.4)

is transformed into {
∂tv = H∞v

v(0) = v0,
v0 := U(0)−1u0 . (2.4.5)

Using that for any ω̃ = (ω, ν) ∈ Ωε, U(ϕ) is bounded and invertible on Hσ

one gets that

‖ψ‖Hσ .σ ‖U(ϕ)±1ψ‖Hσ .σ ‖ψ‖Hσ , ∀ψ ∈ Hσ(Td) (2.4.6)

uniformly w.r. to ϕ ∈ Tn.

Case (1). If all the eigenvalues λ
(∞)
j , j ∈ Zd of the operator H∞ are purely

imaginary, the solution of the Cauchy problem (2.4.5) satisfies

‖v(t, ·)‖Hσ = ‖v0‖Hσ

for any t ∈ R. By the estimate (2.4.6) and recalling that u = U(ωt)v , one

obtains the desired bound on the solution u(t, x) of (2.4.4).

Case (2) Let j ∈ Zd so that Re(λ
(∞)
j ) 6= 0. Then for any α ∈ C, the solution

v of the Cauchy problem (2.4.5) with initial datum v0(x) = αeij·x is given by

v(t, x) = αeλ
(∞)
j teij·x .

Hence, setting u0 := U(0)[αeij·x] = αU(0)[eij·x], one has that the solution of

the Cauchy problem (2.4.4) with such an initial datum u0 is given by

u(t, x) = U(ωt)[αeλ
(∞)
j teij·x] = αeλ

(∞)
j tU(ωt)[eij·x] .

Recalling (2.4.6) one gets that

‖u(t, ·)‖Hσ 'σ CjeRe(λ
(∞)
j )t .

This gives the growth for t > 0 if Reλ
(∞)
j > 0 or for t < 0 if Reλ

(∞)
j > 0. If

there exists λ
(∞)
j with Reλ

(∞)
j > 0 and λ

(∞)
j′ with Reλ

(∞)
j′ < 0 then the solution

with initial datum αeij·x + βeij′·x grows both as t > 0 and as t < 0.
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Part II

Towards a more general model:

Schrödinger operators on flat

tori
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Chapter 3

Setting and pseudo-differential

calculus

In the second part of this thesis we study spectral properties of a Schrödinger

operator of the form

−∆ + V on L2(TdΓ) , (3.0.1)

where V ∈ C∞(TdΓ;R) is a smooth real potential and TdΓ is an arbitrary

flat torus, namely TdΓ = Rd/Γ with Γ a maximal dimensional lattice in Rd

generated by the vectors α1, . . . , αd:

Γ =

{
γ ∈ Rd

∣∣∣∣∣ γ =
d∑
i=1

niαi , ni ∈ Z

}
. (3.0.2)

We consider the case of Floquet boundary conditions,

u(x+ γ) = eiκ·γu(x) ∀x ∈ TdΓ, ∀γ ∈ Γ , (3.0.3)

for an arbitrary κ ∈ Rd . For such an operator we give two types of result:

first we implement a quantum normal form, from which we deduce spectral

asymptotics for most eigenvalues of the operator (3.0.1). This is the con-

tent of Chapter 4; actually, all the results contained therein are stated and

proven even in the case where the Laplacian operator −∆ is replaced by an

arbitrary positive power (−∆)
M
2 , and if V is a pseudo-differential operator

of order strictly less than M– see Section 3.2 of the present chapter for a

precise definition. Then we prove a Structure Theorem according to which

H is unitary conjugated (up to a smoothing operator) to a block diagonal

operator, which acts in the majority of the blocks as a Fourier multiplier,
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Chapter 3. Setting and pseudo-differential calculus

and in all the others as a lower dimensional Schrödinger operator, and we

deduce a spectral result giving an asymptotic expansion of all the eigenval-

ues of the operator. This is contained in Chapters 5 and 6. In the present

chapter we define the setting where we are going to work in order to get the

aforementioned results.

3.1 Setting: a few preparatory steps

First of all, we reduce to the case of an operator on the standard torus Td with

periodic boundary conditions. In order to get rid of the Floquet boundary

conditions, we perform the Gauge transformation

u(x) = eiκ·xũ(x) , (3.1.1)

which conjugates the operator (3.0.1) to

d∑
j=1

(Dj + κj)
2 + V , Dj = i∂xj , (3.1.2)

with periodic boundary conditions on TdΓ . Furthermore, by introducing on

TdΓ the basis of the vectors {α1, . . . , αd}, the operator (3.0.1) takes the form

−∆g,κ + V , −∆g,κ =
d∑

A,B=1

gAB (DA + κA) (DB + κB) , (3.1.3)

where ∀A,B = 1, . . . , d

gAB = αA · αB (3.1.4)

and, as usual, by the matrix with coefficients gAB we denote the inverse of

the matrix with coefficients gAB, namely

d∑
C=1

gACg
CB = δBA . (3.1.5)

In the following, we will only deal with scalar products and norms with

respect to the metric g. We write

〈x; y〉g := gABx
AyB , 〈ξ; η〉g∗ := gABξAηB (3.1.6)

57



Chapter 3. Setting and pseudo-differential calculus

the scalar product with respect to this metric of two vector x, y or two cov-

ectors ξ, η. Correspondingly we will denote

‖x‖2
g := 〈x;x〉g , ‖ξ‖2

g∗ := 〈ξ; ξ〉g∗ . (3.1.7)

Furthermore, we denote by dµg(x) the volume form corresponding to g.

We finally define the following quantity, which plays a relevant role in our

estimates:

c = inf
k∈Zd\{0}

‖k‖2
g∗ . (3.1.8)

Given s linearly independent vectors {u1, . . . , us} in Zd, denote by Volg∗{u1| · · · |us}
the s− dimensional volume of the parallelepiped in Rd with edges given by

{u1, . . . , us}, calculated with respect to the metric g∗. A second relevant

quantity is

C = min
1≤s≤d

min
u1,...,us∈Zd

Volg∗{u1| · · · |us} . (3.1.9)

Remark 3.1.1. In Lemma D.0.2 of Appendix D we will prove that C is

strictly positive.

Definition 3.1.2. In the following we will refer to the constants c, C as the

constants of the metric.

Consider the operator −∆g,κ defined as in (3.1.3): as for the case of the

Laplace Beltrami operator −∆g, Weyl law holds for its spectrum. Albeit the

following result is standard, here we give it for the sake of completeness:

Lemma 3.1.3 (Weyl law for −∆g,κ). The spectrum of the operator −∆g,κ is

given by {‖ξ + κ‖2
g∗ | ξ ∈ Zd} . Furthermore,

#
{
ξ | ‖ξ + κ‖2

g∗| ≤ R2
}
≤
(

2

c

)d
Rd . (3.1.10)

Proof. An estimate of the quantity (3.1.10) is the number of points ξ ∈ Zd

contained in a ball centered at −κ and having radius R, of course taking

distances with respect to the metric g∗. For any ξ ∈ Zd, consider a ball

Bc/2(ξ) of radius c/2 and center ξ. Then, as ξ varies, such balls do not

intersect: thus the “volume occupied” by n points of the lattice is at least

nVol
(
Bc/2(ξ)

)
= nωd(c/2)d, with ωd the volume of the unitary ball in Rd. It

follows that for the number n of points in the ball of radius R the following

inequality holds:

nCd(c/2)d ≤ VolB0(R) = CdR
d ,

from which the estimate follows.
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3.2 Pseudo-differential calculus

The normal form we exhibit in Chapter 4 is based on regularization and ex-

ploits techniques from pseudo-differential calculus. Thus, in order to precisely

state our result, in this section we present our setting of pseudo-differential

operators.

Let u ∈ Ck(Td). For l ≤ k and x ∈ Td, consider its l-th differential at x,

which is a multilinear form denoted by dlu(x). We define

‖dlu(x)‖ := sup
‖h(1)‖

g
=1,...,‖h(l)‖

g
=1

∣∣∣dlu(x)
[
h(1), ..., h(l)

]∣∣∣ , (3.2.1)

where h(j) ∈ Rd.

As usual, for positive integer s, we define Hs(Td) as the completion of

C∞(Td) in the norm

|u|2Hs :=

∫
Td

(
|u(x)|2 + ‖dsu(x)‖2

)
dµg(x) . (3.2.2)

Given u ∈ L2(Td) ≡ H0(Td), we define as usual its Fourier series by

u(x) =
∑
ξ∈Zd

ûξ e
iξ·k ,

where ξ · k = ξAx
A is the usual pairing between a vector and a covector.

Let κ ∈ Rd; then the norm (3.2.2) is equivalent to the norm

‖u‖2
Hs =

∑
ξ∈Zd
‖ξ+κ‖2s

g∗ |ûξ|
2 , (3.2.3)

where the shift by κ in the weight of the Sobolev norm (3.2.3) has been

introduced for future convenience. In a way analogous to (3.2.1), given a

function a ∈ C∞(T ∗Td), we define, exploiting the equivalence T ∗Td ' Td ×
Rd,

‖dMx dNξ a(x0, ξ0)‖ = sup
‖h(i)‖

g
=1

‖k(j)‖
g∗

=1

∣∣dMx dNξ a(x0, ξ0)
[
h(1) , . . . , h(M), k(1) , . . . , k(N)

]∣∣ .
(3.2.4)
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Definition 3.2.1. Let a ∈ C∞
(
T ∗Td;C

)
, m ∈ R, δ > 0. Furthermore, fix a

d-dimensional parameter κ ∈ Rd . We say that a ∈ Sm,δ is a symbol of order

m, if ∀ N1 , N2 ∈ N , there exists a constant CN1,N2 > 0 such that

‖dN1
x dN2

ξ a(x, ξ)‖ ≤ CN1,N2〈ξ + κ〉m−δ|N2|
g∗ ∀x ∈ Td , ξ ∈ Rd

where 〈ξ〉g∗ :=
(

1 + ‖ξ‖2
g∗

)1/2

. We also define S−∞,δ := ∩mSm,δ.

Remark 3.2.2. The parameter κ which appears in the definition of symbol

and as a weight in the Sobolev norms 3.2.3 has been introduced only because

it appears in a natural way in the iterative construction of Chapter 5. In

particular, it is needed in order to obtain uniform estimates along the iterative

construction performed therein.

Notice that there are two main differences between the standard definition

of symbols given in Definition 2.1.1 and the one given in Definition 3.2.1: the

first is the presence of the weight δ, which in the present chapter and in the

following ones we are forced to assume strictly less than 1. The second one is

that Definition 3.2.1 only intrinsic quantities are involved: thus in particular

the sequence {CN1,N2}N1,N2 does not depend on the choice of coordinates on

T ∗Td. The latter difference is not relevant for what concerns the contents of

Chapter 4, but it will play a significant role in Chapters 5, 6. Moreover, the

following holds:

Remark 3.2.3. Fix a basis {e1, . . . , ed} on Td and let {ε1, . . . , εd} be its

dual basis; then a ∈ Sm,δ according to Definition 3.2.1 if and only if for any

N1, N2 ∈ N there exists a constant DN1,N2 > 0 such that

sup
|α|=N1

sup
|β|=N2

∣∣∣∂αx∂βξ a(x, ξ)
∣∣∣ ≤ DN1,N2〈ξ + κ〉m−δN2

g∗ ∀(x, ξ) ∈ T ∗Td .

Clearly, the constants {DN1,N2}N1,N2∈N depend on the choice of the basis

{e1, . . . , ed} .

To a symbol a ∈ Sm,δ we can associate an operator as follows:

Definition 3.2.4. If a ∈ Sm,δ, its Weyl quantization is the linear operator

A ≡ OpW (a) by

(
OpW (a)[u]

)
(x) =

∑
ξ∈Zd

∑
h∈Zd

âh

(
ξ +

h

2

)
ûξ e

i(ξ+h)·x , (3.2.5)
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where ∀k ∈ Zd and ∀ξ ∈ Rd

âk(ξ) =
1

µg(Td)

∫
Td
a(x, ξ)eiξ·xdµg(x) .

Definition 3.2.5. Let A be a linear operator on L2(Td), we say that it is

a pseudodifferential operator of class OPSm,δ if there exists a ∈ Sm,δ, such

that A = OpW (a).

Definition 3.2.6 (Seminorms). Let a ∈ Sm,δ and N1, N2 ∈ N. We define

CN1,N2(a) := sup
(x,ξ)∈Td×Rd

〈ξ + κ〉δN2−m
g∗ ‖dN1

x dN2
ξ a(x, ξ)‖ .

Equivalently, if A = OpW (a), we set CN1,N2(A) = CN1,N2(a) .

Remark 3.2.7. {CN1,N2(·)}N1,N2∈N is a family of seminorms on Sm,δ, and

we will also refer to {CN1,N2(A)}N1,N2∈N as the family of seminorms of the

operator A .

In the following chapters we will often estimate the family of seminorms of

a given operator (or symbol) in terms of the family of seminorms of another

operator (or symbol).

Definition 3.2.8. Given two pseudo-differential operators A and B, when

we say that the family of seminorms of A only depends on the family of

seminorms of B, it is also understood that in particular, in order to give a

bound on a finite number of seminorms of the operator A, it is only necessary

to have a bound on a finite (and, in general, higher) number of seminorms

of the operator B.

Definition 3.2.9. Given a sequence of symbols {fj}j≥0 with fj ∈ Sm−ρj,δ

for some m ∈ R and ρ > 0, and a function f(x, ξ), possibly defined only on

Td × Zd, we write

f ∼
∑
j

fj , (3.2.6)

if for any N there exists CN s.t.∣∣∣∣∣f(x, ξ)−
N∑
j=0

fj(x, ξ)

∣∣∣∣∣ ≤ CN〈ξ + κ〉m−(N+1)ρ
g∗ . (3.2.7)

If f is defined only on Td × Zd then eq. (3.2.7) is valid in such a set.
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Chapter 3. Setting and pseudo-differential calculus

Taking symbols as in Definition 3.2.1, all the standard properties of

pseudo-differential calculus hold; in particular, the composition and the com-

mutator of pseudo-differential operators are still pseudo-differential opera-

tors, and one has Egorov Theorem and Calderon Vaillancourt Theorem. We

refer to Appendix C for a quick review of such standard results.
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Non resonant eigenvalues

Let M > 0. Consider the operator

H := (−∆g,κ)
M/2 + V on L2(Td) , (4.0.1)

assume that V is a self-adjoint operator and that there exist e > 0 and

0 < δ < 1 such that

V ∈ OPS M−e,δ , max

{
1

2
, 1− e

2

}
< δ . (4.0.2)

Define furthermore

ρ = min{4δ − 2, −2 + e + 2δ} if M 6= 2 ,

ρ = −2 + e + 2δ if M = 2 .
(4.0.3)

Denote by BR(x) the open ball of Rd having radius R and center x, BR :=

BR(0) and denote by ]E the cardinality of a set E. The main objective of

the present chapter is to develop a normal form construction for the operator

(4.0.1), and to deduce from such a normal form the following spectral result:

Theorem 4.0.1. Consider the operator

H := (−∆g,κ)
M/2 + V , (4.0.4)

with V = OpW (v) self-adjoint and fulfilling (4.0.2). There exists a set

Ω ⊂ Rd, such that Ω ∩ Zd has density one, more precisely one has

1− ](Ω ∩ Zd ∩BR)

](BR ∩ Zd)
= O(Rδ−1) , (4.0.5)

and a sequence of symbols zj ∈ SM−e−jρ, which depend on ξ only, with the

following property:
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(i) for any ξ ∈ Ω∩Zd there exists an eigenvalue λξ of (4.0.4) which admits

the asymptotic expansion

λξ ∼ ‖ξ + κ‖Mg∗ +
∑
j≥0

zj(ξ) , ξ ∈ Ω ∩ Zd . (4.0.6)

(ii) For any K ∈ N and any ξ1, . . . , ξK ∈ Ω ∩ Zd such that ξi 6= ξj for all

i, j, the eigenspace generated by λξ1 , . . . , λξK has dimension at least K

(iii) if κ = 0 and the symbol v(x, ξ) of V is even with respect to ξ, namely

v(x, ξ) = v(x,−ξ), then ξ ∈ Ω implies −ξ ∈ Ω and one also has

zj(ξ) = zj(−ξ), ∀j.

Furthermore, the constants {CN}N∈N of (3.2.7) in the asymptotic expansion

(4.0.6) only depend on the family of seminorms of the symbol v .

Remark 4.0.2. Item (iii) applies in particular to the operator −∆ + V (x)

with κ = 0. It implies the existence of a sequence {CN}N∈N, depending on V

only, such that for all ξ ∈ Ω

|λξ − λ−ξ| ≤ CN‖ξ‖−Ng∗ ∀N ∈ N . (4.0.7)

In such a case, we simply write

λξ − λ−ξ = O(‖ξ‖−∞g∗ ) . (4.0.8)

Remark 4.0.3. Property (4.0.8) is well known to hold in dimension 1; see

for instance [MO75]. In Chapter 7 we will investigate the possibility that

there are other couples (ξ, ξ′) 6= (ξ,−ξ), with ξ, ξ′ ∈ Ω, such that

λξ − λξ′ = O(‖ξ‖−∞g∗ ) .

Remark 4.0.4. Item (ii) enables to establish an injective correspondence

between non-resonant sites ξ ∈ Ω and eigenvalues λξ of H satisfying (4.0.6),

counted with their multiplicities. Its proof requires to develop a refined quasi-

mode argument, which is performed in Section 4.4 below.

We now prove Theorem 4.0.1. In particular, the remaining part of the

chapter is structured as follows: Section 4.1 contains a rough exposition of

the strategy we follow for our proof; in Section 4.2 we state and prove our

normal form result (see Theorem 4.2.1), and in Sections 4.3, 4.4 we show

how Theorem 4.0.1 can be deduced from it. From now on, in the present

chapter we omit the dependence on g in norms and scalar products, namely

we simply write 〈·; ·〉, 〈·〉 and ‖ · ‖ instead of, respectively, 〈·; ·〉g, 〈·〉g∗ and

‖ · ‖g∗ .
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Chapter 4. Non resonant eigenvalues

4.1 Scheme of the proof: a normal form con-

struction

The idea of the proof is to perform a “semiclassical normal form” (see e.g.

[Bam05]) working on the symbol of H, namely to quantize the classical nor-

mal form procedure for the symbol of H.

To explain the algorithm we consider the simple case in which

H = −∆ + V (x) ,

and κ = 0. In this case H is the Weyl quantization of the classical Hamilto-

nian

h(x, ξ) := ‖ξ‖2 + V (x) . (4.1.1)

We are interested in studying the system in the region 〈ξ〉 � 1, in which the

potential is a perturbation of the term ‖ξ‖2. Taking this point of view the

perturbative parameter is 〈ξ〉−1. Remark also that this corresponds to an

expansion in lower order pseudodifferential operators after quantization.

The classical normal form procedure consists of looking for an auxiliary

Hamiltonian function g s.t. the corresponding time 1 flow φ1
g (namely the

time one flow of the corresponding Hamiltonian system), conjugates h to a

new Hamiltonian h◦φ1
g in which the dependence on the angles x is pushed to

higher order. It is well known that this can be done only in the nonresonant

regions of the action space. The definition of the resonant regions is a key

step of our procedure, hence we are now going to describe it.

By a formal computation one has

h ◦ φ1
g = h+ {‖ξ‖2; g}+ V + lower order terms ,

where {·; ·} is the Poisson bracket. The idea is to determine g in such a way

that

{‖ξ‖2; g}+ V = function of ξ only . (4.1.2)

Expanding g and V in Fourier series in x, equation (4.1.2) takes the form

2i 〈ξ; k〉 ĝk(ξ) = V̂k(ξ) ⇐⇒ ĝk(ξ) =
V̂k(ξ)

2i 〈k; ξ〉
, ∀k ∈ Zd \ {0} , ξ ∈ Rd ,

(4.1.3)

so that the corresponding function g would turn out to be singular at the

dense subset ⋃
k∈Zd\{0}

{
ξ ∈ Rd : 〈k; ξ〉 = 0

}
.
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In classical mechanics it is well known how to solve this problem: first take

advantage of the decay of |V̂k| with ‖k‖ in order to restrict the union to a

finite subset of Zd, and then remove from the phase space a neighborhood of

the so obtained set.

Since in our case the small parameter is 〈ξ〉−1, and we are in a C∞ context,

so that |V̂k(ξ)| decays faster then any inverse power of ‖k‖, we can proceed

as follows: we fix some ε > 0 and define

g(x, ξ) :=
∑

0<‖k‖<〈ξ〉ε

V̂k(ξ)

2i 〈k; ξ〉
eik·x , (4.1.4)

but only on the set{
ξ ∈ Rd : | 〈k; ξ〉 | > µ

‖k‖τ
, ∀k ∈ Zd, 0 < ‖k‖ < N = 〈ξ〉ε ,

}
. (4.1.5)

However, even if g is well defined and smooth on the set (4.1.5), this choice

still has a problem: g does not decay as 〈ξ〉 → ∞, since the k-th term of the

sum (4.1.4) decays only in the direction k. The last remark for the classical

case is that in the domain |〈k; ξ〉| ≥ C〈ξ〉δ, with some δ > 0, the k-th term

at r.h.s. of (4.1.4) decays as 〈ξ〉−δ. This leads to the choice

µ = 〈ξ〉δ

in the formula (4.1.5). Thus the function g that we use is actually of the

form

g(x, ξ) :=
∑

0<‖k‖<〈ξ〉ε

V̂k(ξ)

2i 〈k; ξ〉
χ

(
〈ξ; k〉
〈ξ〉δ‖k‖−τ

)
eik·x ,

where χ(t) is a smooth cut-off function supported where |t| ≥ 1. Finally, we

observe that if we restrict to

Ω(0) :=
{
ξ ∈ Rd : | 〈k; ξ〉 | > 〈ξ〉

δ

‖k‖τ
, ∀k ∈ Zd, 0 < ‖k‖ < 〈ξ〉ε

}
, (4.1.6)

then the contributions from all the terms V̂k(ξ) with k 6= 0 can be eliminated.

This is the classical procedure that we quantize. As usual in semiclassical

normal form theory, the main remark is that, if g ∈ Sm,δ is a real valued

symbol with m < δ and G = Opw(g), then e−iG is unitary, the operator

eiGHe−iG is pseudodifferential and is given by

eiGHe−iG = −∆− i[−∆, G] + V + l.h.t.
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whose symbol has the form

|ξ|2 + {‖ξ‖2; g}M + V + l.h.t. ,

where {‖ξ‖2; g}M is the Moyal bracket, namely the symbol of the operator

−i[−∆, G] (see its definition in (C.2.6) of Appendix C). Furthermore, since

‖ξ‖2 is quadratic, as stated in Lemma C.2.5 the Moyal bracket coincides with

the Poisson bracket, so the function g constructed in (4.1.4) is suitable (after

localization) in order to perform the semiclassical normal form of H.

Using OpW g in order to transform H and iterating the procedure, we

conjugate H to an operator with symbol

‖ξ‖2 + z(ξ) + z(res)(x, ξ) +O(‖ξ‖−N) , (4.1.7)

with some arbitrarily large N . Here z(res) is a symbol localized in the com-

plement of Ω(0).

As a last step, we exploit the equivalence between Weyl quantization and

classical quantization in order to show that the operator obtained by quan-

tizing (4.1.7) acts on eix·ξ with ξ ∈ Zd∩Ω(0) as a multiplication by ‖ξ‖2 +z(ξ)

plus an operator which is smoothing of order N . Thus eiξ·x is a quasimode

for the quantization of (4.1.7) and Item (i) of Theorem 4.0.1 follows, at least

in the case of Sturm-Liouville type operators. The case of a general flat

torus with Floquet boundary conditions is totally analogous to the case just

considered, up to replacing ξ with ξ + κ, and the case where the main op-

erator is ‖ξ + κ‖M is easily obtained by just remarking that the resonant

zones of ‖ξ + κ‖M are the same as those of ‖ξ + κ‖2. The proof of Item

(ii) requires instead to refine the standard quasi-mode argument, in order to

guarantee that to the quasi-eigenfunctions eiξ1·x, . . . , eiξK ·x correspond eigen-

values λξ1 , . . . , λξK of multiplicity K in the spectrum of H. The argument we

develop is based on the fact that is possible to group the eigenvalues of the

Laplacian into clusters, whose separation properties and sizes are estimated

using Weyl’s law. Once one has done this, it remains to apply our refined

quasi-mode argument separately in each one of these clusters.

4.2 The normal form theorem and its proof

In this section we state and prove the normal form result lying at the basis

of the proof of Theorem 4.0.1. We will use the constant ρ defined by eq.
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(4.0.3), we fix γ s.t.

0 < 2γ <
√
c = inf

x 6=y∈Zd
‖x− y‖ (4.2.1)

(recall definition (3.1.8) of Chapter 3), δ, ε, τ > 0 such that

0 < ε(τ + 1) + δ < 1 , τ > d , (4.2.2)

and we define

Ω :=

{
ξ ∈ Rd

∣∣∣∣ |〈k; ξ + κ〉| > 〈ξ + κ〉δ

|k|τ
∀k ∈ Zd, 0 < |k| < 〈ξ + κ〉ε

}
.

(4.2.3)

Theorem 4.2.1 (Normal form result). Let e > 0 and let δ, ρ be two constants

satisfying (4.0.2), (4.0.3). Then there exists a sequence of self-adjoint opera-

tors {Gn}n≥1 with Gn = OpW (gn) ∈ OPS2−e−δ−nρ,δ for any n ≥ 1, such that

for any integer n ≥ 1, the operator

Un := eiGn ◦ . . . ◦ eiG1 (4.2.4)

conjugates H to a pseudodifferential operator Hn with symbol hn of the form

hn = h0 + z(n) + vn , (4.2.5)

where

h0(ξ) = ‖ξ + κ‖M ∀ξ ∈ Zd, (4.2.6)

vn ∈ SM−e−nρ,δ,

and z(n) ∈ SM−e,δ has the following properties: z(n) = [z(n)] + z(n,res), where

z(n,res)(x, ξ) = 0 ∀ξ ∈ Ω,

[z(n)] is independent of x and for any integer j ≥ 0 there exists a symbol

zj ∈ SM−e−ρj,δ such that

[z(n)](ξ) =
n−1∑
j=0

zj(ξ) . (4.2.7)

Furthermore, for any n ∈ N the seminorms of the symbols [z(n)], z(n,res), vn,

gn only depend on the family of seminorms of V (in the sense of Definition

3.2.8), on n, d, c, and on the parameters δ, ε, τ involved in the definition of

Ω.

Finally, if κ = 0 and V is even in ξ, then the same is true for vn and zn,

whereas g1, . . . , gn are odd functions in ξ.
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The rest of the section is split into few subsections and is devoted to the

proof of this Theorem.

4.2.1 Localizing on non-resonant regions: cut-offs

Let us consider an even cut-off function χ ∈ C∞c (R) such that supp(χ) ⊆
[−1, 1], 0 ≤ χ ≤ 1 and χ(t) = 1 for any t ∈ [−1

2
, 1

2
]. With its help we define,

for any k ∈ Zd,

χk(ξ) := χ
(2‖k‖τ 〈ξ + κ; k〉

〈ξ + κ〉δ
)
,

ηk(ξ) :=
1

〈ξ + κ; k〉
(1− χk(ξ)) ,

χ̃k(ξ) := χ

(
‖k‖
〈ξ + κ〉ε

)
.

(4.2.8)

Given m ∈ R, δ > 0, a ∈ Sm,δ, we define

[a](ξ) :=
1

µg(Td)

∫
Td
a(x, ξ) dµg(x) ,

a(res)(x, ξ) :=
∑

k∈Zd\{0}

χk(ξ)χ̃k(ξ)âk(ξ)e
ik·x ,

a(nr)(x, ξ) :=
∑

k∈Zd\{0}

(1− χk(ξ))χ̃k(ξ)âk(ξ)eik·x ,

a(S)(x, ξ) :=
∑

k∈Zd\{0}

(1− χ̃k(ξ))âk(ξ)eik·x ,

(4.2.9)

so that one has

a = [a] + a(nr) + a(res) + a(S) . (4.2.10)

Lemma 4.2.2. Let a ∈ Sm,δ. Then [a] , a(nr) , a(res) ∈ Sm,δ and a(S) ∈ S−∞,δ ,
and the families of the seminorms of the symbols [a], a(nr), a(res), a(S) only de-

pend on the seminorms of a, on d, on c and on the parameters δ, ε, τ . More-

over, in the periodic case κ = 0, if a is even in ξ, namely a(x, ξ) = a(x,−ξ)
for all (x, ξ) ∈ Td × Rd, then a(nr), a(res), [a] and a(S) are even in ξ too.

The following result follows by a direct computation and is useful to prove

Lemma 4.2.2.

Lemma 4.2.3. Let c > 0. For any N ∈ N one has∥∥dNξ (〈ξ + κ〉−c
)∥∥ .c,N 〈ξ + κ〉−c−N .
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Proof. Fix a set of coordinates {ξ1, . . . , ξd}. Then one has that, for all j = 1, . . . , d ,

∂ξj
(
〈ξ + κ〉−c

)
= (−c)

d∑
i=1

〈ξ + κ〉−c−2gij (ξi + κi) .

Thus, if h ∈ Rd is such that ‖h‖ = 1 , one has∣∣dξ (〈ξ〉−c) [h]
∣∣ =

∣∣(−c)〈ξ + κ〉−c−2 〈ξ + κ;h〉
∣∣

≤ c〈ξ + κ〉−c−2‖ξ + κ‖‖h‖
≤ c〈ξ + κ〉−c−1 .

The estimates of higher order differentials follows arguing in analogous way.

Proof of Lemma 4.2.2. : The statement about [a] is immediate. We start

with proving the thesis for a(nr) . To this aim, we observe that for any h ∈ Rd

dξ (〈ξ + κ; k〉) [h] = 〈k;h〉 ,

and that dNξ (〈ξ + κ; k〉) = 0 for all N > 1 ; this, together with Lemma 4.2.3,

enables to prove that for any k ∈ Zd\{0} and for any N ∈ N one has∥∥∥∥dNξ (‖k‖τ 〈ξ + κ; k〉
〈ξ + κ〉δ

)∥∥∥∥ .N,δ ‖k‖τ+1〈ξ + κ〉−δ−(N−1) ,

hence, being δ < 1,∥∥∥∥dNξ (‖k‖τ 〈ξ + κ; k〉
〈ξ + κ〉δ

)∥∥∥∥ .N,δ ‖k‖τ+1〈ξ + κ〉−Nδ . (4.2.11)

Applying again Lemma 4.2.3 and recalling δ < 1, analogously one gets that∥∥∥∥dNξ ( ‖k‖
〈ξ + κ〉ε

)∥∥∥∥ .N,ε ‖k‖〈ξ + κ〉−ε−(N−1) .N,ε ‖k‖〈ξ + κ〉−δN . (4.2.12)

Recall the definition of χk and χ̃k as in (4.2.8): by (4.2.11) and (4.2.12),

since χ is a smooth and compactly supported function, one gets that for any

N ∈ N and ξ ∈ Rd one has∥∥dNξ (χk(ξ))
∥∥ .N,δ,ε ‖k‖N(τ+1)〈ξ + κ〉−δN ,∥∥dNξ (χ̃k(ξ))
∥∥ .N,δ,ε ‖k‖N〈ξ + κ〉−δN .

(4.2.13)
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In order to show that a(nr) is a symbol of order m, we use Lemma C.1.1

of Appendix C to estimate its seminorms in terms of the seminorms of the

symbol a. Let indeed {C ′N1,N2
(a))}N1,N2∈N be as in (C.1.1): by Lemma C.1.1,

for any k ∈ Zd and ξ ∈ Rd one has∥∥dN2
ξ âk(ξ)

∥∥ ≤ C ′N1,N2
(a)〈k〉−N1〈ξ + κ〉m−δN2 , ∀N1, N2 ∈ N .

Thus, by (4.2.13), one gets that, for any N1, N
′
1 and N2 ∈ N and for all

ξ ∈ Rd and k ∈ Zd,∥∥dN2
ξ (âk(ξ) (1− χk(ξ)) χ̃k(ξ))

∥∥ .N2,δ,ε C
′
N ′1,N2

〈ξ + κ〉m−δN2‖k‖N2(τ+2)〈k〉−N ′1
(4.2.14)

thus, choosing N ′1 = N1 + dN2(τ + 2)e , one gets

C ′N1,N2

(
a(nr)

)
.N1,N2,δ,ε C

′
N ′1,N2

(a) . (4.2.15)

The estimate about a(res) follows analogously. Concerning a(S) , we apply

estimate (4.2.13) to deduce that for any N ′1 and N2 ∈ N and for all ξ ∈ Rd

and k ∈ Zd one has∥∥dN2
ξ (âk(ξ) (1− χ̃k(ξ)))

∥∥ .N2,δ,ε C
′
N ′1,N2

(a)〈ξ + κ〉m−δN2‖k‖N2〈k〉−N ′1 .

Since, by definition of χ̃k , the function 1− χ̃k(ξ) and its N2−th order differ-

entials dN2
ξ (1− χ̃k(ξ)) for all N2 are supported where

‖k‖ ≥ 〈ξ + κ〉ε

2

(see (4.2.8)), for any N ′1, N2 and K ∈ N one also has∥∥dN2
ξ (âk(ξ) (1− χ̃k(ξ)))

∥∥ .N2,δ,ε C
′
N ′1,N2

(a)〈ξ + κ〉−K〈k〉−(N ′1−N2−(K−m−δN2)ε−1) .

Choosing N ′1 = N1 +N2 + d(K −m− δN2)εe, this entails∥∥dN2
ξ (âk(ξ) (1− χ̃k(ξ)))

∥∥ .N2,δ,ε C
′
N ′1,N2

(a)〈ξ + κ〉−K〈k〉−N1

for any K,N1, N2 ∈ N . By Lemma C.1.1, this proves that a(S) ∈ S−K,δ for

any K ∈ N, with constants {C ′N1,N2
(a(S))}N1,N2∈N such that

C ′N1,N2

(
a(S)
)
.N1,N2,δ,ε C

′
N ′1,N2

(a) . (4.2.16)
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We come to the normal form procedure. First, in order to regularize the

possible singularity at −κ of the derivatives, we substitute ‖ξ + κ‖M with

h0(ξ) := ψ (ξ) ‖ξ + κ‖M , (4.2.17)

where ψ(ξ) = ψ̃(‖ξ + κ‖2), and ψ̃ ∈ C∞(R) is an even cut-off function with

the following properties: 0 ≤ ψ̃ ≤ 1, ψ̃(t) = 0 for any t such that |t| ≤ γ2
? ,

and ψ̃(t) = 1 for any |t| ≥ (2γ?)
2, and γ? ∈ R+ is defined as follows:

γ? := inf
{

1
2
dist(−κ,Zd) , γ

}
if κ /∈ Zd ,

γ? := γ if κ ∈ Zd ,

with γ the constant defined in (4.2.1).

Remark 4.2.4. If h0 is defined as in (4.2.17), for any function u ∈ L2(Td)
one has that

OpW (h0)[u](x) =
∑
ξ∈Zd
‖ξ + κ‖M ûξeiξ·x .

Remark 4.2.5. Since the differentials of ψ at any order are different from

0 only for ‖ξ + κ‖ < 2γ? < 2γ <
√
c, for any N ∈ N and M ′ ∈ R, a direct

computation shows that∥∥∥dNξ (ψ(ξ)‖ξ + κ‖M ′
)∥∥∥ .N,c ‖ξ + κ‖M

′−N , ∀ξ ∈ Rd . (4.2.18)

In particular, taking M ′ = M , one has∥∥dNξ h0(ξ)
∥∥ .N,c ‖ξ + κ‖M−N , ∀ξ ∈ Rd . (4.2.19)

4.2.2 The normal form construction

Then, given a ∈ Sm,δ, consider

g(x, ξ) :=
∑

k∈Zd\{0}

ψ(ξ)χ̃k(ξ) ‖ξ + κ‖2−M (−i)

M
ηk(ξ)âk(ξ)e

ik·x , (4.2.20)

where we recall the definitions given in (4.2.8) . The following Lemma is

easily seen to hold:

Lemma 4.2.6. The symbol g defined in (4.2.20) belongs to class S2+m−M−δ,δ,

and the family of its seminorms only depends on the family of the seminorms

of the symbol a , and on d, δ, ε, τ, c. Moreover, g satisfies{
h0; g

}
+ a(nr) ∈ S−∞,δ (4.2.21)

and in the case κ = 0, if a is even in ξ, then g is odd.
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Proof. Recall the definition of h0 in (4.2.17). Since the cut-off function ψ is

a smooth function with compact support, one has that ∇ξ(ψ(ξ)‖ξ+ κ‖M) =

M‖ξ + κ‖M−2ξψ(ξ) + S−∞,δ. Therefore{
h0; g

}
(x, ξ) = −M‖ξ + κ‖M−2ψ(ξ) 〈ξ;∇xg(x, ξ)〉+ S−∞,δ . (4.2.22)

In order to solve the equation (4.2.21), it is enough to solve

−M‖ξ + κ‖M−2ψ(ξ) 〈ξ;∇xg〉+ a(nr) ∈ S−∞,δ . (4.2.23)

Recalling the definition of a(nr) given in (4.2.9) and the definitions given

in (4.2.8), a solution of the equation (4.2.23) is then given by g defined in

(4.2.20). It remains to prove that g as in (4.2.20) is a symbol. This is proved

arguing as in Lemma 4.2.2. In particular, one observes that for any N ∈ N∥∥∥∥dNξ ( 1

〈ξ + κ; k〉

)∥∥∥∥ .N
‖k‖N

| 〈ξ + κ; k〉 |N+1
,

and that, by definition of the function χk , (1− χk(ξ)) and all its N−th order

differentials dNξ (1− χk) are supported where

| 〈ξ + κ; k〉 | ≥ 〈ξ + κ〉δ

2
.

Combining the above estimates with the first of (4.2.13), an explicit calcu-

lation then enables to deduce that, for any N ∈ N,∥∥dNξ ηk(ξ)∥∥ .N,δ,ε ‖k‖τ(N+1)+N〈ξ + κ〉−Nδ . (4.2.24)

This, arguing as to obtain the estimate (4.2.14) exhibited in the proof of

Lemma 4.2.2 and recalling Remark 4.2.5, implies that for any N1, N
′
1 and

N2 ∈ N

‖dN2
ξ ĝk(ξ)‖ .N2,κ,c C

′
N ′1,N2

(a)〈ξ + κ〉2−M+m−δ−δN2〈k〉−(N ′1−N2(τ+3)) ,

which, choosing N ′1 = N1 + (3 + τ)N2, gives the thesis. Finally, if κ = 0 and

a is even in ξ, using that χ̃k and ψ are even and ηk is odd, one gets that g is

odd in ξ and the proof is concluded.

Remark 4.2.7. The regularization function ψ has been introduced in order

to ensure that g as in (4.2.20) is actually a symbol, due to the presence of

the term ‖ξ + κ‖M−2. If M = 2, there is no need to introduce it, thus one

simply has

g(x, ξ) =
∑

k∈Zd\{0}

χ̃k(ξ)
(1− χk(ξ))
2i 〈ξ + κ; k〉

âk(ξ)e
ik·x . (4.2.25)
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Proof of Theorem 4.2.1. We describe the induction step of the normal

form procedure which allows to prove Theorem 4.2.1. Let 0 ≤ j < n

and assume that Hj = OpW (hj) has the form given in (4.2.5), namely

zj = [zj] + z
(res)
j ∈ SM−e,δ and vj ∈ SM−e−jρ,δ. Suppose furthermore that vj

has the form vj = v1,j +v2,j, with v2,j ∈ SM−e−nρ,δ, and in the case with sym-

metry, assume that zj and v1,j are even in ξ. Notice that such an inductive

hypothesis is immediately verified for j = 0, with v1,0 = v and z0 = v2,0 = 0.

By Lemma 4.2.6, there exists a solution

gj+1 ∈ S2−e−δ−jρ,δ (4.2.26)

of the homological equation{
h0; gj+1

}
+ v

(nr)
1,j ∈ S−∞,δ . (4.2.27)

Moreover since the symbol v1,j is real valued, then also the symbol v
(nr)
1,j

is real valued and therefore gj+1 is real valued too. Then, if we define

Gj+1 := OpW
(
gj+1

)
, Gj+1 is self-adjoint, since the symbol gj+1 is real val-

ued. Since, by (4.0.2), δ > 1 − e
4
> 1 − e

2
, one obtains that gj+1 is a

symbol of order 2− e− δ − jρ < δ < 1. Hence by Lemma C.2.6 of Appendix

C, eiGj , e−iGj are well defined linear operators in B(Hs) for any s ≥ 0 and

Hj+1 = OpW (hj+1) = eiGj+1Hje
−iGj+1 ∈ OPS M,δ. Furthermore, by (C.2.12)

of Lemma C.2.6, (with a = hj, g = gj+1, m = M , η = 2− e− δ − nρ), hj+1

admits the expansion

hj+1 = hj + {hj; gj+1}M + SM+4−2e−4δ−2jρ,δ .

By the definition of ρ (see (4.0.3)), one gets that M + 4 − 2e − 4δ − 2jρ ≤
M − e− (j + 1)ρ, implying that SM+4−2e−4δ−2jρ,δ ⊆ SM−e−(j+1)ρ,δ. Hence

hj+1 = hj + {hj; gj+1}M + SM−e−(j+1)ρ,δ . (4.2.28)

Moreover, recalling that hj = h0 + zj + v1,j + v2,j and splitting the symbol

v1,j according to (4.2.9), one has

hj + {hj; gj+1}M = h0 + zj + [v1,j] + v
(res)
1,j +

(
v

(nr)
1,j +

{
h0; gj+1

})
+ {zj; gj+1}M + {vj; gj+1}M
+
{
h0; gj+1

}
M −

{
h0; gj+1

}
+ v2,j + v

(S)
1,j .

(4.2.29)
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We now estimate all the remainder terms in the left hand side of (4.2.29)

one by one. Since zj ∈ SM−e,δ, v1,j ∈ SM−e−jρ,δ ⊆ SM−e,δ, and by (4.2.26)

gj+1 ∈ S2−e−δ−jρ,δ, one gets

{zj + vj; gj+1}M ∈ S
M−e−jρ−(2δ+e−2),δ .

Furthermore, if M = 2, by (C.2.8) of Lemma C.2.5 of Appendix C one has{
h0; gj+1

}
M =

{
h0; gj+1

}
,

while for all other values of M (C.2.6) of the same Lemma C.2.5 implies{
h0; gj+1

}
M −

{
h0; gj+1

}
∈ SM−e−jρ−(4δ−2),δ .

Thus, by definition of ρ as in (4.0.3), it follows that {zj + vj; gj+1}M ∈
SM−e−(j+1)ρ,δ and {h0; gj+1}M−{h

0; gj+1} ∈ SM−e−(j+1)ρ,δ. Since v2,j ∈ SMe−nρ,δ

and v
(S)
1,j ∈ S−∞,δ by Lemma 4.2.2, (4.2.28), (4.2.29) imply that

hj+1 = h0 + zj+1 + vj+1 , vj+1 ∈ SM−e−(j+1)ρ,δ

where

zj+1 := [zj+1] + z
(res)
j+1 ,

[zj+1] := [zj] + [v1,j] , z
(res)
j+1 := z

(res)
j + v

(res)
1,j .

The expansions (4.2.5), (4.2.7) are then proved at the step j + 1. In the

case without symmetry, it is sufficient to set v2,j+1 = v2,j + v
(S)
1,j and v1,j+1 =

vj+1−v2,j+1. On the contrary, if κ = 0 and v1,j, zj are even in ξ, then Lemma

4.2.6 implies that gj+1 is odd in ξ. Thus by Lemma C.2.6 and Remark C.2.7

of Appendix C, the decomposition of hj+1 given by (4.2.28) is of the form

hj+1 = hj + {hj; gj+1}M + ṽ1,j+1 + ṽ2,j+1 ,

with ṽ1,j+1 ∈ SM−e−(j+1)ρ,δ still even and ṽ2,j+1 ∈ SM−e−nρ,δ . Then the in-

ductive step is verified, setting v2,j+1 = v2,j + ṽ2,j+1.

We finally observe that, by Lemma 4.2.6, Lemma 4.2.2, Lemma C.2.5 and

Lemma C.2.6, for all j ≥ 0 the families of seminorms of [z(j+1)], z(j+1,res), vj+1

and gj+1 only depend on the families of seminorms of [z(j)], z(j,res), vj, and in

the case j = 0 the family of seminorms of [z(0)] = [v], z(0,res) = v(res) and

v0 = v depends again only on the family of seminorms of v, due to the same

Lemmas 4.2.6 and 4.2.2.
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4.2.3 Measure estimates of the non resonant set

In this section we prove that the non resonant set Ω introduced in Theorem

4.0.1 is of density one at infinity. Recall the definition of Ω as

Ω :=

{
ξ ∈ Rd

∣∣∣∣ |〈k; ξ + κ〉| > 〈ξ + κ〉δ

‖k‖τ
∀k ∈ Zd, 0 < ‖k‖ < 〈ξ + κ〉ε

}
according to Definition (4.2.3). In particular, we prove the following:

Proposition 4.2.8. Assume ε ≤ δ
1+τ

, τ > d. Then there exists R0 > 0 such

that, for any R ≥ R0, one has

1− ](Ω ∩ Zd ∩BR(0))

](Zd ∩BR(0))
= O(Rδ−1) . (4.2.30)

Given a (measurable) set A, and a positive parameter r we will denote

Ar :=
⋃
x∈A

Br(x) . (4.2.31)

We start by a few remarks that will be useful in order to estimate the

cardinality of Ω ∩ Zd.

Remark 4.2.9. There exists a constant C s.t.

](Zd ∩BR) ≥ CRd .

Remark 4.2.10. Let E = {x1, . . . , xN} ⊂ Rd, be a finite subset and for

r :=
√
c

2
, consider the set Er (defined according to (4.2.31)). Then

N ≡ ]E =
|Er|
|Br(0)|

=
|Er|

|B1(0)| rd
.

Recall the definition of r as in (4.2.1); clearly, one has that for any ξ0 ∈ Zd,
Br(ξ0) ∩ (Zd \ {ξ0}) = ∅.

Remark 4.2.11. Given a measurable set, A, we have

](A ∩ Zd) ≤ |Ar|
|Br(0)|

. (4.2.32)

Remark 4.2.12. By the above remark one also has

](Zd ∩BR(0)) . Rd . (4.2.33)
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Let

Ω(R) := Ω ∩BR and Ω(R,c) := BR \ Ω(R) ; (4.2.34)

In order to estimate the cardinality of Ω(R,c) ∩ Zd we estimate the measure

of Ω
(R,c)
r . To this end we remark that the following holds:

Lemma 4.2.13. Assume ε ≤ δ
1+τ

. There exist positive constant C and R0,

depending on ε, δ, τ, c, such that for all R ≥ R0

Ω(R,c)
r ⊂

⋃
0<‖k‖<CRε

Ãk , Ãk :=
{
ξ ∈ B2R : | 〈ξ; k〉 | < CRδ

‖k‖τ
}
r
, (4.2.35)

where Ω
(R,c)
r is the extension of Ω(R,c) according to (4.2.31).

Proof. If ξ ∈ Ω(R,c), there exists k ∈ Zd, 0 < ‖k‖ < 〈ξ + κ〉ε, such that

| 〈ξ + κ; k〉 | ≤ 〈ξ + κ〉δ‖k‖−τ . As stated in Remark C.1.2 of Appendix C,

there exists a positive constant Cε, depending only on ε, such that

‖k‖ ≤ 〈ξ + κ〉ε ≤ Cε (〈ξ〉ε + ‖κ‖ε) ≤ 2CεR
ε , (4.2.36)

and again by Remark C.1.2, there exists a positive constant Cδ depending

only on δ such that

| 〈ξ + κ; k〉 | ≤ 〈ξ + κ〉δ‖k‖−τ ≤ Cδ
(
〈ξ〉δ + ‖k‖δ

)
‖k‖−τ ≤ 2CδR

δ‖k‖−τ .

Let then ξ′ ∈ Ω
(R,c)
r and let ξ ∈ Ω(R,c) and h ∈ Rd, ‖h‖ ≤ r, be such that

ξ′ = ξ + h . Then ‖ξ′‖ ≤ ‖ξ‖+ ‖h‖ ≤ 2R, if R ≥ r, and one observes that

| 〈ξ′; k〉 | ≤ | 〈ξ + κ; k〉 |+ | 〈h; k〉 |+ | 〈κ; k〉 |
≤
(
4γCδR

δ + (‖κ‖+ ‖h‖) ‖k‖τ+1
)
‖k‖−τ

≤
(
4γCδ + (2Cε)

τ+1)Rδ‖k‖−τ ,

since ‖k‖τ+1 ≤ (2Cε)
τ+1Rε(τ+1) due to equation (4.2.36), and ‖κ‖ ≤ Rδ−ε(τ+1)

provided R ≥ R0 = ‖κ‖1/(δ−ε(τ+1)).

Then the thesis follows, taking C = max{2Cε, 4γCδ + (2Cε)
τ+1} .

Proposition 4.2.14. Assume ε ≤ δ
1+τ

, τ > d and R > R0, with R0 as in

Lemma 4.2.13. Then there exists a positive constant C ′ such that∣∣Ω(R,c)
r

∣∣ ≤ C ′Rd+δ−1 . (4.2.37)
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Proof. The proof is standard, we give it here for the sake of completeness.

Since Ãk as defined in (4.2.35) is the intersection of a layer of thickness

C‖k‖Rδ/ ‖k‖τ with a sphere of radius 2R, we have∣∣∣Ãk∣∣∣ . Rδ

‖k‖τ+1R
d−1 ,

thus, having fixed some large R1, we have∣∣∣∣∣∣
⋃

‖k‖≤CRε
Ãk

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
⋃

k∈Zd\{0}

Ãk

∣∣∣∣∣∣ ≤
∑

k∈Zd\{0}

∣∣∣Ãk∣∣∣
.

∑
k∈Zd\{0}

Rδ

‖k‖τ+1R
d−1 . Rδ+d−1

+∞∑
l=0

∑
lR1<‖k‖≤(l+1)R1

1

‖k‖τ

. Rδ+d−1

 ∑
0<‖k‖≤R1

1

‖k‖τ
+

+∞∑
l=1

∑
lR1<‖k‖≤(l+1)R1

1

(lR1)τ

 . (4.2.38)

Exploiting again Remark 4.2.11, we get, for l ≥ 1,

][(B(l+1)R1 \BlR1) ∩ Zd] .
∣∣B(l+1)R1 \BlR1

∣∣ . ld−1Rd
1 ,

and thus, recalling τ−(d−1) > 1, the bracket at r.h.s. of (4.2.38) is bounded

by a constant and the proposition holds.

We finally show the following

Proposition 4.2.15. Let R0 as in Lemma 4.2.13. For any R ≥ R0, one has

that
]
(

Ω ∩BR ∩ Zd
)

]
(
BR ∩ Zd

) = 1−O(Rδ−1) . (4.2.39)

As a consequence, since 0 < δ < 1,

lim
R→+∞

]
(

Ω ∩BR ∩ Zd
)

]
(
BR ∩ Zd

) = 1 .

Proof. By recalling the formula (4.2.34), one has that

]
(

Ω ∩BR ∩ Zd
)

= ]
(

Ω(R) ∩ Zd
)

= ]
(
BR ∩ Zd

)
− ]
(

Ω(R,c) ∩ Zd
)
. (4.2.40)
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By Remark 4.2.11 and Lemma 4.2.14, one obtains that

]
(

Ω(R,c) ∩ Zd
)
. Rd+δ−1

and therefore, using Remark 4.2.33 and the formula (4.2.40), one obtains the

claimed estimate (4.2.39).

4.2.4 Comparison of our normal form with [PS10, PS12]

We now briefly recall the analogous normal form constructions of [PS10,

PS12]. In such papers, the authors work separately in annuli Aρ of Rd; more

precisely, they fix a positive parameter ρ� 1 and consider

Aρ = {ξ ∈ Rd | ‖ξ‖2 ∈ [ρ2 − 20‖V ‖ , ρ2 + 20‖V ‖]} . (4.2.41)

(Here for concreteness we refer to the construction performed in [PS10]; the

one of [PS12] is analogous, but with a different choice of the parameters

involved in the construction.) Then, the normal form is performed in each

annulus: precisely, their non-resonant set is

Ω̃(0) :=
{
ξ ∈ Aρ : | 〈k; ξ〉 | > µ̃, ∀k ∈ Zd, 0 < ‖k‖ < Ñ

}
, (4.2.42)

with

µ̃ = ‖k‖ρα , (4.2.43)

for some positive parameter α ∈ (0, 1
3
). Note that in [PS10, PS12] µ̃ = µ̃ρ

and Ñ = Ñρ depend on the parameter ρ only, whereas in the definition of

the non-resonant set that we use (see (4.1.6)) µ and N are smooth functions

of ξ.

As a result, in [PS10, PS12] for any ρ one conjugates the operator H to a

new operator with a symbol

‖ξ‖2 + zρ(ξ) + z(res)
ρ (x, ξ) + rρ(x, ξ) ,

where rρ(x, ξ) has a small size, but only for ξ ∈ Aρ. Of course, this implies

that such normal form requires a localization on the annulus Aρ, in order to

be able to consider Op (rρ) as a remainder term. Instead, in our construction

the choice µ = 〈ξ〉δ , N = 〈ξ〉ε enables to avoid localization in annuli, and

the normal form that we obtain is valid on the whole space L2(Td).
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4.3 Theorem 4.0.1: proof of Item (i)

The estimate (4.0.5) about the density one set Ω follows by Proposition

4.2.15. We start with proving Item (i): as anticipated in Section 4.1, this is

done by showing that for ξ ∈ Ω, eiξ·x is a quasimode for Hn.

By the normal form Theorem 4.2.1, for any n ∈ N, there exists a unitary

map Un ∈ B(Hs) for any s ≥ 0 such that the Hn = OpW (hn) = UnHU−1
n

satisfies the expansion given in (4.2.5), namely

hn = h0 + [zn] + z(res)
n + vn

with [zn], z
(res)
n ∈ SM−e,δ, vn ∈ SM−e−ρn,δ and supp(z

(res)
n ) ∩Ω = ∅. By apply-

ing Lemma C.2.1 and Remark C.2.2 of Appendix C, which relate classical and

Weyl quantization of a symbol, one deduces that there exist z̃
(res)
n ∈ SM−e,δ,

ṽn ∈ SM−e−ρn,δ and w̃n ∈ S−∞,δ such that

OpW (z(res)
n ) = Opcl (z̃(res)

n ) +Opcl (w̃n), OpW (vn) = Opcl (ṽn),

supp(z̃(res)
n ) = supp(z(res)

n ) ⊆ Rd \ Ω.
(4.3.1)

Therefore, given ξ ∈ Ω ∩ Zd, one gets

Opcl (z̃(res)
n )[eiξ·x] = 0 (4.3.2)

since due to the second equation of (4.3.1) z̃
(res)
n (x, ξ) = 0 for any ξ ∈ Ω.

Moreover, since in particular ṽn, w̃n ∈ SM−e−ρn,δ, one has that

Opcl (w̃n)[eiξ·x] +OpW (vn)[eiξ·x] = Opcl (w̃n)[eiξ·x] +Opcl (ṽn)[eiξ·x]

= (w̃n(x, ξ) + ṽn(x, ξ)) eiξ·x

= O(〈ξ + κ〉M−e−ρn) .

(4.3.3)

Hence (4.3.1)-(4.3.3) imply that for any ξ ∈ Ω ∩ Zd

Hn[eiξ·x] = λn(ξ)eiξ·x +O(〈ξ + κ〉M−e−ρn) ,

λn(ξ) := ‖ξ + κ‖M + [zn](ξ) .
(4.3.4)

Then the existence of one eigenvalue O(〈ξ+κ〉M−e−ρn) close to λn(ξ) follows

by the standard quasimode argument, and this concludes the proof of Item

(i).

Finally remark that, defining ϕn,ξ := U−1
n [eix·ξ], it is a quasimode for the

original Hamiltonian. Indeed one has

H0ϕn,ξ = U−1
n HnUn[ϕn,ξ] = λn(ξ)ϕn,ξ +O(〈ξ + κ〉M−e−ρn) .
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4.4 End of the proof: a refined quasi-mode

argument

In order to conclude the proof of Theorem 4.0.1, we need a refined version

of the standard quasi-mode argument. The situation of double eigenval-

ues, which is actually sufficient to prove Item (iii) of our Theorem 4.0.1,

was studied for instance in [BKP15]. According to Proposition 5.1, state-

ment (ii) of that paper, in such a case the result follows from the fact

that 〈eiξ·x, eiξ′·x〉L2 = 0. Here we give a generalization of Proposition 5.1

of [BKP15] that is suitable to deal with the case of higher multiplicities, and

that enables us to prove Item (ii):

Proposition 4.4.1. Let A a self-adjoint operator on a Hilbert space H and

suppose that there exist K ∈ N, µ1 ≤ · · · ≤ µK ∈ R and ψ1, . . . , ψK ∈ H
such that the following holds:

〈ψk, ψl〉 = δk,l ∀k, l = 1, . . . , K (4.4.1)

and, given

ε := max
j=1,...,K

{‖Aψj − µjψj‖L2} , (4.4.2)

D ∈ R+ is such that

D2 ≥ 16

π
K2ε (|µK − µ1|+D) . (4.4.3)

Then there exist at least K eigenvalues of A lying in the interval

I = (−D + µ1, µK +D) .

Proof. Suppose by contradiction that there are K ′ < K eigenvalues of A

contained inside the interval I. Then in particular there are less than K ′ < K

eigenvalues of A inside the intervals

I+ =

(
µK +

D

2
, µK +D

)
, I− =

(
µ1 −D, µ1 −

D

2

)
.

Since I+ has length D
2

, there exists at least one interval J+ ⊂ I+ such that

|J+| ≥ D
2K

which contains no eigenvalues of A, analogously for I− : there

exists at least an interval J− ⊂ I− containing no eigenvalues of A and having

length |J−| ≥ D
2K

. Consider then a square closed path γ in the complex
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plane intersecting the real axis at the middle points of J+ and J− . Again

by the contradictory assumption, there are less than K eigenvalues of A in

the segment of the real axis contained inside γ.

Furthermore, by construction

dist (γ, σ(A)) ≥ D

4K
, (4.4.4)

and

dist (γ, {µj}) ≥
D

2
∀j . (4.4.5)

Moreover, the length `(γ) of γ fulfills

`(γ) ≤ 4|I| < 4(2D + |µK − µ1|) . (4.4.6)

Denote by R(z) = (A− zI)−1 the resolvent of A: then if P is the projection

operator on the eigenspace corresponding to the eigenvalues of A contained

inside γ (which is not empty, due to the standard quasi-mode argument),

one has

P =
1

2πi

∫
γ

R(z) dz ,

and for all j and for any z ∈ C, by the identity

ψj = (zI−A)−1(zI−A)ψj = (zI−A)−1(z − µj)ψj + (zI−A)−1(µjI−A)ψj

one obtains

(zI− A)−1ψj = (z − µj)−1ψj − (zI− A)−1(z − µj)−1(µjI− A)ψj .

Integrating along γ, since by Cauchy Integral Theorem one has

1

2πi

∫
γ

(z − µj)−1 dz ψj = ψj ,

by the very definition of P this entails

Pψj = ψj + rj , rj = − 1

2πi

∫
γ

R(z)(z − µj)−1 dz(µjI− A)ψj .

Due to (4.4.4), (4.4.5), (4.4.6), and by the definition of ε, one has

‖rj‖ ≤
`(γ)

2π

‖(A− µjI)ψj‖L2

dist(γ, σ(A))dist(γ, µj)
≤ 16K(2D + |µK − µ1|)ε

πD2
. (4.4.7)
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We are going to show that the vectors {Pψ1, . . . , PψK} are linearly indepen-

dent, which is against the assumption K ′ < K. Assume that

K∑
j=1

βjPψj = 0 .

Then one has
K∑
j=1

βkPψk =
M∑
k=1

βk (ψk + rk) = 0 ;

in particular,
M∑
k=1

βk (〈ψk , ψj〉+ 〈rk , ψj〉) = 0 ∀ j .

Defining β = (β1, . . . , βk) ∈ RK and letting B be the K dimensional matrix

with matrix elements given by Bj
k = 〈ψk, rj〉 , this reads (I +B) β = 0 . Since,

by (4.4.7),

‖B‖ ≤ K sup
i,j
{|Bi,j|} ≤

16K2(2D + |µK − µ1|)ε
πD2

,

hypothesis (4.4.3) ensures ‖B‖ < 1 , so that I + B is invertible and thus

βj = 0 ∀j . This shows that {Pψk}Kj=1 form a set of K linearly independent

eigenfunctions, which contradicts the hypothesis that there is only a set of

multiplicityK ′ < K of eigenvalues ofA inside the interval (µ1 −D ,µK +D) .

The idea to prove Item (ii) of Theorem 2.1.7 is to show that the set

A = {λn(ξ) = ‖ξ + κ‖Mg∗ + [zn](ξ) | ξ ∈ Ω} can be grouped in separated sub-

sets of finite cardinality, and then, for each one of those separated subgroups

{λn(ξ1), . . . , λn(ξK)}, to apply the above Proposition 4.4.1 for the opera-

tor A = Hn, with quasi-modes λn(ξ1), . . . , λn(ξK) and quasi-eigenfunctions

eiξ1·x, . . . , eiξK ·x. In order to do this, we exploit the following results:

Lemma 4.4.2. Let z = supξ∈Ω∩Zd |[zn](ξ)| and R ≥
(
(2M − 1)−1z

)1/M
.

Then one has

]{ξ ∈ Ω ∩ Zd | |λn(ξ)| ≤ RM} ≤
(

4

c

)d
Rd .
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Proof. By Lemma 3.1.3 Weyl law holds for the eigenvalues of the operator

−∆g,κ, and in particular one has that for any positive R

]{ξ ∈ Zd | ‖ξ + κ‖M ≤ RM} = ]{ξ ∈ Zd‖ ‖ξ + κ‖2 ≤ R2} ≤
(

2

c

)d
Rd .

Recall that λn(ξ) = ‖ξ + κ‖M + zn(ξ) for all ξ ∈ Ω : since for all ξ ∈
Ω ∩ Zd |zn(ξ)| ≤ z, and we are assuming (2M − 1)RM ≥ z, we have that∣∣‖ξ + κ‖M + [zn](ξ)

∣∣ ≤ RM implies ‖ξ + κ‖M ≤ RM + z ≤ 2MRM . Thus it

follows

]{ξ ∈ Ω ∩ Zd | |λn(ξ)| ≤ RM} ≤ ]{ξ ∈ Zd | ‖ξ + κ‖2 ≤ (2R)M} ≤
(

4

c

)d
Rd .

The above result enables us to group the elements of A as follows:

Lemma 4.4.3. Let z = maxξ∈Ω |[zn](ξ)| . For any 0 < L < z and any N > d
M

there exist a sequence of intervals

Ej = [aj, bj] , j ∈ N

and a positive constant C such that aj, bj ∈ A ∀j and the following holds:

A ⊂
[
−z, a1 −

1

aN1

]
∪

(⋃
j∈N

Ej

)
(4.4.8)

|bj − aj| ≤ L (4.4.9)

d(Ej, Ej+1) = |aj+1 − bj| ≥
L

bNj
(4.4.10)

] (A ∩ Ej) ≤ Cb
d
M
j . (4.4.11)

Proof. Let a1 be the first element in A such that

a1 ≥ (2M − 1)−1/Mz1/M and

a1 ≥
(
(4
c
)d + 1

)N−d/M
.

(4.4.12)

Since a1+L ≤ 2a1, by Lemma 4.4.2 there are no more thanK = 2d/M(4
c
)da

d/M
1

elements of A inside the interval [a1, a1 + L]. Thus there exists at least an

interval inside [a1, a1 +L] which has length greater or equal than L/(K + 1)
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and does not contain elements of A. Let b1 its left endpoint and a2 its right

endpoint. Due to the second of (4.4.12), one has

|a2 − b1| ≥ L/(K + 1) ≥ L/aN1 ≥ L/bN1 ,

thus (4.4.10) holds in the case j = 1. Furthermore, b1 − a1 ≤ L, thus

(4.4.9) holds for j = 1, and again by the definition of a1 one has that

b1 ≤ a1 + L ≤ 2a1, which implies

](A ∩ [a1, b1]) ≤ (4
c
)da

d/M
1 ≤ 2d/M(4

c
)db

d/M
1 ,

namely also (4.4.11) is verified for j = 1 . One then argues analogously, with

a2 in place of a1, to define the points b2, a3, and so on for all j ∈ N.
It remains to verify that (4.4.8) holds. To this aim notice that, by Lemma

4.4.2, there are at most K ′ = (4
c
)da

d/M
1 elements of A lying inside the interval

[0, a1]. Since [0, a1] has length |a1| ≥ 1, there exists at least an interval of

length not less than |a1|/(K ′ + 1) which does not contain any element of A ,
and again by the definition of a1 one has that |a1|/(K ′ + 1) ≥ 1/aN1 .

Then, in order to prove Item (ii) of Theorem 4.0.1, one chooses L = 1 and

N = n in Lemma 4.4.3 and applies Proposition 4.4.1 for any interval Ej, with

K = ] (A ∩ Ej) , and {µ1, . . . , µK} = A ∩ Ej . Indeed, for any k = 1, . . . , K

µk is of the form µk = λn(ξk) for some ξk ∈ Ω ∩ Zd, and ψk = 1
µg(Td)

eiξk·x is

such that

‖Hnψk − λn(ξk)ψk‖ = O(〈ξk + κ〉−n) .

Lemma 4.4.3 entails that for all j ∈ N one has K . 〈ξK + κ〉d/M), and due

to the fact that the intervals Ej have length bounded by 1, one also has that

ε = max
k=1,...,K

‖Hnψk − λn(ξk)ψk‖

satisfies (4.4.3), up to choosing D = O(〈ξK + κ〉−(n−2d/M)) . Then Item (ii)

follows by the arbitrariety of n and recalling that, since Ej has length 1, one

has O(〈ξk + κ〉−n) = O(〈ξl + κ〉−n) for any k, l = 1, . . . , K.

85



Chapter 5

Structure Theorem à la

Nekhoroshev

In this chapter we give a Structure Theorem concerning the operator

H = −∆g,κ + V on L2(Td) , (5.0.1)

where Td is the d dimensional torus equipped with a flat Riemannian metric

g as described in Section 3.1 of Chapter 3, −∆g,κ is the operator defined

as in (3.1.3) and V ∈ OPS 0,δ is a self-adjoint operator. Of course a case of

particular interest is V ∈ C∞(Td,R), but with a little abuse of notations,

we will refer to H as a Schrödinger operator in dimension d with Floquet

boundary conditions even in the case of a generic self-adjoint V ∈ OPS 0,δ.

Here we prove that, up to a regularizing remainder, H as in (5.0.1) is uni-

tarily equivalent to a block diagonal operator, which in each block is either

diagonal or, up to a gauge transformation, it is a Schrödinger operator on a

lower dimensional torus.

The block decomposition that we perform on L2(Td) corresponds to a block

decomposition on the space of Fourier modes Zd, which we obtain as a quan-

tum analogue of the classical decomposition of the action space Rd exhibited

in the proof of the geometric part of Nekhoroshev Theorem ([Nek77, Nek79];

actually here we refer to the construction as explained in [Gio03]). As the

geometric part of the proof of Nekhoroshev Theorem relies on an analytic

part, namely a normal form lemma, in order to obtain our block decomposi-

tion we exploit the normal form result exhibited in Theorem 4.2.1 of Chapter

4.

The geometric decomposition à la Nekhoroshev presented here differs from
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the ones developed in [Par08, PS10, PS12] in several aspects. The main ones

are that, in order to get a global partition of L2(Td) and an iterable construc-

tion, we give a different definition of resonances; as a consequence, also the

invariant blocks are defined differently. As anticipated in the Introduction,

the main consequence is that this enables us to show that in each block the

normal form operator turns out to have the same structure than the original

one. More detailed comments about the connections with this series of works

are postponed to Section 5.2 below: see in particular Subsection 5.1.2.

5.1 Setting and statement of the Structure

Theorem

In the present chapter, as in the previous one, we omit the dependence on

the metric g from scalar products, norms and angled brackets, namely we

keep on writing 〈·; ·〉 , ‖ · ‖, 〈·〉 instead of 〈·; ·〉g∗ , ‖·‖g∗ , 〈·〉g .

Definition 5.1.1. Given E ⊆ Zd , we denote

E = span{eiξ·x | ξ ∈ E} , (5.1.1)

where the bar denotes the closure in L2(Td), and we will call such a subspace

subspace generated by E.

Definition 5.1.2. We will denote by ΠE : L2(Td) → E the orthogonal pro-

jector on E and, given a linear (pseudodifferential) operator F , we will write

FE := ΠEFΠE . (5.1.2)

The block decomposition that we perform is related to the submoduli of

Zd: for this reason we recall some properties of the bases of the moduli.

Definition 5.1.3. A subgroup M of Zd is called a submodulus if Zd ∩ spanRM = M .

Here and below, spanRM is the subspace generated by taking linear combina-

tions with real coefficients of elements of M .

Given a discrete submodule M of Rd (or of Zd) it is well known that it

admits a basis, namely that there exist d′ independent vectors v1, ...,vd
′
such

that

M = spanZ{v1, ...,vd
′} :=

{
w ∈ Zd : w =

d′∑
k=1

nkv
k, n1, . . . , nd′ ∈ Z

}
.

(5.1.3)
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Furthermore, if M ⊂ Zd and d′ < d then v1, ...,vd
′

can be completed to a

basis of Zd, namely there exist vd
′+1, ...,vd such that the whole collection

v1, ...,vd generates Zd. Such a basis will be called a basis adapted to M .

In what follows, given a collection of such vectors {vd′+1, . . . ,vd}, we will

denote

M c := spanZ{vd
′+1, ...,vd} ; (5.1.4)

if M = Zd then of course M c = {0} and if M = {0} then M c = Zd.
Of course, in general M c is not unique, but this will not affect our con-

struction. Consider now the basis {uj}j=1,...,d of Rd dual to {vj}j=1,...,d. Then

the coordinates zj introduced by

x = zjuj (5.1.5)

are good coordinates on Td (in the sense that they respect the 2π periodicity

of the torus). These coordinates will be called coordinates adapted to M .

Given a covector w ∈ Rd and a module M , we will have to decompose it

in a component along M and a component in the orthogonal direction (see

Section 5.5), and this has to be done in a compatible way with the lattice

structure of Zd and with the Floquet parameter.

First we give the following definition.

Definition 5.1.4. Given a basis {vA}A=1,...,d of Zd and a vector w = wAvA ∈
Rd, we denote

bwc := bwAcvA ,

with bwAc the integer part of wA, and

{w} := w − bwc .

Given a module M , we consider the orthogonal decomposition

Rd = spanRM ⊕ (spanRM)⊥.

Correspondingly, given a vector w ∈ Rd, we will decompose it as

w = wM + wM⊥ , wM ∈ spanRM , wM⊥ ∈ (spanRM)⊥ .

Definition 5.1.5. Given a vector ξ ∈ Zd, a modulus M and a Floquet pa-

rameter κ, having introduced a basis adapted to M , we define the following

two objects:

ξ̃ := ξ − b(ξ + κ)Mc ,
κξ := {(ξ + κ)M} .

(5.1.6)
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Remark 5.1.6. If we denote ζ := b(ξ + κ)Mc, one has

(ξ + κ)M = ζ + κξ , (ξ + κ)M⊥ = (ξ̃ + κ)M⊥ . (5.1.7)

Given a vector β ∈M c, we will have to consider the space

M + β :=
{
ξ ∈ Rd | ∃v ∈M s.t. ξ = v + β

}
. (5.1.8)

Remark 5.1.7. Notice that, for any ξ ∈M + β, one has

ξ̃ = β̃ , κξ = κβ ,

thus the quantities ξ̃ and κξ defined in (5.1.6) are constant along the set

M + β.

Remark 5.1.8. The set M + β defined as in (5.1.8) is clearly an affine

module isomorphic to M . A convenient way to identify the two spaces M+β

and M is to subtract β̃ to a vector w ∈M + β.

Correspondingly, the subspace of L2(Td) generated by M +β (in the sense of

Definition 5.1.1) is isomorphic to the subspace generated by M . Explicitly,

the isomorphism is realized by using the Gauge transformation Uβ defined by

Uβu := e−ix·β̃u . (5.1.9)

Definition 5.1.9. Given a module M , a vector β ∈ M c and a set W ⊂
M + β, we denote W t := W − β̃ and W t := UβW ⊂ L2(Td).

5.1.1 Structure Theorem: a qualitative description

Before giving a rigorous statement of our Structure Theorem (which is

Theorem 5.1.10 below), we give a rough description of the result. For sim-

plicity, we restrict to the case d = 2, we consider as g the Euclidean metric

and we assume periodic boundary conditions, namely κ = 0. The Structure

Theorem states that it is possible to conjugate the operator H as in (5.0.1),

up to a smoothing remainder, to a block diagonal operator H̃. Each block

is of the form WM,β = span{eiξ·x | ξ ∈ WM,β} for some WM,β ⊂ Z2; we are

now going to describe the structure of such sets WM,β and how they emerge

in the construction. The blocks WM,β are labeled by all the possible sub-

modules M ∈ Z2 and by a further index β ∈ M̃ ; roughly speaking, a block

is labeled by M if it contains sites ξ which are affected by resonances along
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W
kM , β 1

M , β k 2
W

h

WM , β 
1WM , β 2h

W{0}, β 

WZ , β 
d

Figure 5.1: A cartoon of the block decomposition described in Theorem 5.1.10 below.

the directions contained in M. Thus if M is a submodule of Z2 it can be

{0},Z2 itself, or one dimensional, namely of the form M = Mk = spanZ{k}
for some k ∈ Z2 . In Figure 5.1 there is a cartoon of such a block decom-

position, where for simplicity only the blocks related to M = {0} (in blue),

M = Z2 (in green), M = Mk with k = e2 and M = Mh with h = e1 + e2

are represented (here as usual {e1, e2} is the standard basis in R2). More

precisely:

• The blue block labeled by M = {0} corresponds to the region described

in Theorem 4.2.1; it coincides with non-resonant sites.

• On the opposite, the green block labeled by M = Z2 corresponds to

those sites ξ ∈ Z2 which have the maximum number of linearly in-

dependent resonances, namely d′ = 2: the Structure Theorem 5.1.10

claims that it is finite dimensional, and its cardinality only depends on

some fixed parameters of the system.

• The resonant regions corresponding to sites which are affected by res-

onances in only one direction are represented in white: if the block is

labeled by Mk, such a resonant direction is indeed the one parallel to

k. As shown in Figure 5.1, these resonant regions roughly correspond
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to parabolic domains, with the axes of the parabolas orthogonal to the

vector k.

Inside each one of these white regions corresponding to a resonance with the

vector k, the operator H̃ turns out to have non vanishing matrix elements

〈H̃eiξ·x, eiζ·x〉 only if the two sites ξ, ζ belong to the same plane parallel to

k; this is the analogue to the classical phenomenon of motion along fast

drift planes in Nekhoroshev’s theory, which shows that the motion inside a

resonance region happens only in the directions parallel to the resonances

affecting such a region. Here comes the role played by the second label β:

each white resonant region corresponding to a module Mk can be intersected

with an affine plane parallel to k, namely of the form Mk + β, and such

blocks, pictured in black in Figure 5.1, are then left invariant by H̃.

The Structure Theorem also claims that the restriction of H̃ to any one of the

blocks WMk,β is still (unitarily equivalent to) a one dimensional Schrödinger

operator: geometrically, the Gauge map realizing the equivalence is just the

translation of the hyperplane Mk + β at the origin (see Remark 5.1.8).

One is then left with a collection of Schrödinger operators in dimension 1,

which we call H
(1)
M,β; we finally point out that it is possible to apply again the

Structure Theorem to any one of these operators. Due to the fact that such

operators are now one dimensional, this time only two possibilities occur:

either the sites are non-resonant (in black in Figure 5.1), or they have the

maximum possible number of resonances (in green in Figure 5.1), thus their

dimension is finite and only depends on the parameters of the system.

5.1.2 Structure Theorem: rigorous statement

The following theorem is the main result of the present section:

Theorem 5.1.10 (Structure Theorem). Given ε, δ ∈ R+ and τ > d such

that

δ + d(d+ τ + 1)ε < 1 , ε(τ + 1) ≤ δ , (5.1.10)

a Floquet parameter κ and a flat metric g, there exists a partition of Zd:

Zd =
⋃

M⊆Zd

⋃
β∈M̃

WM,β (5.1.11)

where M runs over the submoduli of Zd and M̃ is a subset of M c. The set

E{0} :=
⋃
βW{0},β has density one at infinity, WZd,{0} has cardinality bounded
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by an integer n∗ which depends on the constants of the metric (see definitions

(3.1.8) and (3.1.9) given in Chapter 3) and on d, δ, ε, τ only.

Consider the operator (5.0.1) and assume that V ∈ OPS 0,δ, then ∀n > 0

there exists a unitary transformation U , which fulfills

U − I , U−1 − I ∈ OPS−δ,δ (5.1.12)

and is s.t.

UHU−1 = H̃ +R , (5.1.13)

where

1. R ∈ OPS−2nδ,δ

2. H̃ leaves invariant the subspaces generated by WM,β (according to Def-

inition 5.1.1) for all M and β ∈ M̃.

3. Furthermore

(a) ∀β, H̃W{0},β ≡ H̃
∣∣
W{0},β

is a Fourier multiplier

(b) ∀M proper submodule and ∀β ∈ M̃ , one has that H
(1)
M,β := U∗βH̃WM,β

Uβ
is a Schrödinger operator of dimension d′ = dimM , in the sense

that introducing coordinates adapted to M, it takes the form

H
(1)
M,β = ΠWt

M,β

(
−∆g,κβ + VM,β +

∥∥∥(β̃ + κ)M⊥
∥∥∥2

g∗

)
ΠWt

M,β
.

(5.1.14)

Here −∆g,κβ is the d′ dimensional Laplacian computed with re-

spect to the restriction of the metric g∗ to spanRM and with Flo-

quet parameter κβ = {(β + κ)M}, and VM,β is a pseudodifferential

operator of order 0 (in d′ dimensions)

Furthermore, the seminorms of the operators U,R and VM,β only depend

on the constants of the metric c,C, and on the seminorms of V.

Remark 5.1.11. The partition of Zd does not depend on the operator (5.0.1),

but only on the properties of the metrics, and on κ.

Remark 5.1.12. The theorem holds also if the initial operator (5.0.1) is

replaced by the restriction of a Schrödinger operator to any finite subset of

Zd, according to Definition 5.1.1, with the only exception that in such a case
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the set E{0} does not have, of course, density one at infinity. This is useful

for an iteration of the construction, that will be actually performed in the

following Chapter 6.

Remark 5.1.13. The restriction of the metric g∗ to a modulus M has new

constants which are controlled by the constants c and C of the initial metric

(see respectively Remark C.0.2 and Lemma D.0.2 of the Appendix). This is a

further useful fact for the iteration of the construction performed in Chapter

6.

5.1.3 Comparison of the Structure Theorem with the

results in [Par08, PS10, PS12]

The aforementioned papers [Par08, PS10, PS12] contain a weaker version of

our Structure Theorem 5.1.10; here we briefly enlighten the main differences.

As explained in Subsection 4.2.4 of Chapter 4, their construction requires

to localize into annuli Aρ of growing radius ρ (see for instance (4.2.41) of

Chapter 4 for the precise definition given in [PS10]). The operator H is then

conjugated to the sum of a normal form one plus a remainder term, and their

normal form operator also admits a block diagonal decomposition. However,

both the normal form operator and its decomposition in invariant blocks

depend on the annulus Aρ, and the remainder term is actually negligible

only when one localizes the operator on the subspace generated by Aρ, in

the sense of Definition 5.1.1. When summing up the contributions coming

from all annuli Aρ, one has that two blocks associated to close values of

ρ are not necessarily disjoint, thus they do not provide a partition: as a

consequence, their construction does not enable to conjugate H to the sum

of a global normal form operator, admitting an invariant decomposition, and

a remainder term, which is negligible on the whole space L2(Td).
Most of all, our result has two main differences with respect to all previous

constructions: first, the approach of the papers [Par08, PS10, PS12] does not

allow to describe the normal form operator in each block as a new Schrödinger

operator on a lower dimensional torus (as stated in Item 3 of the Structural

Theorem 5.1.10). Furthermore, we are able to show that in our construction

the size of the finite dimensional block WZd,{0} and the seminorms of all the

operators involved in the normalizing process (the conjugating map U , the

block diagonal operator H̃, the remainder term R) only depend on quanti-

ties which do not change when the dimensional reduction is performed; see
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Remark 5.1.13. This is what enables us, in Chapter 6 of the present thesis,

to set up an iterative construction and to deduce global spectral asymptotics

for the spectrum of H.

To this aim we point out that a further difference with the methods of

[PS10, PS12] is that our construction is deeply based on the lattice structure

of the set Γ∗, and on the module structure of its resonance subsets M : this

plays a fundamental role in the identification of the normal form operator in-

side the resonant blocks with a Schrödinger operator on a lower dimensional

torus (see Section 5.5).

Although this issue is not tackled in the present work, we finally remark that

our result also has some further applications in the time dependent case,

for which both the global nature of the normal form and its iterability are

exploited. Indeed, if a smooth time dependence is added in the potential V ,

namely one considers a time dependent Schrödinger equation of the form

i∂tψ = (−∆ + V (t, x))ψ on L2(TdΓ) , (5.1.15)

our Structure Theorem enables to deduce the bounds on the growth in time

of the Sobolev norms of the solutions of (5.1.15) that were proven in [BM19].

Furthermore, in the case of the standard torus Td, or of a rational torus, and

assuming that V in (5.1.15) has a quasi-periodic dependence on time, we also

expect that it enables to obtain an alternative proof of the reducibility result

for (5.1.15) and of the existence of invariant tori for the associated nonlinear

problem that were exhibited in [EK10].

5.1.4 Structure of the proof

The remaining part of the chapter is devoted to the proof of our Structure

Theorem 5.1.10; more precisely, in Section 5.2 we exhibit the partition of

Zd which generates the invariant blocks of L2(Td), in Section 5.3 we apply

Theorem 4.2.1 of Chapter 4 in order to conjugate the operator H to a suitable

normal form operator, and in Section 5.4 we show the invariance of the blocks

exhibited in Section 5.2. This proves Items 1, 2 and 3a of Theorem 5.1.10.

Finally, in Section 5.5 we conclude the proof of Theorem 5.1.10 by proving

Item 3b, namely that the restriction of the normalized operator on each of

the invariant blocks can be conjugated to a Schrödinger operator on a lower

dimensional torus.
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5.2 Construction of the partition

We are now giving the construction of the sets WM,β. This is a quantum

analogue of the classical geometrical construction of Nekhoroshev theorem; a

direct classical counterpart can be found in [BL20]. Roughly speaking, given

a submodulus M of dimension s, the sets

E
(s)
M :=

⋃
β∈M̃

WM,β (5.2.1)

are composed by the points ξ ∈ Zd which are resonant only with the integer

vectors of M . In order to make the construction precise consider the classical

symbol of −∆g,κ, namely

h0(ξ) = ‖ξ + κ‖2 ; (5.2.2)

the frequencies of the corresponding classical motion are

ωj = ξj + κj ,

so that a point ξ is (exactly) resonant with some integer k if

〈(ξ + κ); k〉 = 0 .

The theory developed in Chapter 4 shows that a point can be considered non

resonant with an integer vector k if

|〈(ξ + κ); k〉| ≥ 〈ξ + κ〉δ

‖k‖τ
;

furthermore, due to the decay of the Fourier coefficients of a smooth function,

it is enough to consider the vectors k s.t.

‖k‖ ≤ 〈ξ〉ε

for some positive small ε.

So, in principle E
(s)
M should be the set of the ξ which resonate with the

vectors k belonging to M and having a not too large modulus. However this

has to be modified, due to the translation by k
2

present in the definition of

Weyl quantization (see Definition (3.2.4)). Furthermore, one has to modify

the construction both in order to get that the sets E
(s)
M do not overlap and

in order to obtain invariant sets.

To start with we define the resonance zones, in which the following nota-

tion will be used:
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Definition 5.2.1. Given ξ ∈ Rd and k ∈ Zd, and a Floquet parameter κ, we

define

ξκ := ξ + κ , (5.2.3)

ξk := ξ + κ+
k

2
≡ ξκ +

k

2
. (5.2.4)

Definition 5.2.2 (Resonant zones). Fix δ, ε, τ as in the statement of Theo-

rem 5.1.10; fix also constants fufilling:

δ0 = δ ,

δs+1 = δs + (d+ τ + 1)ε ∀s = 0, . . . , d− 1 ,

1 = D0 < D1 < · · ·Dd−1 ,

1 = C0 < C1 < · · ·Cd−1 ,

then we define the following sets:

1.

Z(0) =
{
ξ ∈ Zd

∣∣ | 〈ξk; k〉 | > 〈ξk〉δ‖k‖−τ ∀k ∈ Zd s. t. ‖k‖ ≤ 〈ξk〉ε
}

(5.2.5)

2. Given M ⊆ Zd a resonance module of dimension s ≥ 1 and s linearly

independent vectors {k1, k2, . . . , ks} ⊂M , we define

Zk1,...,ks =
{
ξ ∈ Zd

∣∣∣ ∀j = 1, . . . s | 〈ξk1 ; kj〉 | ≤ Cj−1〈ξk1〉δj−1‖kj‖−τ

and ‖kj‖ ≤ Dj−1〈ξk1〉ε
}

(5.2.6)

and

Z(s)
M =

⋃
{k1,...,ks}⊂M

lin. ind.

Zk1,...,ks . (5.2.7)

Example 5.2.3. Let d = 2, κ = 0 and g the Euclidean metric. Let further-

more k = e1 and M = Mk = spanZ{k} : then one has

Z(1)
Mk

=

{
ξ ∈ Z2 | ∃n ∈ Z s. t.

∣∣∣n(ξ1 +
n

2

)∣∣∣ ≤ ((ξ1 +
n

2

)2

+ (ξ2)2

) δ
2

|n|−τ

and |n| ≤
((

ξ1 +
n

2

)2

+ (ξ2)2

) ε
2

}
.
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Figure 5.2: Qualitative representation of the one dimensional resonant zones Z(1)
Mk

,

with Mk = spanZ{e1} on the left and Mk = spanZ{e2} on the right, in the case

d = 2, with κ = 0 and g the Euclidean metric.

Figure 5.3: A cartoon of the two dimensional resonant zone Z(2)

Zd ; actually in the

picture only the set Z(2)
e1,e2 ∪ Z

(2)
e2,e1 has been represented for simplicity.
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Moreover, as follows from Lemma D.0.6 of the Appendix, there exist positive

constants C > 0 and D > 0 such that

Z(1)
Mk
⊆

{
ξ ∈ Z2 | ∃n ∈ Z s. t. |nξ1| ≤ C〈ξ〉δ|n|−τ and |n| ≤ D〈ξ〉ε

}
.

Remark 5.2.4. Z(0) defined as in (5.2.5) is our set of non resonant points.

Recall that, in Chapter 4, the non resonant set Ω∩Zd was defined as the set

of points ξ such that

| 〈ξκ; k〉 | > 〈ξκ〉‖k‖−τ ∀k ∈ Zd s.t. 0 < ‖k‖ < 〈ξκ〉ε ,

namely requiring that the non resonance condition holds for ξκ = ξ+κ instead

of the term ξk = ξ + κ + k
2

(see (4.2.3) ). This is due to the fact that, in

order to deduce the spectral Theorem 4.0.1, we exploited the correspondence

between classical and Weyl quantization, up to smoothing operators. Here we

do not exploit such a correspondence, since the proof of our structural result

requires to work with self-adjoint operators, and classical quantization does

not ensure self-adjointness of real symbols.

Remark 5.2.5. By (5.2.5) and (5.2.6), ∀s ≥ 1 and ∀M one has Z(s)
M ∩ Z

(0) = ∅.

Lemma 5.2.6. If 1 ≤ r < s, then for any M with dim M = s, one has

Z(s)
M ⊆

⋃
M ′⊂M

dim.M ′=r

Z(r)
M ′ .

Proof. If ξ ∈ Z(s)
M , then there exist {k1, . . . , ks} ⊂M such that ξ ∈ Zk1,...,ks .

Let r < s : then it is sufficient to consider only the first r vectors {k1, . . . , kr}
of the s−uple {k1, . . . , ks} and to observe that ξ ∈ Zk1,...,kr , which proves

that ξ ∈ Z(r)
M ′ , with M ′ = span{k1, . . . , kr} ⊂ span{k1, . . . , ks} ⊆M .

The regions Z(s)
M contain points ξ ∈ Zd which are in resonance with at

least s linearly independent vectors in M . Thus such regions are clearly

not reciprocally disjoint, as pointed out in Lemma 5.2.6 above. We identify

now the points ξ ∈ Zd which admit exactly s linearly independent resonance

relations.

Definition 5.2.7 (Resonant blocks). Consider the following sets:

1.

B(d) := Z(d)

Zd
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Figure 5.4: A cartoon of the resonant block B
(1)
Mk

with Mk = spanZ{e1}: one has to

remove from the resonant zone Z
(1)
Mk

all the vectors which belong to Z
(2)
Z2 .

2. Given M ⊂ Zd a resonance module of dimension s ∈ {1, . . . , d− 1},

B
(s)
M := Z(s)

M \

{ ⋃
M ′s.t.dimM ′=s+1

Z(s+1)
M ′

}

3.

B(0) := Z(0) .

We say that B is a resonant block if B = B(d), B = B(0), or B = B
(s)
M for

some module M of dimension s.

Remark 5.2.8. The resonant blocks form a covering of Zd.

As proven below in Lemma 5.4.6 there exists a suitable choice of the

constants Cs, Ds, δs such that two blocks B
(s)
M , B

(s)
M ′ are disjoint, provided

M, M ′ are two distinct subspaces of equal dimension. Such a property plays

a fundamental role in our construction.

Still the blocks defined in Definition 5.2.7 do not provide a suitable parti-

tion of Zd, since they are not left invariant by the operator H̃ of eq. (5.1.13).

Recall now that, given two sets A and B, their Minkowski sum A+B is

defined by:

A+B := {a+ b | a ∈ A , b ∈ B} .
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Figure 5.5: A cartoon of the resonant block B
(1)
Mk

withMk = spanZ{e1} : the segments

of the form ξ + k with k = e1 and ξ ∈ B(1)
Mk

are not included inside the block B
(1)
Mk

.

Figure 5.6: A cartoon of the extended block E
(1)
Mk

with Mk = spanZ{e1}.
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Definition 5.2.9 (Extended blocks).

1. E(0) := B(0) ≡ Z(0)

2. Given a resonance module M of dimension 1 we define

E
(1)
M :=

{
B

(1)
M +M

}
∩ Z(1)

M ,

E(1) :=
⋃

M of dim. 1

E
(1)
M

3. Given a resonance module M of dimension s, with 2 ≤ s ≤ d, we define

E
(s)
M :=

{
B

(s)
M +M

}
∩ Z(s)

M ∩
(
E(s−1)

)c · · · ∩ · · · ∩ (E(1)
)c

;

correspondingly we define

E(s) :=
⋃

M of dim. s

E
(s)
M .

Remark 5.2.10. The blocks {E(s)
M }M,s, E

(0), E(d) form a covering of Zd.
Actually, as shown in Theorem 5.4.8 below, they form a partition of Zd.

The decomposition Zd =
⋃
M E

(s)
M , as we are going to show in Theorem

5.4.10 below, is also left invariant by the operator H̃ of Theorem 5.1.10.

Furthermore the sets E
(s)
M can still be decomposed in invariant subsets which

are given by

WM,β := E
(s)
M ∩ {β +M} . (5.2.8)

Definition 5.2.11. The set of the β ∈ M c s.t. the set (5.2.8) is not empty

is denoted by M̃ .

Remark 5.2.12. As will be proven in Section 5.4, the sets WM,β of Theorem

5.1.10 are the sets defined by equation (5.2.8) .

Remark 5.2.13. We point out that there are strong similarities between

the block decomposition of Zd that we give in the present section and the

stratification by cuts exhibited in [PP15] (see also [PX13]). Roughly speaking,

our resonant blocks of dimension s correspond to points having a cut at s,

according to Definition 3.6 of [PX13]. However, since we are interested in

exhibiting a partition in subsets that are left invariant by a normal form

operator, we introduce extended blocks and their lower dimensional subsets

WM,β.
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5.3 Analytic part

In this section we exploit the normal form construction of Chapter 4 in order

to deal also with the resonant regions of the phase space.

Definition 5.3.1. A symbol z(x, ξ) =
∑
k∈Zd

ẑk(ξ)e
ik·x ∈ S0,δ is said to be in

(resonant) normal form if, ∀k ∈ Zd\{0} ,

supp(ẑk) ⊆
{
ξ ∈ Rd

∣∣∣∣ |〈ξ + κ; k〉| ≤ 〈ξ + κ〉δ ‖k‖−τ and ‖k‖ ≤ 〈ξ+κ〉ε
}
.

(5.3.1)

Remark 5.3.2. According to the above Definition 5.3.1, the symbol z(n) in

(4.2.5) of Theorem 4.2.1 is in normal form. Indeed, recall that one has z(n) =

[z(n)] + z(n,res), with z(n,res)(x, ξ) = 0 on Ω. By definition of Ω as in (4.2.3),

for any k ∈ Zd\{0} the set in the right hand side of (5.3.1) is contained in

ΩC .

Definition 5.3.3. Let M ⊂ Zd be a module, then a symbol z ∈ S0,δ is said to

be in normal form with respect to M if it is in normal form and furthermore

its Fourier transform is given by

z(x, ξ) =
∑
k∈M

ẑk(ξ)e
ik·x . (5.3.2)

Definition 5.3.4. A pseudodifferential operator will be said to be in normal

form (resp. normal form with respect to a module M) if the corresponding

symbol is in normal form (resp. normal form with respct to a module M).

The following result follows from Theorem 4.2.1 of Chapter 4:

Theorem 5.3.5. Consider the operator H = −∆g,κ+V , with V = OpW (v) ∈
OPS 0,δ . For all n > 0 there exists a unitary transformation U = Un such

that

1)

Un − I , U−1
n − I ∈ OPS −δ,δ (5.3.3)

UnHU
−1
n = Ln = H̃n +Rn (5.3.4)

with Rn ∈ OPS−2δn,δ, and

H̃n = −∆g,κ + Z(n) , (5.3.5)
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where Z(n) ∈ OPS 0,δ is in resonant normal form.

Furthermore, the families of seminorms of the operators Z(n), Rn, Un
only depend on the family of seminorms of the operator V and on the

constants of the metric, as well as on n, on d and on the parameters

δ, ε, τ .

2) Let E ⊂ Zd be a subset and let E be the space it generates according to

(5.1.1). If V leaves E invariant, namely [V,ΠE ] = 0 , then one has

[Un ,ΠE ] = 0 . (5.3.6)

Remark 5.3.6. Assume that V leaves invariant a subspace E of the form

(5.1.1). Then, by Item 2 of Theorem 5.3.5, for any n ∈ N one also has

UnΠEHΠEU
−1
n = ΠEHnΠE .

Proof of Thm 5.3.5. Item 1 follows from Theorem 4.2.1 of Chapter 4, recall-

ing that, as observed in Remark 5.3.2, for all j Z(j) = Op (z(j)) is a normal

form operator. To prove Item 2, namely the commutation relation (5.3.6), we

proceed inductively. First of all we observe that, in the case j = 0, Z(0) = 0

and

[R0,ΠE ] = [V,ΠE ] = 0 .

Let us now fix some j ≥ 0 and suppose that Z(j) and Rj commute with ΠE .

Given a self-adjoint operatorA, since E has the form E = span{eik·x | k ∈ E}
for some E ⊆ Zd , first of all we observe that condition [A,ΠE ] = 0 holds if

and only if (
k ∈ E Ak

′

k 6= 0
)
⇒ k′ ∈ E , (5.3.7)

where Ak
′

k =
1

µg(Td)
〈Aeik·x, eik′·x〉 are the matrix elements of A with respect

to the basis of Fourier modes. Furthermore, by definition of Weyl quantiza-

tion one has that, if A = Op (a) ,

Ak
′

k = âk′−k

(
k + k′

2

)
. (5.3.8)

Due to definitions (4.2.9) of the symbols r
(nr)
j and r

(res)
j , equation (5.3.8)

immediately implies that(
Op

(
r

(nr)
j

))k′
k
6= 0 , or

(
Op

(
r

(res)
j

))k′
k
6= 0 for some k, k′ ∈ Zd ,

=⇒ (Rj)
k′

k 6= 0 ,
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Similarly, recall that Un has the form Un = eiGn ◦ . . .◦eiG1 , with Gj = Op (gj)

and gj defined

(Gj)
k′

k 6= 0 =⇒ (Rj)
k′

k 6= 0 .

This, together with condition (5.3.7), enables to conclude that Gj commutes

with ΠE , and so do Op (r
(res)
j ) and Op (r

(nr)
j ) . Hence eiGj commutes with ΠE ,

since Gj does. The same holds for Z(j+1), being

[Z(j+1),ΠE ] = [Z(j),ΠE ] + [Op ([rj]),ΠE ] + [Op
(
r

(res)
j

)
,ΠE ] = 0 ,

and

Rj+1 = eiGjHje
−iGj −

(
−∆g,κ + Z(j+1)

)
.

5.4 Geometric part

In order to iterate Theorem 5.1.10 we will have to work in a subspace E of

L2(Td) generated by some subset E ⊂ Zd. For such a reason, in the present

section we fix E ⊆ Zd and we replace the extended blocks E
(s)
M of Definition

(5.2.9) with E
(s)
M ∩E , which we still denote by E

(s)
M . We do the same for the

blocks B
(s)
M and for the zones Z

(s)
M of Definitions 5.2.2, 5.2.7.

5.4.1 Properties of the extended blocks E
(s)
M : non over-

lapping of resonances.

We show here that the extended blocks E
(s)
M form a partition of Zd and prove

some properties which are needed in order to show that they are left invariant

by an operator in normal form. As in the proof of the classical Nekhoroshev

Theorem, the following Lemma plays a fundamental role.

Lemma 5.4.1. Let s ∈ {1 , . . . , d} and let {u1 , . . . us} be linearly indepen-

dent vectors in Rd . Let w ∈ span{u1 , . . . us} be any vector. If α ,N are such

that
‖uj‖ ≤ N ∀j = 1 , . . . s ,

| 〈w;uj〉 | ≤ α ∀j = 1 , . . . s ,

then

‖w‖ ≤ sN s−1α

Volg{u1 | · · · |us}
.

104



Chapter 5. Structure Theorem à la Nekhoroshev

This is just a coordinate free formulation of Lemma 5.7 of [Gio03], which

is recalled in the appendix as Lemma D.0.1. By (3.1.9), one also has

‖w‖ ≤ sN s−1αC−1 . (5.4.1)

We state now a couple of simple properties of the extended blocks.

Lemma 5.4.2. The extended block E(d) is finite dimensional; in particular,

there exists a positive n∗ = n∗(c,C, ε, τ, δd−1, Cd−1, Dd−1) such that

E(d) ⊆
{
ξ ∈ Rd | ‖ξ + κ‖ ≤ n∗

}
.

Proof. If ξ ∈ E(d), in particular there exist {k1, . . . , kd} ⊂ Zd linear indepen-

dent vectors such that

‖k1‖ ≤ D0〈ξk1〉ε ,
‖kj‖ ≤ Dj−1〈ξk1〉ε ≤ Dd−1〈ξk1〉ε ,
| 〈ξk1 ; kj〉 | ≤ Cd−1〈ξk1〉δd−1‖kj‖−τ .

In order to eliminate the indexes k1 from ξ, we apply Lemma D.0.6, with

ς = η = ξκ, l = 0, h = kj and k = k1
2

to deduce that there exist constants

C ′ = C ′(c, ε, τ, δd−1, Dd−1, Cd−1) , D′ = D′(c, ε, τ, δd−1, Dd−1, Cd−1)

such that

| 〈ξκ; kj〉 | ≤ C ′〈ξκ〉δ‖kj‖−τ , ‖kj‖ ≤ D′〈ξκ〉ε .

Recalling that c is such that, for all h ∈ Zd, ‖h‖2 ≥ c and using Lemma

5.4.1, and Eq. (5.4.1) we have

‖ξκ‖ ≤ dc−τ/2C−1C ′ (D′)
d−1〈ξκ〉dε+δ ,

which, applying Remark D.0.4 with a = dε+ δ < 1, implies the existence of

a constant n∗ = n∗(δ, ε, τ, C
′, D′, c,C) such that ‖ξκ‖ < N̄ .

Lemma 5.4.3. If E = Zd, the set E(0) is of density one at infinity, namely

lim
R→∞

]
(
E(0) ∩BR(0)

)
] (Zd ∩BR(0))

= 1 .

Proof. We exploit the fact that a set is of density one at infinity if and only if

its complementary set is of density zero, and we analyze the complementary
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set of E(0). Recall that E(0) = Z(0) so that, then, by Definition 5.2.2, its

complementary set is

Zd\E(0) =
⋃

M of dim. 1

Z(1)
M = {ξ ∈ Zd | ∃k ∈ Zd s. t. | 〈ξk; k〉 | ≤ 〈ξk〉δ‖k‖−τ , ‖k‖ ≤ 〈ξk〉ε} .

By Lemma D.0.6 there exists constants C ′, D′ depending only on δ, ε, τ, c,C

such that

Zd\E(0) ⊆ {ξ ∈ Zd | ∃k ∈ Zd s. t. | 〈ξ; k〉 | ≤ C ′〈ξ〉δ‖k‖−τ , ‖k‖ ≤ D′〈ξ〉ε} .

But the latter is the complementary set to

Ω̃ = {ξ ∈ Zd | | 〈ξk; k〉 | > C ′〈ξk〉δ‖k‖−τ ∀k ∈ Zd s. t. ‖k‖ ≤ D′〈ξk〉ε } .

Then the result follows arguing as in Section 4.2.3 of Chapter 4, in order to

prove that Ω defined as in (4.2.3) is a density one set.

We now analyze the other blocks.

First remark that, if s′ 6= s, then two extended blocks E
(s)
M and E

(s′)
M ′ are

disjoint. Then we have to prove that two different extended blocks of the

same dimension do not intersect. To this end a further geometric analysis is

required.

Lemma 5.4.4. If ξ ∈ Z(s)
M then there exists a positive constant K depending

only on c,C, d, ε, τ, δs−1, Cs−1, Ds−1, such that

‖(ξκ)M‖ ≤ K〈ξκ〉δs−1+dε . (5.4.2)

Proof. Since ξ ∈ Z(s)
M , there exist {k1, . . . , ks} ⊂ M linearly independent

vectors such that for all j = 1, . . . , s

| 〈(ξk1)M ; kj〉 | = | 〈ξk1 ; kj〉 | ≤ Cj−1〈ξk1〉δj−1‖kj‖−τ , ‖kj‖ ≤ Dj−1〈ξk1〉ε .
(5.4.3)

Then, by Lemma D.0.6 one can substitute in the above formulae ξκ to ξk1 ;

precisely, there exist two positive constants C ′, D′ = C ′, D′(c, ε, δs−1, Cs−1, Ds−1),

such that,

| 〈(ξκ)M ; kj〉 | = | 〈ξκ; kj〉 | ≤ C ′〈ξκ〉δs−1‖kj‖−τ ≤ C ′c−τ/2〈ξκ〉δs−1 ,

‖kj‖ ≤ D′〈ξκ〉ε .
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By Lemma 5.4.1, there exists C = C(d) such that

‖(ξκ)M‖ ≤ C(d)
(D′)d〈ξκ〉dε

Volg(k1| · · · |ks)
C ′c−τ/2〈ξκ〉δs−1 ,

and therefore, recalling that Volg(k1| · · · |ks) ≥ C (see the definition of C as

in (3.1.9)), the thesis holds.

By definition, the points belonging to a block B
(s)
M are resonant only with

vectors k ∈ M . A priori, this property does not hold true for points in the

extended block E
(s)
M . So we need an estimate of the distance between E

(s)
M

and B
(s)
M .

Lemma 5.4.5. Let δs−1 + dε < 1 and M with dimM = s; if ζ ∈ E
(s)
M

then there exists ξ ∈ B
(s)
M and a positive constant F depending only on

c,C, d, ε, τ, δs−1, Cs−1, Ds−1 such that

‖ξ − ζ‖ ≤ F 〈ξκ〉δs−1+εd , ‖ξ − ζ‖ ≤ F 〈ζκ〉δs−1+εd (5.4.4)

Proof. If ζ ∈ E(s)
M , then in particular ζ ∈ Z(s)

M and there exists a point ξ ∈ B(s)
M

such that ζ = ξ + υ, with υ ∈M. In particular, (ξ)⊥M = (ζ)⊥M , hence one has

‖ξ − ζ‖ = ‖ (ξ − ζ)M ‖ ≤ ‖(ξ
κ)M |‖+ ‖(ζκ)M‖ .

Since ξ ∈ Z(s)
M and ζ ∈ Z(s)

M , due to Lemma 5.4.4, there exists K, such that

‖(ξκ)M‖ ≤ K〈ξκ〉dε+δs−1 , ‖(ζκ)M‖ ≤ K〈ζκ〉dε+δs−1 . (5.4.5)

Exploiting Remark D.0.4 of Appendix D with a = δs−1 + εd, one gets

〈ζκ〉a = 〈ξ + κ+ ζ − ξ〉a ≤ K ′(〈ξκ〉a + ‖ζ − ξ‖a)

and, exploiting Lemma D.0.5 of Appendix D, we immediately get

‖ζ − ξ‖ ≤ F 〈ξκ〉a .

Inverting the role of ξ and ζ one gets the other estimate.

The next two lemmata ensure that, if the parameters Cj, Dj are suitably

chosen for all j, an extended block E
(s)
M is far from every resonant zone

associated to a lower dimensional modulus M ′ which is not contained in M.
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Lemma 5.4.6. [Non overlapping of resonances] For all s = 1, . . . d− 1 there

exist positive constants C̄s and D̄s, depending only on c,C, d, Cs−1, Ds−1, ε, δs−1, τ ,

such that the following holds: suppose that M and M ′ are two distinct res-

onance modules of respective dimensions s and s′ with s′ ≤ s and M ′ * M.

If

Cs > C̄s , Ds > D̄s ,

then

E
(s)
M ∩ Z

(s′)
M ′ = ∅ .

Proof. Assume by contradiction, that there exists ζ ∈ E(s)
M ∩Z

(s′)
M ′ then there

exists ξ ∈ B(s)
M s.t. (5.4.4) holds.

Since ζ ∈ Z(s′)
M ′ , there exist s′ integer vectors, k1, ..., ks′ ∈M ′ among which

at least one does not belong to M s.t.

|〈ζk1 ; kj〉| ≤ Cj−1〈ζk1〉δj−1‖kj‖−τ , ‖kj‖ ≤ Dj−1〈ζk1〉ε . (5.4.6)

Let k̄ be the vector which does not belong to M ; the idea is to show that the

resonance relation of ζ with k̄ implies an analogous relation for ξ, but this

will be in contradiction with the fact that ξ ∈ B(s)
M (which contains vectors

that are only resonant with M).

To start with remark that, since ξ ∈ B(s)
M ⊂ Z

(s)
M , there exist l1, ..., ls ∈M ,

linearly independent, s.t.

|〈ξl1 ; lj〉| ≤ Cj−1〈ξl1〉δj−1‖lj‖−τ , ‖lj‖ ≤ Dj−1〈ξl1〉ε . (5.4.7)

We now apply Lemma D.0.6 of Appendix D with h := k̄/2, ` := l1/2,

ς := ζ + κ, η := ξ + κ. So, (D.0.12) implies

|〈ξl1 ; k̄〉| ≤ K ′〈ξl1〉δs−1+ε(d+τ+1)‖k̄‖−τ , ‖k̄‖ ≤ D′〈ξl1〉ε .

But, if Cs > K ′, Ds > D′ and δs ≥ δs−1 + ε(d+ τ + 1), this means that ξ is

also resonant with k̄, and thus it belongs to Z(s+1)
M ′′ with M ′′ := spanZ(M,k̄),

but this contradicts the fact that ξ ∈ B(s)
M .

Lemma 5.4.7. [Separation of resonances] There exist positive constants C̃s
and D̃s depending only on c,C, d, ε, τ,δs−1, Cs−1, Ds−1 such that, if

Cs > C̃s , Ds > D̃s,

108



Chapter 5. Structure Theorem à la Nekhoroshev

then the following holds true. Let ζ ∈ E
(s)
M for some M of dimension s =

1, . . . , d− 1, and let k′ be such that

‖k′‖ ≤ 〈ζk′〉ε ,

then ∀M ′ 6⊂M s. t. s′ := dimM ′≤s one has

ζ + k′ /∈ Z(s′)
M ′ .

Proof. The proof is very similar to that of Lemma 5.4.6. Assume by contra-

diction that ζ + k′ ∈ Z(s′)
M ′ for some M ′ 6= M. It follows that there exist s

integer vectors, k1, ..., ks′ ∈ M ′ among which at least one does not belong to

M s.t.

|〈ζk1 + k′; kj〉| ≤ Cj−1〈ζk1 +k′〉δj−1‖kj‖−τ , ‖kj‖ ≤ Dj−1〈ζk1 +k′〉ε . (5.4.8)

Let k̄ be the vector which does not belong to M . By (5.4.4) there exists

ξ ∈ B(s)
M s.t. ‖ξ − ζ‖ ≤ F 〈ξκ〉δs−1+εd. Since in particular ξ ∈ Z(s)

M there exist

l1, ..., ls ∈M , linearly independent, s.t.

|〈ξl1 ; lj〉| ≤ Cj−1〈ξl1〉δj−1‖lj‖−τ , ‖lj‖ ≤ Dj−1〈ξl1〉ε . (5.4.9)

We now apply Lemma D.0.6 of Appendix D with h := k̄/2, ` := l1/2,

ς := ζ + κ+ k′, η := ξ + κ. The only nontrivial assumption of Lemma D.0.6

to verify is the first of (D.0.10). One has

‖ξ − ζ − k′‖ ≤ ‖ξ − ζ‖+ ‖k′‖ ≤ F‖ξκ‖δs−1+εd + ‖k′‖ .

To estimate ‖k′‖ we proceed as follows:

‖k′‖ ≤ D0

〈
ζ + κ+

k′

2

〉ε
≤ D0K

(
〈ζ + κ〉ε +

1

2ε
〈k′〉ε

)
,

where we used eq. (D.0.4). Using Lemma D.0.5, we get ‖k′‖ ≤ K ′′〈ζ + κ〉ε
and therefore

‖ξ − ζ − k′‖ ≤ K‖ξκ‖δs−1+εd

Thus (D.0.12) implies

|〈ξl1 ; k̄〉| ≤ K ′〈ξl1〉δs−1+(d+τ+1)ε‖k̄‖−τ , ‖l1‖ ≤ D′〈ξl1〉ε .

But, if Cs > K ′, Ds > D′, this means that ξ is also resonant with k̄, and

thus it belongs to Z(s+1)
M ′′ with M ′′ := spanZ(M,k̄), and this contradicts the

fact that ξ ∈ B(s)
M .
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The following theorem summarizes the result of this subsection:

Theorem 5.4.8. Under the hypotheses of Theorem 5.4.10, the blocks E(0), E(d), {E(s)
M }s,M

are a partition of E. Furthermore, E(d) has dimension less then n∗ < ∞,

with n∗ only depending on c,C, δ, ε, τ , and if E = Zd E(0) is of density 1 at

infinity.

Proof. Let M1 and M2 be two submoduli of respective dimension s1 and s2 .

If s1 > s2, by definition of the extended blocks one has E
(s1)
M1
∩ E(s2)

M2
= ∅ . Let

then s1 = s2 : by Lemma 5.4.6,

E
(s1)
M1
∩ Z(s2)

M2
= ∅ ,

hence, being E
(s2)
M2
⊆ Z(s2)

M2
, it follows that E

(s1)
M1

and E
(s2)
M2

have no intersection.

5.4.2 Invariance of the sets E
(s)
M .

Consider now an operator of the form

L = H̃ +R , (5.4.10)

H̃ := −∆g,κ + Z , R ∈ OPS−2δn,δ (5.4.11)

with Z in resonant normal form. Since a Fourier multiplier like −∆g,κ, leaves

invariant any set of the form (5.1.1), we focus on Z only.

Remark that, in order to study if a set is invariant, we have to study the

couples ξ, ζ ∈ Zd s.t.

〈Zeiξ·x , eiζ·x〉L2(Td) 6= 0 .

Lemma 5.4.9. Let Z = Op (z), z(x, ξ) =
∑

k∈Zd ẑk(ξ)e
ik·x, be a normal form

operator; let M be a submodulus with dimM ≥ 1, then

ξ ∈ E(s)
M =⇒ Z[eiξ·x] =

∑
k∈M

ẑk

(
ξ +

k

2

)
ei(k+ξ)·x . (5.4.12)

Proof. By the definition of Weyl quantization one has

Z[eiξ·x] =
∑
k∈Zd

ẑk

(
ξ +

k

2

)
ei(ξ+k)·x .
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In particular, given ξ ∈ Zd ,

〈Z[eiξ·x] , ei(ξ+k)·x〉L2(Td) 6= 0

implies that either k = 0, or(
ξ +

k

2

)
∈ supp(ẑk) .

Assume now by contradiction that ∃k 6∈M s.t. ẑk
(
ξ + k

2

)
6= 0; since Z is in

normal form this implies in particular

|〈ξk; k〉| ≤ 〈ξk〉δ , ‖k‖ ≤ 〈ξk〉ε ,

which means that, defining M ′ := spanZ{k}, that ξ ∈ Z(1)
M ′ , with M ′ 6⊂ M .

This conclusion however is in contradiction with the conclusion of Lemma

5.4.6.

The main result of this subsection is the following theorem.

Theorem 5.4.10. Let E ⊆ Zd and let E ⊆ L2(Td) be the corresponding sub-

set of L2. There exists a choice of the constants C1 , . . . , Cd−1 , D1 , . . . , Dd−1

in Definition 5.2.2 and in Equation (5.3.1) such that ∀s,M the set E
(s)
M is

left invariant by an operator Z in normal form, namely: if ζ ∈ E
(s)
M and

〈Z[eiζ·x], eiξ·x〉L2(Td) 6= 0 , then ξ ∈ E(s)
M . Furthermore, in such a case one has

ζ − ξ ∈M . (5.4.13)

Furthermore, the above constants C1, . . . , Cd−1 and D1, . . . , Dd−1depend only

on the parameters d, ε, δ, τ, c,C .

Proof. Take ζ ∈ E(s)
M , assume that ξ is such that

〈eiξ·x;Z[eiζ·x]〉L2(Td) 6= 0 . (5.4.14)

First we remark that, by Lemma 5.4.9, one has

Z[eiζ·x] =
∑
k∈M

ẑk

(
ζ +

k

2

)
ei(ζ+k)·x ,

so, in particular

(5.4.14) =⇒ ξ − ζ ∈M

111



Chapter 5. Structure Theorem à la Nekhoroshev

and also

ξ = ζ + k , ‖k‖ ≤ 〈ζk〉ε . (5.4.15)

We now proceed in proving that (5.4.14) also implies ξ ∈ E(s)
M .

First, if M = {0}, then, by the very definition of normal form, Z acts as

a Fourier multiplier on E(0), and thus in particular it is diagonal and leaves

it invariant. Furthermore, E(0) decomposes into invariant subspaces each of

which is just a single point of Zd.
In order to prove the result for higher values of s, we first remark that

E
(s)
M =

({
B

(s)
M +M

}
∩ Z(s)

M

)
\

(⋃
r<s

E(s)

)
.

From (5.4.15) it follows that ξ ∈ E
(s)
M + M ⊂ B

(s)
M + M . We are going

to prove by induction on s that ξ ∈ Z(s)
M and that it also belongs to the

complement of
⋃
r<sE

(s).

We know the result is true for s = 0. By induction we have that if

ζ ∈ E(s−1)
M then ξ ∈ E(s−1)

M , and therefore also ξ ∈ Z(s−1)
M ; we prove now that

if ζ ∈ E
(s)
M then ξ ∈ Z(s)

M . Assume by contradiction that this is not true.

Since the sets {E(s̃)

M̃
}s̃,M̃ form a partition, then there exists s′, and M ′ 6= M

s.t. ξ ∈ E(s′)
M ′ ⊂ Z

(s′)
M ′ .

There are three cases

1) s′ = s. Then, by (5.4.15), one can apply Lemma 5.4.7, which implies

ξ 6∈ Z(s)
M ′ , unless M = M ′ .

Thus this case is not possible.

2) s′ > s. By Remark (5.2.6), and item 1), this implies ξ ∈ Z(s)
M , against

the contradiction assumption.

3) s′ < s. Just remark that (5.4.14) is equal to

〈eiξ·x;Z[eiζ·x]〉L2(Td) = 〈Z[eiξ·x]; eiζ·x〉L2(Td) 6= 0 , (5.4.16)

but the inductive assumptions says that E
(s′)
M ′ is invariant for s′ < s,

thus (5.4.16) implies ζ ∈ E(s′)
M ′ which is impossible since the extended

blocks form a partition.
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Thus we have ζ ∈ E(s)
M then ξ ∈

{
B

(s)
M +M

}
∩ Z(s)

M . Then by induction,

using (5.4.16), ξ ∈ E(s′)
M ′ , s

′ < s, implies ζ ∈ E(s′)
M ′ and thus ζ ∈ E(s)

M implies

ξ 6∈ E(s′)
M ′ , ∀s′ < s, and this concludes the proof.

By equation (5.4.13), each extended block is foliated in equivalence classes

left invariant by an operator in normal form. We define the sets WM,β of

Theorem 5.1.10 to be such equivalence classes. We are now going to show

that they are labelled by β in a subset of M c. First remark that, if ξ ∈ E(s)
M ,

there exists WM,β s.t. ξ ∈ WM,β and then one has

WM,β ⊂ ξ +M .

Introduce now a basis adapted to M , then, since Zd = M + M c, for any

equivalence class there exists β ∈M c s.t. WM,β ⊂ β +M . Conversely, given

β ∈M c we define

WM,β := {β +M} ∩ E(s)
M ,

which is possibly empty. Following Definition 5.2.11, M̃ is the subset of the

β’s s.t. WM,β is not empty.

We have thus established that the following Corollary holds:

Corollary 5.4.11. The partition {WM,β}M⊆Zd,β∈Mc just defined is left in-

variant by any operator in normal form.

5.5 Dimensional reduction

We analyze now the restriction of H̃ to each invariant set, in order to show

that the gauge map (5.1.9) conjugates it to a lower dimensional Schrödinger

operator. This concludes the proof of Theorem 4.0.1. Thus consider

H̃M,β ≡ ΠWM,β
(−∆g,κ + ZM) ΠWM,β

, (5.5.1)

with

ZM = Op (zM) , zM(x, ξ) =
∑
k∈M

ẑk(ξ)e
ik·x , (5.5.2)

in normal form.

Given ξ ∈ WM,β, let ξ̃ and κξ be defined as in (5.1.6), namely

ξ̃ = ξ − b(ξ + κ)Mc , κξ = {(ξ + κ)M} ,
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and recall that, as pointed out in Remark 5.1.7, one has ξ̃ = β̃ , κξ = κβ .

Thus, defining

ζ := b(ξ + κ)Mc , b2 := ‖(β̃ + κ)M⊥‖2 , (5.5.3)

one has

ξ = ζ + β̃ , (ξ + κ)M = ζ + κβ , (5.5.4)

(ξ + κ)M⊥ = (β̃ + κ)M⊥ , (5.5.5)

‖ξ + κ‖2 = ‖ζ + κβ‖2 + b2 . (5.5.6)

Remark 5.5.1. Consider the translation WM,β 3 ξ 7→ ζ = ξ − β̃ ∈ W t
M,β ⊂

M ; as pointed out in Remark 5.1.8, its quantization is the Gauge transfor-

mation Uβ̃ = eiβ̃·x. By standard pseudodifferential calculus, given a symbol

a(x, ξ) one has that the symbol of U−1

β̃
Op (a)Uβ̃ is

atrasl(x, ζ) := a(x, ζ + β̃) , (5.5.7)

which, if a is in normal form, is a function on T ∗Ts.

Precisely, we have the following lemma

Lemma 5.5.2. With the above notations, assume that zM ∈ Sm,δ with m ≤
0, is in normal form with respect to M , then, in coordinates adapted to M ,

one has

U−1

β̃
(−∆g,κ + ZM)|WM,β

Uβ̃ = −∆g,κβ + Z ′M + b2 , (5.5.8)

where −∆g,κβ is the Laplacian (in s dimensions) with respect to the restriction

of the metric to M and Z ′M = Op (z′M), with

z′M(x, ζ) = zM(x, ζ + β̃)

of class Sm,δ (as a symbol on Ts), with seminorms bounded by the seminorms

of zM .

Proof. First remark that, by (5.5.6) the transformation of the Laplacian is

−∆g,κβ + b2.

We come to the transformation of ZM . First remark that, since it is in

normal form with respect to M its symbol has the structure

zM(x, ξ) =
∑
k∈M

ẑk(ξ)e
ik·x .
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Furthermore, introducing a basis vA adapted to M , and denoting by uA its

dual basis, one has, for k ∈M ,

k · x =
d′∑
a=1

xaka

(since the coordinates kA, A = d′ + 1, ..., d of a vector in M vanish). Thus

one gets that the symbol z′M of the transformed operator is

z′M(ζ, ẑ) =
∑
k∈Zd′

ẑkava(ζ + β̃)eixaka = zM(ζ ′ + β̃, x̂) , x̂ := (x1, ..., xd
′
)

Remark that, denotingMR := spanR(v1, ...,vd′) andM∗
R := spanR(u1, ...,ud′),

one has

‖dN2
x̂ dN1

ζ′ z
′
M(x̂, ζ ′)‖ = sup

‖h(j)‖=1, h(j)∈M∗R
‖k(j)‖=1, k(j)∈MR

|dN2
x̂ dN1

ζ′ z
′
M(ζ ′, ẑ)

[
h(1) , · · · , h(M), k(1) , · · · , k(N)

]
|

≤ sup
‖h(j)‖=1, h(j)∈Rd
‖k(j)‖=1, k(j)∈Rd

|dN2
x dN1

ξ zM(ζ ′ + β̃, ẑ)
[
h(1) , · · · , h(M), k(1) , · · · , k(N)

]
|

= ‖dN2
x dN1

ξ zM(x̂, ζ ′ + β̃)‖ ≤ C〈ζ ′ + β̃ + κ〉m−N1δ ≤ C〈(ζ ′ + β̃ + κ)M〉m−N1δ

= C〈ζ ′ + κβ〉m−N1δ .

which is the thesis.

In order to deduce the spectral result, the following corollary will be useful

Corollary 5.5.3. Let ‖ζ+κβ‖2+m(ζ) be an eigenvalue of (−∆g,κβ + Z ′M)
∣∣
Wt
M,β

with eigenfunction φ(ζ). Then ‖ξ+κ‖2+m(ξ−β̃) is an eigenvalue of (−∆g,κ + ZM)|WM,β

with eigenfunction ψ(ξ) := eiβ̃·xφ(ζ).

Remark 5.5.4. By (5.5.4), in the particular case where φ(ζ) = eiζ·x, one has

ψ(ξ) = eiξ·x.
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Global spectral asymptotics

Consider the operator H = −∆g,κ + V as in (5.0.1): the spectral Theorem

4.0.1 of Chapter 4 enables us to deduce that there is a density one set of

eigenvalues λξ of H which admits an asymptotic expansion of the form

λξ = ‖ξ + κ‖2 +
n−1∑
j=0

zj(ξ) +O(‖ξ + κ‖−2δn) , zj ∈ S−2δj,δ ∀j . (6.0.1)

In this chapter we provide asymptotics for all the other eigenvalues. Re-

call that, as pointed out in [FKT91], an asymptotic expansion of the form

of (6.0.1) does not hold for the whole spectrum of H. Instead, we obtain

asymptotic expansions with a directional decay : roughly speaking, to the

points ξ which are in resonance (in the sense of Definition 5.2.9 ) with a

given module M ⊂ Zd correspond eigenvalues λξ with an asymptotic ex-

pansion in powers of ‖(ξ)M‖−2δ, instead of ‖ξ‖−2δ (see Theorem 6.0.5 for a

precise formulation). This is done combining an iterative application of the

Structure Theorem 5.1.10 and the of the quasi-modes argument of Section

4.4, Chapter 4.

In particular, we argue as follows. Theorem 5.1.10 allows to conjugate

the operator H to a sequence of lower dimensional Schrödinger operators,

the majority of which are trivial (there are infinitely many Fourier multipli-

ers and one finite dimensional operator). In order to study the nontrivial

Schrödinger operators one can apply again Theorem 5.1.10 to the operators

of eq. (5.1.14). In this way one can conjugate each of these operators to

Schrödinger operators of lower dimension. Iterating further and further, one
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is finally reduced either to finite dimensional operators, or to Fourier multi-

pliers.

Remark 6.0.1. For any M ⊆ Zd of dimension d′ and β ∈ M̃, the Schrödinger

operator of eq. (5.1.14) acts on Td′ and its corresponding symbol, written in

coordinates adapted to M depends only on the first d′ variables (both x and

ξ). Thus if one looks at such a symbol as a symbol of an operator on the

original torus, namely as a function in C∞(T ∗Td), then one has that tak-

ing derivatives with respect to the ξ variables does not improve the decay in

the directions of the variables which are not present in the symbol, namely

(ξd
′+1, ..., ξd). For this reason we will get that some eigenvalues (these are

the unstable eigenvalues of [FKT91]) have asymptotics with only a directional

decay.

Directional decay is captured by the following couple of definitions:

Definition 6.0.2. Let m ≤ 0, and let M ⊆ Zd be a submodule. We say that

a ∈ C∞(T ∗Td) is a symbol of order m in direction M if ∀N1, N2 ∈ Nd there

exists a constant CN1,N2 > 0 such that

‖dN1
x dN2

ξ a(x, ξ)‖ ≤ CN1,N2〈(ξ + κ)M〉m−δN2
g∗ ∀x ∈ Td, ∀ξ ∈ Rd . (6.0.2)

In this case we will write a ∈ Sm,δM .

Definition 6.0.3. Given a modulus M ⊂ Zd, a sequence of symbols zj ∈
S−2jδ,δ
M , j ≥ 0, depending only on ξ and a function z(ξ), possibly defined only

on Zd or on a subset E of Zd, we write

z
M∼
∑
j

zj , (6.0.3)

if for any N there exists CN s.t.∣∣∣∣∣z(ξ)−
N∑
j=0

zj(ξ)

∣∣∣∣∣ ≤ CN

〈(ξ + κ)M〉(N+1)2δ
g∗

. (6.0.4)

Theorem 4.0.1 implies that to any invariant block WM,β is associated a

resonance module M (together with a vector β.) Thus each time one applies

Theorem 4.0.1 and focuses on an invariant block, a new resonance module is

selected. An iterative application of Theorem 4.0.1 leads to consider finite

sequences of modules with the following structure:
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Definition 6.0.4. A sequence of moduli

Zd ⊃M (1) ⊃ ... ⊃M (r−1) ⊇M (r) , dimM (j) = dj , (6.0.5)

will be said to be admissible if

dr ≤ dr−1 < dr−2 < ... < d1 < d , (6.0.6)

and either dr = dr−1 or dr = 0 (namely the sequence ends when either the

last module coincides with the previous one or it consists of {0}).

The number r will be called the length of the sequence.

We will denote by Mad the set of all admissible sequences of moduli.

We also denote ~M := (M (1), ...,M (k)).

Let now ~M ∈Mad, then for any j consider a modulus M (j),c complemen-

tary to M (j) in M (j−1), namely a modulus such that

M (j) +M (j),c = M (j−1) , M (j) ∩M (j),c = {0}

then the above construction forces to use also subsets

M̃ (j) ⊂M (j),c .

We denote
~M˜ := (M̃ (1), ..., M̃ (k)) ,

then the sequence of normalizations that one performs is determined by the

couple ( ~M, ~β) with ~β ≡ (β1, ..., βk) ∈ ~M .̃ With the above definitions, the

following is the main result of the present chapter:

Theorem 6.0.5. There exists a partition

Zd =
⋃

~M∈Mad

⋃
~β∈ ~M˜

W ~M,~β ,

and for any ( ~M, ~β) with ~M ∈ Mad and ~β ∈ ~M˜ there exists a sequence

of x independent symbols {z(j)
~M,~β
}j∈N, z(j)

~M,~β
∈ S−2δj,δ

M(r−1) ∀j, with the following

property. If ξ ∈ W ~M,~β, then there exists a unique corresponding eigenvalue

λξ which admits the asymptotic expansion

λξ
M(r−1)

∼ ‖ξ + κ‖2
g∗ +

∑
j∈N

z
(j)
~M,~β

(ξ) , (6.0.7)

where r is the length of the sequence ~M . The operator H does not have

other eigenvalues. Furthermore, the constants CN of (3.2.7) are uniform

with respect to the choice of the couple ( ~M, ~β) .
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From now on, as done in the previous chapters, in order to simplify no-

tations we omit again the dependence on the metric g in scalar products,

angled brackets, and norms.

6.1 A spectral result by quasi-modes

The proof of Theorem 6.0.5 is essentially based on an iterative application

of the quasi-mode argument exhibited in Proposition 4.4.1 of Chapter 4. We

will apply such a proposition to a smoothing perturbation of an operator H0

acting on a subspace E ⊆ L2(Td) generated by some E ⊆ Zd and satisfying

the following assumptions:

1.
σ(H0) = {h0(ξ) | ξ ∈ E} ,

h0(ξ) = ‖ξ + κ‖2 + z(ξ) ∀ξ ∈ E ,
sup
ξ∈E
|z(ξ)| = Z <∞

(6.1.1)

2. There exists a complete set of normalized eigenfunctions {φξ}ξ∈E and

positive constants a, n, Cn such that any eigenvalue h0(ξ) 6= 0 has re-

lated eigenfunction φξ satisfying

‖φξ‖H−n ≤ Cn|h0(ξ)|−an . (6.1.2)

Remark 6.1.1. If H0 is a Fourier multiplier with eigenvalues of the form

6.1.1, then the above assumptions trivially hold. If E is a finite dimensional

set, the same is true, with constants Z and Cn depending on the dimension

of E. In particular, by the Structure Theorem 5.1.10, this is the case of the

operator H̃M,β if M = Zd (in such a case, WM,β = E(d) has finite dimension

n∗), or if M = {0} (in such a case, H̃M,β is a Fourier multiplier).

The following result holds for the eigenvalues of H0 satisfying assumptions 1

and 2 as above:

Lemma 6.1.2. Suppose that sup
ξ∈E
|z(ξ)| ≤ Z and let R >

√
3Z. Then one has

#
{
ξ : |h0(ξ)| ≤ R2

}
≤
(

4

c1

)d
Rd . (6.1.3)
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Proof. The proof exploits the fact that Weyl law holds for the eigenvalues of

−∆g,κ (see Lemma 3.1.3 of Chapter 3) and is done arguing as in the proof

of Lemma 4.4.2 of Chapter 4.

Furthermore, arguing again as to prove Lemma 4.4.3 of Chapter 4, as a

consequence of the Weyl’s law stated in Lemma 6.1.2 one has the following:

Corollary 6.1.3. For any N > d
2

and 0 < L < M, there exists a sequence of

intervals

Ej = [aj, bj] , j ∈ N (6.1.4)

and a positive constant C, with the following properties:

σ(H0) ⊂
[
−Z, a1 −

1

aN1

]⋃(⋃
j

Ej

)
, (6.1.5)

|bj − aj| ≡ |Ej| ≤ 2L (6.1.6)

d(Ej, Ej+1) ≡ aj+1 − bj ≥
L

bNj
(6.1.7)

# (σ(H0) ∩ Ej) ≤ Cb
d/2
j . (6.1.8)

Our proof relies on the following results:

Lemma 6.1.4. Consider an operator H0 + R, with R ∈ OPS−n,δ for some

n > 0 and assume that

1. ∃C and d s.t. the spectrum of H0 satisfies a Weyl’s law of the form

]{λ(0) ∈ σ(H0) | λ(0) ≤ r} ≤ Cr
d
2 . (6.1.9)

2. There exist a > 0 and C1 such that any normalized eigenfunction ψ

relative to an eigenvalue λ(0) of H0 fulfills

‖ψ‖H−n ≤ C1|λ(0)|−an . (6.1.10)

Then there exists Λ, C ′1 > 0 which depend on C,C1, d, ‖R‖B(H−N ,H0) only,

with the following properties: any normalized eigenfunction φ of H0 + R

which corresponds to an eigenvalue λ > Λ fulfills

‖φ‖H−n ≤ C ′1|λ|
d
2
−an . (6.1.11)
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Proof. First remark that, by Calderon Vaillancourt theorem, one has

‖Rψ‖L2 ≤ ‖R‖B(H−n,H0)‖ψ‖H−n ≤
‖R‖B(H−n,H0)C1

|λ(0)|an
. (6.1.12)

Fix c1 < λ/2 and decompose

φ = φ0 + φ1

with

φ0 ∈ Q = span {ψ | H0ψ = λψψ , |λψ − λ| ≤ c1} ;

and φ1 ∈ Q⊥. We analyze the eigenvalue equation

(H0 +R)φ = λφ .

by using the method of Lyapunov Schmidt decomposition. Denote by Π the

orthogonal projector on Q and by Π⊥ the orthogonal projector on Q⊥. In-

serting the decomposition of φ in the eigenvalue equation, applying Π⊥ and

taking into account that the projector commutes with H0, we get (reorganiz-

ing the terms) [(
Π⊥H0Π⊥ − λ

)
+ Π⊥R

]
φ1 = −Π⊥Rφ0 .

By definition of Q⊥, the operator in square brackets is invertible and the

norm of its inverse is bounded by 2, provided c1 ≥ 2‖R‖B(H−n,H0). It follows

that

‖φ1‖L2 ≤ 2‖Rφ0‖L2 .

To estimate ‖Rφ0‖L2 we decompose φ0 in eigenfunctions of H0 and use as-

sumption (6.1.10). First remark that by construction φ0 has components

only on eigenfunctions corresponding to eigenvalues between λ − c1 > λ/2

and λ+ c1 < 2λ. So it has at most J ≤ 2d/2Cλd/2 components:

φ0 =
J∑
j=1

αjψj .

It follows that the H−n norm of φ0 is bounded by 2naJ/λan. Concerning φ1,

we show that its L2 norm, which bounds all the negative Sobolev norms, is

small. One has

‖Rφ0‖L2 ≤
J∑
j=1

|αj|‖Rψj‖L2 ≤

(
J∑
j=1

|αj|2
) 1

2
(

J∑
j=1

‖Rψj‖2
L2

) 1
2

≤ J1/2‖R‖B(H−n,H0)

(λ/2)an
,
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where we used that the norm of φ0 is smaller than the norm of φ and therefore

is smaller than 1. From this the thesis follows.

The following lemma is useful in order to verify the assumptions of Lemma

6.1.4:

Lemma 6.1.5. Let M ⊂ Zd be a modulus, and let u be a function of the

form

u(x) =
∑
ζ∈M

ûζe
iζ·x

be such that

‖u‖H−n ≤ K . (6.1.13)

Let β ∈M c and consider β̃ defined as in (5.1.6). Then one has

‖eiβ̃·xu‖H−2n ≤ K

〈(β̃ + κ)M⊥〉n
. (6.1.14)

Proof. One has

‖eiβ̃·xu‖2
H−2n =

∑
ζ∈M

〈β̃ + κ+ ζ〉−2n |ûζ |2 . (6.1.15)

We analyse, using (5.5.4) and (5.5.6), the term

〈β̃ + κ+ ζ〉2 = 1 + (ζ + β̃ + κ)2
M + (ζ + β̃ + κ)2

M⊥

= 1 + (ζ + κ′)2 + (β̃ + κ)2
M⊥ =

1

2
+ (ζ + κ′)2 +

1

2
+ (β̃ + κ)2

M⊥

≥ 2

√
1

2
+ (ζ + κ′)2

√
1

2
+ (β̃ + κ)2

M⊥
≥ 〈ζ + κ′〉〈(β̃ + κ)M⊥〉 .

Inserting in (6.1.15), one immediately gets the thesis.

The following Lemma enables to relate the spectrum and the structure

of eigenfunctions of the two operators H
(1)
M,β and H̃M,β of Theorem 5.1.10, for

any M ⊂ Zd and β ∈ M̃ :

Lemma 6.1.6. For any M,β, consider the operator −∆g,κβ + VM,β as in

(5.1.14) of Theorem 5.1.10, and assume that its eigenvalues are given by

λζ = hM,β(ζ) = ‖ζ + κβ‖2 + zM,β(ζ) , ζ ∈M, (6.1.16)
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with supM,β supζ |zM,β(ζ)| ≤ Z. Assume that there exist positive constants

a < 1
2
, n ∈ N and C such that, given any eigenvalue λζ 6= 0, the corresponding

eigenfunction φ(ζ) fulfills

‖φ(ζ)‖H−n ≤
C

λanζ
∀ζ ∈M . (6.1.17)

Then the eigenvalues of Uβ
(
−∆g,κβ + VM,β

)
U∗β + b2 are given by

λξ = h0(ζ) = ‖ξ + κ‖2 + zM,β(ξ − β̃) , ξ = ζ + β̃ (6.1.18)

and, if λξ 6= 0, there exists C ′ > 0, depending only on a, Z, n, C, such that the

corresponding eigenfunction ψ(ξ) fulfills

‖ψ(ξ)‖H−2n ≤ C ′

λanξ
. (6.1.19)

Proof. The form of the eigenvalues is a direct consequence of eq. (5.5.6).

Concerning the eigenfunctions, the unitary map Uβ transforms them in ψ(ξ) :=

eiβ̃·xφ(ζ), which, by Lemma 6.1.5, are estimated by

‖ψ(ξ)‖H−2n ≤ C

λanζ

1

〈(β̃ + κ)M⊥〉n
. (6.1.20)

Then one has

λaζ〈(β̃ + κ)M⊥〉 ≥
(
λ

1/2
ζ 〈(β̃ + κ)M⊥〉

)2a

,

since 2a < 1. Then, provided λζ is large enough, λ
1/2
ζ ≥ 〈(ζ + κ′)〉/2, from

which

λ
1/2
ζ 〈(β̃+κ)M⊥〉 ≥

1

2
〈ζ+κ′〉〈(β̃+κ)M⊥〉 =

1

2
〈(ξ+κ)M〉〈(ξ+κ)M⊥〉 ≥

1

2
〈ξ+κ〉 ,
(6.1.21)

where the last inequality follows from the trivial remark that for any real

x, y, one has (1 + x2)(1 + y2) ≥ 1 + x2 + y2. Collecting the results and

remarking that, for λξ large enough, λξ < 2〈ξ + κ〉2, one gets the thesis for

large eigenvalues. In order to cover all the nonvanishing eigenvalues, just

remark that the number of eigenvalues smaller than any threshold is finite,

so that the claimed estmates trivially hold.
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Lemma 6.1.7. Assume that all the operators (5.1.14) fulfill the assumptions

of Lemma 6.1.6: then the properties (6.1.18) and (6.1.19) hold, also for

the eigenvalues and the eigenfunctions of the operator (5.0.1), but with new

constants depending only on the seminorms of V and on the constants of the

metric, and with a new function z′M,β such that

z′M,β(ξ) = zM,β(ξ) + rξ , |rξ| ≤ C‖ξ + κ‖−an ∀ξ .

Proof. First, by Theorem 5.1.10, for any n′ ∈ N, the operator −∆g,κ + V is

unitarily equivalent, through a pseudodifferential operator U of order 0, to

H̃n′+Rn′ . Fix n ∈ N, let n′ = n
2

and from now on drop the dependence on n′

by the operators H̃n′ , Rn′ . By Lemma 6.1.6 the eigenvalues of H̃ fulfill (6.1.18)

and (6.1.19) with 2n replaced by n, due to the choice of n′ . Concerning the

eigenfunctions, we observe that, by (6.1.17), Lemma 6.1.4 ensures that there

exists a constant C ′′ > 0 such that any eigenvalue λξ of H̃ + R with λξ 6= 0

has a related normalized eigenfunction ψξ satisfying

‖ψξ‖H−n ≤ C ′′|λξ|
d
2
−an

2 , (6.1.22)

thus (6.1.19) still holds for the eigenfunctions of H̃ +R. It remains to prove

(6.1.18). We split σ(H̃) according to Corollary 6.1.3, choosing L = 1 and

n = n/3 and in each of the intervals Ej we apply Lemma 4.4.1. To this end,

remark that for all eigenvalues λ ∈ Ej one has λ/2 < aj < bj < 2λ. Let φ be

the eigenfunction of H̃ corresponding to λ: then by Calderon Vaillancourt

Theorem and since the eigenfunctions of H̃ satisfy eq. (6.1.19), one has

‖Rφ‖L2 ≤ ‖R‖B(H−n,H0)

2nC ′

λa
n
2

.

Thus an application of Lemma 4.4.1 with A = H̃ +R ensures that, if for

all j ∈ N one defines D−j = a
−n/2
j , D+

j = b
−n/2
j and Mj = ]

(
σ(H̃) ∩ Ej

)
,

then there are M ′
j ≥Mj eigenvalues of H̃ +R inside the interval

Ẽj =

[
aj −

1

4
D−j , bj +

1

4
D+
j

]
⊃ Ej .

We prove now that there are no eigenvalues of H̃+R outside the intervals Ẽj.

Assume by contradiction that λ̄ is an eigenvalue of H̃ + R with λ̄ /∈
⋃
j Ẽj.

Let j̄ be the positive integer such that bj̄ < λ̄ < aj̄+1 . Since the eigenfunction

ψ of H̃ +R related to λ̄ satisfies (6.1.22), one has

‖Rψ‖L2 . λ̄
d
2
−an

2 . aj̄+1

d
2
−an

2 ,
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which implies that ψ is a quasi-mode for H̃ with approximated eigenvalue λ̄ .

In particular (up to choosing a1 big enough), this implies that there exists an

exact eigenvalue λ = λ̄ + O(aj̄+1
d
2
−an

2 ) of H̃ such that bj̄ < λ < aj̄+1 , which

is absurd, by definition of the intervals Ej.

We prove now that M ′
j = Mj for all j ∈ N. Arguing as before, we can

apply the quasi-mode argument of Lemma 4.4.1 with A = H̃, M = M ′
j and

[λ
(0)
1 , λ

(0)

M ′j
] = Ẽj to deduce that, since all the eigenfunctions of H̃+R related to

the eigenvalues contained inside Ẽj satisfy (6.1.22), then there are M ′′
j ≥M ′

j

eigenvalues of H̃ inside a slight enlargement of the interval Ẽj . But there are

exactly Mj eigenvalues of H̃ inside Ej ⊂ Ẽj, thus M ′′
j = Mj , which proves

that all the eigenvalues of H̃+R are of the form (6.1.18). We finally observe

that, since for any eigenvalue λ′ of H̃ + R the corresponding eigenfunction

ψ fulfills again equation (6.1.19) with updated constants, the corresponding

eigenfunction Uψ of −∆g,κ + V fulfills again equation (6.1.19), due to the

fact that U is a bounded operator onto H−n, since U is a pseudo-differential

operator of order 0.

By combining Remark 6.1.1 with an iterative application of the above

Lemma, one gets the proof of Theorem 6.0.5.

Remark 6.1.8. From the above Lemma it follows in particular that all the

eigenvalues and eigenfunctions of H̃ + R are constructed through our quasi-

mode procedure.
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Chapter 7

On persistence of spectral

degeneracies

Consider the operator

H = −∆g + V , V ∈ C∞(Td;R) (7.0.1)

on L2(Td) with periodic boundary conditions, where −∆g = −∆g,0 is defined

as in (3.1.3).In Chapter 4 we proved that in the periodic case, which corre-

sponds to the case of Floquet parameter κ = 0, for any ξ ∈ Ω ∩ Zd there

exists an eigenvalue λξ of H of the form

λξ = ‖ξ‖2 +
n−1∑
j=0

zj(ξ) +O(‖ξ‖−2δn) . (7.0.2)

Moreover, in analogy with what happens in the case d = 1 (see for instance

[MO75]), as a consequence of Theorem 4.0.1 we proved that one has

λξ − λ−ξ = O(‖ξ‖−∞) (7.0.3)

(see Remark 4.0.2).

Concerning the case of a higher dimensional flat torus, we observe that each

flat metric g is represented by the matrix with coefficients {gA,B}dA,B=1 defined

as in (3.1.5) of Chapter 3.

Remark 7.0.1. Assume that the coefficients of the symmetric bilinear form

〈·; ·〉g∗ form a rationally independent vector in RD, with D = d(d+1)
2

. Then for

any ξ, ξ′ ∈ Zd, ‖ξ‖2 = ‖ξ′‖2 implies ξ = ±ξ′. In particular, all the non null

eigenvalues of the Laplacian operator −∆g on Td have multiplicities exactly

equal to 2.
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The set of vectors with rationally independent components has full Lebesgue

measure. Thus in the case of a generic metric g, there exists a density one

subset Ω of Zd such that, for any ξ, ξ′ ∈ Ω,

‖ξ‖2 = ‖ξ′‖2 =⇒ λξ − λξ′ = O(‖ξ‖−∞) ,

for any choice of the smooth potential V .

Here instead we focus on the particular case of the standard torus, where g

is the Euclidean metric, namely ∀A,B = 1, . . . , d its matrix elements with

respect to the canonical basis {e1, . . . , ed} in (3.1.4) are defined by gAB =

δAB. In such a case the multiplicities of an eigenvalue ‖ξ‖2 in the spectrum of

the Laplacian operator are well known to grow as ‖ξ‖d−1 : thus it is natural

to ask if one can have that the eigenvalues in (7.0.2) satisfy

λξ − λξ′ = O(‖ξ‖−∞)

for more integer points (ξ, ξ′), namely points such that ‖ξ‖2 = ‖ξ′‖2, with

ξ′ 6= ±ξ. More precisely, we give the following definitions:

Definition 7.0.2. Given two unbounded sequences {ξn}n∈N, {ξ′n}n∈N, if for

any n0 ∈ N there exists n ≥ n0 such that ξ′n 6= ξn and ξ′n 6= −ξn, we simply

say that {ξ′n}n∈N and {±ξn}n∈N are asymptotically different.

Definition 7.0.3. If there exist two unbounded sequences {ξn}n∈N, {ξ′n}n∈N ⊆
Ω∩Zd with the following properties: {±ξn}n∈N and {ξ′n}n∈N are asymptotically

different and fulfill

‖ξn‖2 = ‖ξ′n‖2 ∀n ∈ N , (7.0.4)

and there exists a sequence of positive constants {CN}N∈N such that∣∣λξn − λξ′n∣∣ ≤ CN〈ξn〉−N ∀N, n ∈ N , (7.0.5)

we say that the degeneracy (at {ξn}n∈N, {ξ′n}n∈N) in the spectrum of H per-

sists up to any order.

Definition 7.0.4. Given two unbounded sequences {ξn}n∈N and {ξ′n}n∈N in

Ω ∩ Zd asymptotically different and such that (7.0.4) holds, we say that the

degeneracy (at {ξn}n∈N, {ξ′n}n∈N) in the spectrum of H is broken if the de-

generacy at {ξn}n∈N, {ξ′n}n∈N does not persist up to any order, namely there

exists a positive integer N̄ such that for any C > 0 there exists n ∈ N such

that ∣∣λξn − λξ′n∣∣ > C〈ξn〉−N̄ .
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Before stating the main results of the present chapter, we fix some nota-

tions: taking Ω as in (4.2.3) of Chapter 4, we define

Ω̃ := Ω ∩ Zd =
{
ξ ∈ Zd

∣∣ | 〈ξ; k〉 | ≥ 〈ξ〉δ‖k‖−τ ∀0 < ‖k‖ < 〈ξ〉ε
}
. (7.0.6)

Given ξ ∈ Ω̃, remark that in this chapter we always denote with λξ an

eigenvalue satisfying the asymptotic expansion (7.0.2); when we want to

emphasize the dependence of λξ on the potential V, we write λVξ instead

of λξ . Furthermore, we also assume that the parameters δ, ε, τ satisfy

δ > max
{

4
5

+ ε
5
(τ + 2) , ε(τ + 2)

}
. (7.0.7)

As a first result, we exhibit a class of potentials such that there actually is

some persistence of degeneracy up to any order in the spectrum of H:

Theorem 7.0.5 (Persistence of degeneracy). Suppose that there exists a

unitary and unimodular map U : Rd → Rd such that

V (x) = V (Ux) ∀x ∈ Td . (7.0.8)

Then the following holds:

1. For any ξ ∈ Zd one has ξ ∈ Ω̃ if and only if Uξ ∈ Ω̃

2. There exists a sequence {CN}N∈N of positive constants, depending only

on the potential V, such that, for any unbounded sequence {ξn}n∈N ⊆ Ω̃,

|λξn − λUξn| ≤ CN〈ξn〉−N ∀N, n ∈ N . (7.0.9)

As a consequence, for any unbounded sequence {ξn}n∈N ⊂ Ω̃ such that ∀n ∈ N
ξn 6= ±Uξn, the degeneracy at {ξn}n∈N, {Uξn}n∈N in the spectrum of H per-

sists up to any order.

Actually, unitary and unimodular maps on Rd are a very small class.

More precisely, we have the following:

Remark 7.0.6. If U is a unimodular map, then its matrix elements Uei · ej =: U j
i

with respect to the standard basis {e1, . . . , ed} have to be integers. If U is also

unitary, then its inverse matrix coincides with its transpose, which in partic-

ular entails that
∑d

j=1

(
U j
i

)2
= 1 ∀i . Thus the class of maps U described by
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the Theorem reduces to exchanges of axes and inversions in their orientation,

namely maps of the form

ξ = (ξ1, . . . , ξi, . . . , ξj . . . , ξd) 7−→ (ξ1, . . . , ξj, . . . , ξi, . . . , ξd) ,

ξ = (ξ1, . . . , ξi, . . . , ξd) 7−→ (ξ1, . . . ,−ξi, . . . , ξd) ,

and their compositions. Some standard combinatorics then entails that there

are 2dd! maps of such form.

Remark 7.0.7. The class of potentials described in Theorem 7.0.5 has strong

similarities with the class of separable potentials exhibited in [GK91] and in

[ERT84], within the context of the analysis of isospectral potentials. More

precisely, separable potentials are built as the sum of d potentials V1, . . . , Vd,

where for all j = 1, . . . , d Vj depends only on the variable xj. In particular,

each one of the potentials Vj satisfies the hypotheses of Theorem 7.0.5, since

it is symmetrical with respect to the exchange of any two coordinates xi, xk
with i, k 6= j . However, neither our class of potential is contained inside the

set of separable potentials, nor all separable potentials are symmetric with

respect to a unitary and unimodular map. Consider, in d = 2, V (x1, x2) =

cos(x1 + x2), as a potential which is symmetric with respect to the exchange

among coordinates x1, x2, but is not separable, and V (x1, x2) = cos(x1 + π
3
) +

2 cos(x2 + π
3
) as an example of a separable potential which does not have any

unimodular and unitary symmetry.

The second result we give in the present chapter deals instead with break-

ing of degeneracy. Let indeed

B{ξn},{ξ′n} =
{
V ∈ C∞(Td;R)

∣∣ the degeneracy in the spectrum

of H = −∆ + V at {ξn}n∈N, {ξ′n}n∈N is broken
}

; (7.0.10)

we prove the following:

Theorem 7.0.8 (Breaking of degeneracy). There exists N > 0 such that for

any s > N the following holds. Consider any couple of unbounded sequences

{ξn}n∈N, {ξ′n}n∈N contained in Ω̃ such that (7.0.4) holds and {±ξn}n∈N and

{ξ′n}n∈N are asymptotically different: then B{ξn},{ξ′n} is a generic set in C∞(Td;R)

with respect to the topology induced by the norm ‖ · ‖s , namely it is the com-

plementary of a countable union of closed and nowhere dense sets.

129



Chapter 7. On persistence of spectral degeneracies

Of course, Theorem 7.0.8 is not sufficient to deduce that, for a generic

potential, the only sequences such that λξn − λξ′n = O(〈ξn〉−∞) are (asymp-

totically) of the form {ξn}n∈N, {−ξn}n∈N, namely all possible degeneracies are

broken. Theorem 7.0.8 ensures indeed that, if both the sequences {ξn}n∈N, {ξ′n}n∈N
are fixed, the degeneracy at {ξn}n∈N, {ξ′n}n∈N is broken by any potential V in

B{ξn},{ξ′n} , but nothing is claimed about the fact that the same potential V

also breaks the degeneracy at {ξn}n∈N, {ξ′′n}n∈N, if a third sequence {ξ′′n}n∈N
is considered. The strategy we follow to prove Theorem 7.0.8 cannot be

adapted in a straightforward way to prove such a result, essentially due to

the unboundedness of the multiplicities in the spectrum of the Laplacian op-

erator; thus we leave such a question open.

The remaining part of the chapter is divided into two sections: Section

7.1, where Theorem 7.0.5 is proven, and Section 7.2, devoted to the proof of

Theorem 7.0.8.

7.1 Persistence of degeneracy

In the present section we prove Theorem 7.0.5. The idea is that the higher de-

generacy described in Theorem 7.0.5 is associated to the preservation, along

the iterative process given by the normal form of Chapter 4, of the following

symmetry: given U a unitary and unimodular transformation on Rd,

f(x, ξ) = f(Ux, Uξ) ∀x ∈ Td, ∀ξ ∈ Rd . (Sym)

More precisely, Theorem 7.0.5 is a consequence of the following couple of

results:

Lemma 7.1.1. Let U be an unitary and unimodular map. Then ξ ∈ Ω̃ if

and only if Uξ ∈ Ω̃.

Proof. First of all, we observe that, since U is unimodular, it maps points

ξ ∈ Zd into points Uξ ∈ Zd . Assume now that ξ ∈ Ω̃ = Ω ∩ Zd ; then this

implies Uξ ∈ Zd and we are left to show that Uξ ∈ Ω . By definition of the

non resonant set Ω (4.2.3), since ξ ∈ Ω one has that

| 〈ξ; k〉 | ≥ 〈ξ〉δ‖k‖−τ ∀k s.t. 0 < ‖k‖ ≤ 〈ξ〉ε .

Let h ∈ Zd and assume that 0 < ‖h‖ ≤ 〈Uξ〉ε = 〈ξ〉ε ; then the unitari-

ety of U implies that its inverse U−1 is unitary too, hence U−1h ∈ Zd and
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‖U−1h‖ = ‖h‖ . Hence, again by unitariety and by the fact that ξ is non

resonant, one has that

| 〈Uξ;h〉 | = |
〈
ξ;U−1h

〉
| ≥ 〈ξ〉δ‖U−1h‖−τ = 〈Uξ〉δ‖h‖−τ ,

which proves Uξ is non resonant.

Proposition 7.1.2. Assume the hypotheses of Theorem 4.2.1. If there exists

a unimodular and unitary map U such that the potential V has the symmetry

property

V (x) = V (Ux) ∀x ∈ Td , (7.1.1)

then ∀n ≥ 0 the symbols hn, vn, zn, z
(n) and gn+1, whose existence is ensured

by Theorem 4.2.1, satisfy the symmetry property (Sym). In particular, zn
satisfies

zn(ξ) = zn(Uξ) ∀ξ ∈ Rd . (7.1.2)

Assuming Proposition 7.1.2, whose proof is postponed to the following

subsection, Theorem 7.0.5 is deduced as follows.

Proof of Thm 7.0.5. Since {ξn}n∈N is contained in Ω̃, by Lemma 7.1.1 the

sequence {Uξn}n∈N is contained inside Ω̃. Then, since for any n ∈ N λξn
and λUξn satisfy the asymptotic expansion (4.0.6) proven in Theorem 4.0.1

of Chapter 4, for any N ∈ N there exists a positive constant CN such that∣∣∣∣∣λξn − ‖ξn‖2 −
N−1∑
j=1

zj(ξn)

∣∣∣∣∣ ≤ CN〈ξn〉−2δN ,

as well as ∣∣∣∣∣λUξn − ‖ξn‖2 −
N−1∑
j=1

zj(Uξn)

∣∣∣∣∣ ≤ CN〈ξn〉−2δN .

By Proposition 7.1.2, zj(ξn) = zj(Uξn) ∀n ∈ N and ∀j ∈ N, thus this implies

|λξn − λUξn| ≤ 2CN〈ξn〉−2δN ∀n ,

which gives the thesis.
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7.1.1 Symmetry preservation: proof of Proposition 7.1.2

Passing to Fourier variables, a symbol f(x, ξ) =
∑
k∈Zd

f̂k(ξ)e
ik·x satisfies to the

symmetry property (Sym) if and only if for all k ∈ Zd one has

f̂k(ξ) =
1

|Td|

∫
Td
f(x, ξ)e−ik·x dx =

1

|Td|

∫
Td
f(Ux, Uξ)e−ik·x dx .

Since U is unitary, for all k ∈ Zd and x ∈ Td this is equivalent to

f̂k(ξ) =
1

|Td|

∫
Td
f(Ux, Uξ)e−iUk·Ux dx ,

and, by the fact that U is unimodular,

f̂k(ξ) =
1

|Td|

∫
Td
f(x′, Uξ)e−iUk·x′ dx′

= f̂Uk(Uξ) ∀k ∈ Zd, ∀ξ ∈ Rd .

(7.1.3)

This leads to the following:

Remark 7.1.3. A symbol f satisfies the symmetry property (Sym) if and

only if its Fourier coefficients satisfy

f̂Uk(Uξ) = f̂k(ξ) ∀ξ ∈ Rd , ∀k ∈ Zd .

The characterization exhibited in Remark 7.1.3 enables us to prove the

following results.

Lemma 7.1.4. Given f ∈ Sm,δ a symbol of order m ∈ R, let f (nr), f (res), [f ]

and f (S) be defined according to Definition 4.2.9. Let furthermore g be the

symbol solving the homological equation
{
‖ξ‖2, g

}
+ f (nr) = 0 . If f satisfies

the symmetry property (Sym), then f (nr), f (res), [f ], f (S) and g satisfy the same

property (Sym).

Proof. If f(x, ξ) =
∑
k∈Zd

f̂k(ξ)e
ik·x satisfies (Sym), it immediately follows that

[f ](ξ) = f̂0(ξ) satisfies the same property (Sym), by Remark 7.1.3.

We now prove the claim for f (res), the ones about f (nr) and f (S) following in

analogous way. Recall the definition of f (res)(x, ξ) as

f (res)(x, ξ) =
∑
k 6=0

f̂k(ξ)χk(ξ)χ̃k(ξ)e
ik·x ,
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with

χk(ξ) = χ

(
〈ξ; k〉 ‖k‖−τ

〈ξ〉δ

)
, χ̃k(ξ) = χ

(
‖k‖
〈ξ〉ε

)
.

(see Definition 4.2.8 of Chapter 4). Since the map U is unitary, one has

χUk(Uξ) = χ

(
〈Uξ;Uk〉 ‖Uk‖−τ

〈Uξ〉δ

)
= χ

(
〈ξ; k〉 ‖k‖−τ

〈ξ〉δ

)
= χk(ξ) ,

and analogously χ̃Uk(Uξ) = χ̃k(ξ) . Thus we can conclude that

f (res)(x, ξ) =
∑

0 6=k∈Zd
f̂k(ξ)χk(ξ)χ̃k(ξ)e

ik·x

=
∑

0 6=k∈Zd
f̂Uk(Uξ)χUk(Uξ)χ̃Uk(Uξ)e

iUk·Ux

=
∑

0 6=k′∈Zd
f̂k′(Uξ)χk′(Uξ)χ̃k′(Uξ)e

ik′·Ux

= f (res)(Ux, Uξ) .

Concerning the solution g of the homological equation {‖ξ‖2, g}+ f (nr) = 0,

remark that, as pointed out in Remark 4.2.7 of Chapter 4, g has the form

g(x, ξ) = −
∑

0 6=k∈Zd
f̂k(ξ)

(1− χk(ξ))
2i 〈ξ; k〉

χ̃k(ξ)e
ik·x .

Thus we observe that, since U is unitary, it is

〈Uξ;Uk〉 = 〈ξ; k〉 ∀ξ ∈ Rd , ∀k ∈ Zd ,

in order to deduce that

g(x, ξ) = −
∑

06=k∈Zd
f̂Uk(Uξ)

(1− χUk(Uξ))
2i 〈Uξ;Uk〉

χ̃Uk(Uξ)e
ik·x

= g(Ux, Uξ) ,

and thus that g satisfies (Sym).

Lemma 7.1.5. Let f and g two symbols satisfying (Sym). Then the symbols

of their composition f]g and Moyal brackets {f, g}M satisfy (Sym) too.
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Proof. Recall that {f , g}M =
1

i
(f]g − g]f) . Thus it is sufficient to prove

that f]g satisfies (Sym), and (Sym) for g]f follows analogously.

By Lemma C.2.5 of Appendix C, for any (x, ξ) ∈ Td × Rd one has

(f]g) (x, ξ) =
∑

k,k′∈Zd
f̂k−k′

(
ξ +

k′

2

)
ĝk′

(
ξ − k − k′

2

)
eik·x

and, if f and g satisfy (Sym) , by Remark 7.1.3, ∀k ∈ Zd and ξ ∈ Rd one has

f̂k(ξ) = f̂Uk(Uξ) , ĝk(ξ) = ĝUk(Uξ) .

Hence it is sufficient to compute

(f]g) (x, ξ) =
∑

k,k′∈Zd
f̂k−k′

(
ξ +

k′

2

)
ĝk′

(
ξ − k − k′

2

)
eik·x

=
∑

k,k′∈Zd
f̂Uk−Uk′

(
Uξ +

Uk′

2

)
ĝUk′

(
Uξ − Uk − Uk′

2

)
eiUk·Ux

=
∑

h,h′∈Zd
f̂h−h′

(
Uξ +

h′

2

)
ĝh′

(
Uξ − h− h′

2

)
eih·Ux

= (f]g) (Ux, Uξ) .

Lemma 7.1.6. Let G = Op (g) ∈ OPS0,δ . Then, as stated in Lemma C.2.6

of Appendix C, eiG ∈ OPS0,δ . Let σ ∈ S0,δ be its symbol; if g satisfies the

symmetry property (Sym), σ satisfies (Sym) too.

Proof. The above result follows from the fact that, if we define ∀(x, ξ) ∈
Td × Rd

σ(x, ξ) =
∑
n≥0

ingn(x, ξ)

n!
, (7.1.4)

where {gn}n∈N is the sequence defined by gn = g]gn−1 ∀n > 0 and g0 = g ,

then we have σ ∈ S0,δ . Then, if g satisfies (Sym), the symmetry property

(Sym) of the symbols gn for all n follows from an iterative application of

Lemma 7.1.5, while the convergence of the series in (7.1.4) ensures that

property (Sym) holds, as well as the fact that eiG = Op (σ) .

We are now in position to prove Proposition 7.1.2:
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Proof of Proposition 7.1.2. The proof is done by induction on the number n

of normal form steps which have been performed in Theorem 4.2.1.

Inductive basis: In the case n = 0, we have z(0) = z0 = 0 and v0 = v,

thus (Sym) is automatically satisfied by z(0), z0 and v0 . Since h0(ξ, x) =

‖ξ‖2 + v0(x) , and ‖ξ‖2 = ‖Uξ‖2 due to the fact that U a unitary map, it

follows that h0 satisfies (Sym) too.

Since g1 solves the equation {‖ξ‖2 , g1}+ v
(nr)
0 = 0 , Lemma 7.1.4 entails that

g1 satisfies (Sym).

Inductive step: Suppose that hn , z
(n) , vn , zn , satisfy (Sym). Then Lemma

7.1.4 together with the inductive hypothesis on vn implies that v
(res)
n , v

(nr)
n , v

(S)
n , [vn]

satisfy (Sym) and so does the solution gn+1 of the equation {‖ξ‖2 , g1}+ v(nr)
n = 0.

Thus, since z(n+1) = z(n) + [vn] + v(res)
n and zn+1 = zn + [zn], property (Sym)

is satisfied by z(n+1) and zn+1 too. It remains to prove that hn+1 and vn+1

satisfy (Sym).

By Lemma 7.1.6, gn+1 satisfying (Sym) implies that e±iGn+1 has a symbol

σ±n satisfying the same property (Sym). Recalling that Hn+1 = Op (hn+1) ,

with

hn+1 =
(
σ+
n ] hn

)
] σ−n ,

using the inductive hypothesis on hn and what proven for gn+1, we apply

twice Lemma 7.1.5 to get that hn+1 satisfies (Sym). It is finally sufficient to

observe that vn+1 is given by

vn+1(x, ξ) = hn+1(x, ξ)− ‖ξ‖2 − z(n+1)(x, ξ) ,

in order to deduce that, analogously, vn+1 satisfies (Sym).

Notice that here there is no need to perform the splitting vn = v1,n + v2,n,

with v1,n symmetric and v2,n regularizing enough, as done in the proof of

Theorem 4.2.1 in the case of a generic perturbation V : this is due to the

fact that, since here V is a bounded symbol, the symbols vn are bounded

∀n ∈ N, thus also the symbols gn are bounded. This makes possible to apply

Lemma 7.1.6, and thus to ensure that property (Sym) is satisfied by the

whole symbol hn, at every step of the iteration.

7.2 Breaking of degeneracy

In the present section we prove Theorem 7.0.8, as a consequence of the fol-

lowing:
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Proposition 7.2.1. Let {ξn}n∈N, {ξ′n}n∈N ⊆ Ω̃ be two divergent sequences

such that ‖ξn‖2 = ‖ξ′n‖2 and ∀n ∈ N ξn 6= ±ξ′n. Then there exists N > 0 such

that for any s > N and for any R,C > 0

VC,R =
{
V ∈ C∞(Td;R)

∣∣ ‖V ‖N ≤ R and
∣∣λVξn − λVξ′n∣∣ ≤ C〈ξn〉−4δ ∀n ∈ N

}
(7.2.1)

is a nowhere dense set in C∞(Td;R) with respect to the topology induced by

the norm ‖ · ‖s .

We postpone to the next subsection the proof of the above proposition,

and we now prove Theorem 7.0.8.

Proof of Theorem 7.0.8. : Since {ξn}n∈N and {ξ′n}n∈N are unbounded se-

quences, up to reducing to a subsequence we can assume that the two se-

quences diverge. Furthermore, since {±ξn}n∈N and {ξ′n}n∈N do not asymptot-

ically coincide, we can reduce to a couple of subsequences such that ξn 6= ±ξ′n
for all n . We analyze the complementary set of B{ξn},{ξ′n} in C∞(Td;R),

namely the set of potentials V such that in the spectrum of H = −∆ + V

there is persistence of degeneracy up to any order at {ξn}n∈N, {ξ′n}n∈N. Then

it is sufficient to observe that, for such potentials V, in particular (taking

N > 4δ in (7.0.5)) there exists a positive constant C such that for all n

|λVξn − λ
V
ξ′n
| ≤ C〈ξn〉−4δ . Since for any C ∈ R

{
V ∈ C∞(Td;R)

∣∣ |λVξn − λVξ′n| ≤ C〈ξn〉−4δ ∀n ∈ N
}

⊆
{
V ∈ C∞(Td;R)

∣∣ |λVξn − λVξ′n| ≤ dCe〈ξn〉−4δ ∀n ∈ N
}
, (7.2.2)

one has that

{V ∈ C∞(Td;R) | ∃C > 0 s.t.
∣∣λVξn − λVξ′n∣∣ ≤ C〈ξn〉−4δ ∀n}

=
⋃

R∈N,K∈N

{
V ∈ C∞(Td;R) | ‖V ‖N < R and

∣∣λVξn − λVξ′n∣∣ ≤ K〈ξn〉−4δ ∀n
}
.

(7.2.3)

Then, by Proposition 7.2.1, there exists n > 0 such that the right hand side in

7.2.3 is a countable union of nowhere dense sets with respect to the topology

induced by ‖ · ‖s, for any s ≥ N.

The remaining part of the section is devoted to the proof of Proposition

7.2.1.
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7.2.1 Second order expansion of the eigenvalues

The proof of Proposition 7.2.1 requires a careful analysis of the first two terms

z0 and z1 in the asymptotic expansion (4.0.6) of the eigenvalues associated

to non resonant points. In the present subsection we prove the following:

Lemma 7.2.2. Let H = −∆+V as in (5.0.1). There exist a positive integer

N and a constant CV > 0, depending only on the Sobolev norm ‖V ‖N of the

potential V , on d and on the parameters δ, τ, ε, such that for all ξ ∈ Ω̃

λVξ = ‖ξ‖2 + [V ] +
1

2

∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2〈
ξ + k

2
; k
〉 + `Vξ ,

∣∣`Vξ ∣∣ ≤ CV 〈ξ〉−4δ . (7.2.4)

Proof. Consider the asymptotic expansion (7.0.2) with N = 2: for any ξ ∈ Ω̃,

there exists a constant C1, such that

λξ = z1(ξ) + z2(ξ) + sξ , |sξ| ≤ C1〈ξ〉−4δ . (7.2.5)

Let {zn}n∈N as in Theorem 4.0.1 of Chapter 4 and let {CN}N∈N be the se-

quence of positive constants such that∣∣∣∣∣λVξ − ‖ξ‖2 −
N∑
j=1

zj(ξ)

∣∣∣∣∣ ≤ CN〈ξ〉−2δ(N+1) ∀N ∈ N .

Then, by the same Theorem 4.0.1, for all j ∈ N the family of seminorms of

the symbols zj depends only on the family of seminorms of V , and the same

holds for the sequence {CN}N∈N . Furthermore, since V depends on x only,

the family of seminorms of V only depends on the sequence of its Sobolev

norms. In particular, this entails that the following holds: for any j ∈ N there

exists N ′ ∈ N (depending on j) such that C0,0(zj) only depends on ‖V ‖N ′ ,
as well as on the parameters δ, ε, τ, d . Analogously, for any N ∈ N there

exists N ′′ ∈ N such that CN only depends on ‖V ‖N ′′ , and on the parameters

δ, ε, τ, d .

This in particular implies that there exists a positive integer N1 such that the

constant C1 in (7.2.5) only depends on ‖V ‖N1 . Recall that, with the notations

of Theorem 4.2.1 of Chapter 4, one has z1 = [v1], with v1 defined by

h1 = ‖ξ‖2 + z(1) + v1 ,
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whereH1 = Op (h1) = eiG1He−iG1 and z(1) = [V ]+V (res). Thus an application

of Lemma C.2.6 implies that

v1 =
1

2

{{
‖ξ‖2, g1

}
M , g1

}
M +

{
V (nr), g1

}
M +

{
z(1), g1

}
M + w1

=
1

2

{
V (nr), g1

}
M +

{
V (res), g1

}
M + w1 ,

(7.2.6)

with w1 ∈ S−4δ,δ . Then by Lemma 4.2.6 the family of seminorms of g1 solving

the equation {‖ξ‖2 , g1}+ V (nr) = 0 only depends on the family of seminorms

of V, and by Lemma 4.2.2 the same holds for the seminorms of the symbols

V (nr), V (res). Thus arguing as above, by the same Egorov Theorem C.2.6 we

deduce the existence of an integer N2 such that supξ∈Zd |[w1](ξ)| ≤ C2〈ξ〉−4δ ,

for a positive constant C2 that again depends only on ‖V ‖N2 .

Then Lemma 7.2.9 of Subsection 7.2.3 below ensures the existence of N3 ∈ N
and C3 > 0, depending again only on ‖V ‖N3 , such that

[v1](ξ) =
1

2

∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2〈
ξ + k

2
; k
〉 +

1

2
rξ +

[
{V (res), g1}M

]
(ξ) + [w1](ξ) ,

with ∣∣∣∣12rξ +
[
{V (res), g1}M

]
(ξ)

∣∣∣∣ < C3〈ξ〉−4δ .

Thus the thesis follows taking N = max{N1, N2, N3} and CV = C1 + C2 + C3.

From now on, we will always denote by N the positive integer defined as

in Lemma 7.2.2. Furthermore, for any R > 0 we define

BN
R = {V ∈ C∞(Td;R) | ‖V ‖N ≤ R} . (7.2.7)

Observe then that the following holds:

Remark 7.2.3. Since, with the notations of Lemma 7.2.2, the constant CV
only depends on the Sobolev norm ‖V ‖N of the potential V , we deduce that

there exists a finite, positive constant KR, depending only on R, such that

sup{CV | V ∈ BN
R} ≤ KR .
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7.2.2 Proof of Proposition 7.2.1

Fix two non resonant sequences {ξn}n∈N and {ξ′n}n∈N satisfying the hypothe-

ses of Proposition 7.2.1 and positive constants R and C . The strategy in

order to prove Proposition 7.2.1 consists in exploiting the explicit expression

of the second order expansion for the eigenvalues λVξn given by Lemma 7.2.2,

in order to determine a set

B ⊇ VR,C =
{
V ∈ BN

R

∣∣ |λVξn − λVξ′n| ≤ C〈ξn〉−4δ ∀n ∈ N
}
,

and then in showing that such a B is a closed and nowhere dense set.

In particular, the following holds:

Lemma 7.2.4. For any couple of non resonant sequences {ξn}n∈N and {ξ′n}n∈N
and any positive constant R, let VR,C as in (7.2.1). Then the set defined by

B =

{
V ∈ BN

R : ∀n ∈ N

∣∣∣∣∣12 ∑
0<‖k‖≤〈ξn〉ε

|V̂k|2
〈ξ′n − ξn; k〉〈

ξn + k
2
; k
〉 〈
ξ′n + k

2
; k
〉∣∣∣∣∣ ≤ (2KR+C)〈ξn〉−4δ

}
(7.2.8)

contains VR,C .

Proof. Observe that, by Lemma 7.2.2, for any n ∈ N one has

λVξn − λ
V
ξ′n

=
1

2

∑
0<‖k‖<〈ξn〉ε

|V̂k|2
〈ξ′n − ξn; k〉〈

ξn + k
2
; k
〉 〈
ξ′n + k

2
; k
〉 + `Vξn − `

V
ξ′n
,

∣∣`Vξn∣∣ , ∣∣`Vξ′n∣∣ ≤ CV 〈ξn〉−4δ .

(7.2.9)

By Remark 7.2.3, if V ∈ BN
R, one has that

∣∣∣`Vξn − `Vξ′n∣∣∣ ≤ 2KR〈ξn〉−4δ . Thus, by

(7.2.9), we deduce that, for any n ∈ N, if V is such that
∣∣λVξn − λVξ′n∣∣ ≤ C〈ξn〉−4δ ,

then∣∣∣∣∣∣12
∑

0<‖k‖<〈ξn〉ε
|V̂k|2

〈ξ′n − ξn; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉
∣∣∣∣∣∣ ≤ ∣∣λVξn − λVξ′n∣∣+

∣∣`Vξn − `Vξ′n∣∣
≤ (2KR + C)〈ξn〉−4δ .

To prove Proposition 7.2.1, it remains then to show that B is a closed

and nowhere dense set.
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Lemma 7.2.5 (B is closed). Let B be defined as in (7.2.8). Then for any

s > N the set B is closed with respect to the topology induced on C∞(Td;R)

by the norm ‖ · ‖s .

Proof. Fix s > N. We show that, for any n ∈ N, the set

An =

{
V ∈ C∞(Td;R) :

∣∣∣∣∣12 ∑
0<‖k‖≤〈ξn〉ε

|V̂k|2
〈ξn − ξ′n; k〉〈

ξn + k
2
; k
〉 〈
ξ′n + k

2
; k
〉∣∣∣∣∣ > (2KR+C)〈ξn〉−4δ

}

is open in C∞(Td;R). Then the thesis follows, since B is the intersection of

BN
R with the complementary set of

⋃
n∈NAn in C∞(Td;R) and, due to the

fact that s ≥ N, BN
R is a closed set. To show that An is open, fix V ∈ An,

define

0 < rV :=

∣∣∣∣∣∣12
∑

0<‖k‖≤〈ξn〉ε
|V̂k|2

〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉
∣∣∣∣∣∣− (2KR + C)〈ξn〉−4δ

and assume that W = V + Z ∈ C∞(Td;R) : we are going to show the

existence of a positive constant ε such that, if ‖Z‖s < ε, then W ∈ An .
Since for any k ∈ Zd one has

|Ŵk|2 = |V̂k|2 + |Ẑk|2 + 2Re(V̂kẐk) ,

one can compute∣∣∣∣∣∣12
∑

0<‖k‖≤〈ξn〉ε
|Ŵk|2

〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉
∣∣∣∣∣∣− (2KR + C)〈ξn〉−4δ

≥ rV −
1

2

∑
0<‖k‖≤〈ξn〉ε

∣∣∣|Ẑk|2 + 2Re
(
V̂kẐk

)∣∣∣ ∣∣∣∣∣ 〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉∣∣∣∣∣ .

(7.2.10)

We are going to estimate from above the sum in the right hand side of

(7.2.10). To this purpose, observe now that, since ξn, ξ
′
n belong to Ω̃, and

ε(τ + 2) > δ, for any k ∈ Zd such that ‖k‖ ≤ 〈ξn〉ε one has∣∣∣∣〈ξn +
k

2
; k

〉∣∣∣∣ ≥ | 〈ξn; k〉 | − 1

2
‖k‖2

≥ 〈ξn〉δ‖k‖−τ −
1

2
‖k‖2

≥ 〈ξn〉δ−ετ −
1

2
〈ξn〉2ε ≥

1

2
〈ξn〉δ−ετ ,
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and recalling that ‖ξn‖2 = ‖ξ′n‖2 , the same holds for ξ′n, namely∣∣∣∣〈ξ′n +
k

2
; k

〉∣∣∣∣ ≥ 1

2
〈ξn〉δ−ετ .

Thus we obtain that, for any k with ‖k‖ ≤ 〈ξn〉ε ,∣∣∣∣∣ 〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉∣∣∣∣∣ ≤ (‖ξn‖+ ‖ξ′n‖) ‖k‖

1
4
〈ξn〉2δ−2ετ

≤ 8〈ξn〉1+ε

〈ξn〉2δ−2ετ
≤ 8 ,

recalling that δ > 1
2

+ ε(τ + 1) . This in turn implies that

∑
0<‖k‖≤〈ξn〉ε

∣∣∣|Ẑk|2 + 2Re
(
V̂kẐk

)∣∣∣ ∣∣∣∣∣ 〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉∣∣∣∣∣

≤ 8
∑

0<‖k‖<〈ξn〉ε

∣∣∣|Ẑk|2 + 2Re
(
V̂kẐk

)∣∣∣
≤ 8

∑
0<‖k‖<〈ξn〉ε

(
|Ẑk|2 + 2|V̂k||Ẑk|

)
≤ 8‖Z‖2

s + 16‖V ‖s‖Z‖s .
(7.2.11)

Thus, combining (7.2.10) and (7.2.11), we obtain∣∣∣∣∣∣12
∑

0<‖k‖≤〈ξn〉ε
|Ŵk|2

〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉
∣∣∣∣∣∣− (2KR + C)〈ξn〉−4δ

≥ rV − 4‖Z‖2
s − 8‖V ‖s‖Z‖s . (7.2.12)

Assume now that ‖Z‖s < ε = min{‖V ‖s, 1
16
rV ‖V ‖−1

s } : by (7.2.12) we de-

duce that∣∣∣∣∣∣12
∑

0<‖k‖≤〈ξn〉ε
|Ŵk|2

〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉
∣∣∣∣∣∣− (2KR + C)〈ξn〉−4δ > 0 ,

which implies W = V + Z ∈ An .

We are only left to prove that the set B is nowhere dense. Such a result

exploits the following auxiliary lemma:
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Lemma 7.2.6. Let 0 < ε, δ < 1 and τ > d be such that ε(τ + 2) < δ . There

exists a positive constant R′ (depending only on d) such that, for any couple

of non resonant points ξ, ξ′ with ‖ξ‖2 = ‖ξ′‖2 > (R′)
2
ε and ξ 6= ±ξ′ , BR′(0)

contains at least a vector k ∈ Zd such that∣∣∣∣∣ 〈ξ − ξ′; k〉 〈ξ + ξ′; k〉(
‖k‖4 − 4 (〈ξ; k〉)2) (|k|4 − 4 (〈ξ′; k〉)2)

∣∣∣∣∣ ≥ 2

25
〈ξ〉δ−4−ε(τ+4) . (7.2.13)

Proof. We proceed in two steps: first we select a ball BR′(0) big enough

to contain as many vectors as are needed to guarantee that at least one of

them is such that 〈ξ + ξ′; k〉 〈ξ − ξ′; k〉 6= 0 ; then we use the non resonant

properties of ξ, ξ′ in order to prove that, if the quantity at the left hand side

of (7.2.13) does not vanish, then (7.2.13) actually holds. Let D = 2(d−1)+1

and consider1

R′ = min
{
R > 0

∣∣ there exist {h1, . . . , hD} ⊂ BR(0) ∩ Zd s. t.

{hi1 , . . . , hid} are linearly independent vectors

∀{i1, . . . , id} ⊂ {1, . . . , D}} . (7.2.14)

Fix then a set F = {h1, . . . hD} ⊂ BR′(0) ∩ Zd such that any subset of d

vectors inside F is made of linearly independent vectors: since ξ − ξ′ 6= 0,

there exist at most d − 1 vectors in F which are orthogonal to ξ − ξ′ , and

analogously for ξ + ξ′ . Thus, since F contains at least 2(d− 1) + 1 vectors,

we can conclude that there exists at least one k ∈ F ⊂ BR′(0) such that

〈ξ + ξ′; k〉 6= 0 and 〈ξ − ξ′; k〉 6= 0 . (7.2.15)

Assume now that ‖ξ‖2, ‖ξ′‖2 > (R′)
2
ε and consider the integer quantities

〈ξ; k〉 and 〈ξ′; k〉. Two cases hold: either they have the same sign, or they

have opposite sign. In the first case, since ξ and ξ′ are non resonant and

‖ξ‖ = ‖ξ′‖ > (R′)
1
ε ≥ ‖k‖ 1

ε , one has

| 〈ξ + ξ′; k〉 | = | 〈ξ; k〉 |+ | 〈ξ′; k〉 | ≥ 2〈ξ〉δ‖k‖−τ ≥ 2〈ξ〉δ−ετ .
1The set in (7.2.14) is clearly non empty. It is easy to see how it can be inductively

constructed: suppose one has d ≤ D′ < D vectors {h1, . . . , hD′} such that any subset of

it of cardinality d is made of linearly independent vectors. Then it is sufficient to consider

the union of the hyperplanes generated by the all possible choices of d − 1 vectors in

{h1, . . . , hD′} and to select a vector hD′+1 not belonging to such a union of hyperplanes.
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Arguing in the same way, in the second case it is

| 〈ξ − ξ′; k〉 | = | 〈ξ; k〉 |+ | 〈ξ′; k〉 | ≥ 2〈ξ〉δ−ετ .

Thus, recalling that 〈ξ ± ξ′; k〉 are integer quantities, in both cases we get

|〈ξ + ξ′; k〉 〈ξ − ξ′; k〉| ≥ 2〈ξ〉δ−ετ .

Then, again by the fact that ‖ξ‖2 = ‖ξ′‖2 ≥ ‖k‖ 2
ε , we obtain that∣∣∣∣∣ 〈ξ + ξ′; k〉 〈ξ − ξ′; k〉(

‖k‖4 − 4 (〈ξ; k〉)2) (‖k‖4 − 4 (〈ξ′; k〉)2)
∣∣∣∣∣ ≥ 2〈ξ〉δ−ετ

(4‖ξ‖2‖k‖2 + ‖k‖4) (4‖ξ′‖2‖k‖2 + ‖k‖4)

≥ 2〈ξ〉δ−ετ

(5‖ξ‖2+2ε)2 =
2

25
〈ξ〉δ−4−ε(τ+4) .

We are now ready to prove the following result:

Lemma 7.2.7 (B is nowhere dense). For any R > 0 and for any s > 0 the

set B defined as in (7.2.8) has empty interior in C∞(Td;R) with respect to

the topology induced by the metric ‖ · ‖s .

Proof. Fix s > 0 and R > 0; for any V ∈ B we show that there exists a

sequence {Wn}n∈N contained in C∞(Td;R)\B, such that Wn
‖·‖s→ V as n→∞.

In particular, for any n ∈ N big enough we construct a potential Wn ∈
C∞(Td;R) such that∣∣∣∣∣∣12

∑
0<‖k‖≤〈ξn〉ε

| ˆ(Wn)k|
2 〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉
∣∣∣∣∣∣ > (2KR + C)〈ξn〉−4δ , (7.2.16)

which implies Wn /∈ B , and

‖Wn −W‖s ≤ K〈ξn〉−b (7.2.17)

for some positive constants b andK that do not depend on n . Letting n→∞,
(7.2.17) of course implies Wn → V with respect to the norm ‖ · ‖s .
Fix V ∈ B and n ∈ N . We look for Wn ∈ C∞(Td;R) of the form

Wn(x) = V (x) + ẑkne
ikn·x + ẑkne

−ikn·x (7.2.18)
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for some ẑkn ∈ R and kn ∈ Zd such that ‖kn‖ ≤ 〈ξn〉ε . We start with ensuring

that (7.2.16) is verified.

Observe that for such a Wn one has
∣∣∣ ˆ(Wn)k

∣∣∣2 =
∣∣∣V̂k∣∣∣2 if k 6= ±kn , while

∣∣∣ ˆ(Wn)−kn

∣∣∣2 =
∣∣∣ ˆ(Wn)kn

∣∣∣2 =
∣∣∣V̂kn∣∣∣2 + 2Re(V̂kn)ẑkn + |ẑkn|

2 .

Thus an immediate calculation entails

1

2

∑
0<‖k‖≤〈ξn〉ε

| ˆ(Wn)k|
2 〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉

=
1

2

∑
0<‖k‖≤〈ξn〉ε

|V̂k|2
〈ξn − ξ′n; k〉〈

ξn + k
2
; k
〉 〈
ξ′n + k

2
; k
〉 + T , (7.2.19)

with

T = 2
(
|ẑkn|2 + 2Re(V̂kn)ẑkn

) 〈ξn − ξ′n; kn〉 〈ξn + ξ′n; kn〉(
‖kn‖4 − 4 (〈ξn; kn〉)2) (‖kn‖4 − 4 (〈ξ′n; kn〉)2) .

(7.2.20)

By equation (7.2.19) and recalling that V ∈ B implies∣∣∣∣∣∣12
∑

0<‖k‖≤〈ξn〉ε
|V̂k|2

〈ξn − ξ′n; k〉〈
ξn + k

2
; k
〉 〈
ξ′n + k

2
; k
〉
∣∣∣∣∣∣ ≤ (2KR + C)〈ξn〉−4δ ,

it is sufficient to show that |T | > 2(2KR + C)〈ξn〉−4δ , in order to ensure that

(7.2.16) holds.

Let R′ > 0 be as in Lemma 7.2.6 and suppose that n ≥ n0, with n0 ∈ N
such that ‖ξn‖2 = ‖ξ′n‖2 > (R′)

2
ε for any n ≥ n0. Then an application of the

same Lemma 7.2.6 yields that it is possible to choose kn in (7.2.18) such that

‖kn‖ ≤ R′ and∣∣∣∣∣ 〈ξn − ξ′n; kn〉 〈ξn + ξ′n; kn〉(
‖kn‖4 − 4 (〈ξn; kn〉)2) (‖kn‖4 − 4 (〈ξ′n; kn〉)2)

∣∣∣∣∣ ≥ 2

25
〈ξn〉δ−4−ε(τ+4) .

Recalling the definition of T as in (7.2.20), this implies

|T | ≥ 4

25

∣∣∣|ẑkn|2 + 2Re(V̂kn)ẑkn

∣∣∣ 〈ξn〉δ−4−ε(τ+4) . (7.2.21)
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Remark that, by (7.0.7), the exponent a = δ − 4 − ε(τ + 4) is greater than

−4δ. Then it is sufficient to choose

ẑkn = 〈ξn〉
−4δ−a

2 if
∣∣∣Re(V̂kn)

∣∣∣ > 14(2KR + C)〈ξn〉
−4δ−a

2 ,

ẑkn = 42(2KR + C)〈ξn〉
−4δ−a

2 if
∣∣∣Re(V̂kn)

∣∣∣ ≤ 14(2KR + C)〈ξn〉
−4δ−a

2 ,

(7.2.22)

in order to ensure that
∣∣∣|ẑkn|2 + 2Re(V̂kn)ẑkn

∣∣∣ > 14(KR + C)〈ξn〉−4δ−a and thus,

by (7.2.21),

|T | > 4

25
14(KR + 1)〈ξn〉−4δ−a〈ξn〉a > 2(KR + C)〈ξn〉−4δ ,

which implies that (7.2.16) holds.

It remains to check that (7.2.17) is verified for some positive K and b. This

is a consequence of the fact that a > −4δ . Indeed, by (7.2.18),

Wn − V = ẑkne
ikn·x + ẑkne

−ikn·x ,

and by (7.2.22)

‖Wn − V ‖2
s ≤ 2‖kn‖2s|ẑkn|2 ≤ 2(42)2(R′)2s(2KR + C)2〈ξn〉−4δ−a ,

which entails that (7.2.17) holds with b = 4δ+a
2

> 0 andK =
√

242(R′)s(2KR + C) .

7.2.3 Second order expansion of non resonant eigen-

values

The present subsection contains the explicit calculations required in order

to determine the leading term in the expression of the symbol z1 of the

asymptotic expansion (4.0.6) exhibited in Theorem 4.0.1 of Chapter 4, and

exploited in the proof of the above Lemma 7.2.2.

In the following, given a, b ∈ R+, we will simply write a . b if there exists

a constant C > 0, depending only on d and an the choice of the parameters

δ, ε, τ (which are fixed along our construction), such that a ≤ Cb , omitting

the dependence on such parameters.

Remark 7.2.8. For any k ∈ Zd let χk, χ̃k : Rd → R be defined as in (4.2.8).

Then, as shown in the proof of Lemma 4.2.2 of Chapter 4, estimate (4.2.13)
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holds, namely ∀N ∈ Nd there exists a positive constant CN , depending on N,

such that for all ξ ∈ Rd∥∥dNξ χk(ξ)∥∥ ≤ CN‖k‖N(τ+1)〈ξ〉−Nδ , (7.2.23)∥∥dNξ χ̃k(ξ)∥∥ ≤ CN‖k‖N〈ξ〉−δN . (7.2.24)

Lemma 7.2.9. Fix ε > 0, δ, τ, d > 0 satisfying (4.2.2). There exists a positive

constant C such that, if ξ ∈ Ω and ‖k‖ ≤ 〈ξ〉ε , then the following hold:

(i) ∣∣χ±k(ξ + k
2
)χ̃±k(ξ + k

2
)
∣∣ ≤ C‖k‖4(2δ+τ+4)〈ξ〉−4δ , (7.2.25)

(ii) ∣∣(1− χ±k(ξ + k
2
)
)
χ̃±k(ξ + k

2
)
∣∣ = 1 + s±k (ξ) ,

|s±k (ξ)| ≤ C‖k‖4(2δ+τ+4)〈ξ〉−4δ ,
(7.2.26)

(iii) ∣∣∣∣∣
(
1− χ±k(ξ + k

2
)
)

±
〈
ξ + k

2
; k
〉 χ̃±(ξ + k

2
)

∣∣∣∣∣ =
1

±
〈
ξ + k

2
; k
〉 + t±k (ξ) ,

|t±k (ξ)| ≤ C‖k‖8(δ+τ+2)〈ξ〉−4δ .

(7.2.27)

Proof. Let us start by considering the function χk . A Taylor development

up to 4th order yields

χ±(ξ + k
2
) = χ±k(ξ) +

∑
0<|α|<4

1

α!
∂αξ χ±k(ξ)

(
k
2

)α
+
∑
|α|=4

4

α!

∫ 1

0

(1− τ)|α|−1∂αξ χ±k(ξ + τ k
2
) dτ

(
k
2

)α
.

We have that χk ≡ 0 on Ω . Thus all its derivatives at any order vanish on

Ω, and we deduce that

χ±k(ξ + k
2
) =

∑
|α|=4

4

α!

∫ 1

0

(1− τ)|α|−1∂αξ χ±k(ξ + τ k
2
) dτ

(
k
2

)α
.

By the first of (7.2.23), this implies∣∣χ±k(ξ + k
2
)
∣∣ . sup

|τ |≤1

〈ξ + τ k
2
〉−4δ‖k‖4+4(τ+1)

. 〈ξ〉−4δ‖k‖4(δ+τ+2) .
(7.2.28)
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We argue analogously for χ̃k : we have χ̃k ≡ 1 on Ω, thus a 4th order Taylor

development entails that, if ξ ∈ Ω ,

χ̃±k(ξ + k
2
) = 1 +

∑
|α|=4

4

α!

∫ 1

0

(1− τ)|α|−1∂αξ χ̃±k(ξ + τ k
2
) dτ

(
k
2

)α
,

and by the second estimate in (7.2.23) we have∣∣χ̃±k(ξ + k
2
)− 1

∣∣ . sup
|τ |≤1

〈ξ + τ k
2
〉−4δ‖k‖8

. 〈ξ〉−4δ‖k‖8+4δ .
(7.2.29)

Combining (7.2.28) and (7.2.29), one gets

|χ±k(ξ + k
2
)χ̃±k(ξ + k

2
)| ≤ |χ±k(ξ + k

2
)|+ |χ±k(ξ + k

2
)||1− χ̃±k(ξ + k

2
)|

. 〈ξ〉−4δ‖k‖4(2δ+τ+4) ,

which proves (7.2.25). Analogously, observing that∣∣(1− χ±k(ξ + k
2
)
)
χ̃±k(ξ + k

2
)
∣∣ ≤ 1 + s±k (ξ) ,

with s±k (ξ) = |χ±k(ξ + k
2
)| +

(
1 + |χ±k(ξ + k

2
)|
)
|1 − χ̃±k(ξ + k

2
)| , and using

again (7.2.28) and (7.2.29) to deduce that

|s±k (ξ)| . 〈ξ〉−4δ‖k‖4(2δ+τ+4) , (7.2.30)

one proves (7.2.26). Finally, (7.2.27) is deduced observing that, by the very

definition of the function χk,(
1− χ±k(ξ + k

2
)
)

±
〈
ξ + k

2
; k
〉 6= 0 only if

∣∣〈ξ + k
2
; k
〉∣∣ ≥ 〈ξ + k

2
〉δ‖k‖−τ , (7.2.31)

and, in such a case,(
1− χ±k(ξ + k

2
)
)

±
〈
ξ + k

2
; k
〉 χ̃±k(ξ + k

2
) =

1

±
〈
ξ + k

2
; k
〉 +

s±k (ξ)

±
〈
ξ + k

2
; k
〉 .

Then, by (7.2.30) and (7.2.31), one deduces∣∣∣∣∣ s±k (ξ)〈
ξ + k

2
; k
〉∣∣∣∣∣ ≤ |s±k (ξ)|

〈ξ + k
2
〉δ
‖k‖τ

≤ |s±k (ξ)|‖k‖τ . 〈ξ〉−4δ‖k‖8(δ+τ+2) ,

which gives (7.2.27).
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Lemma 7.2.10. Given a smooth potential V, let V (nr), V (res) be as in Defi-

nition 4.2.9 and let g be defined as in (4.2.25), with the symbol a replaced by

the potential V . Then there exists a positive constant C, depending only on

‖V ‖N ′ for some positive integer N ′, such that, for all ξ ∈ Ω,[{
V (nr), g

}
M

]
(ξ) =

∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2〈
ξ + k

2
; k
〉 + rξ , |rξ| ≤ C〈ξ〉−4δ , (7.2.32)

and ∣∣[{V (res), g
}
M

]
(ξ)
∣∣ ≤ C〈ξ〉−4δ . (7.2.33)

Proof. We start by proving (7.2.32). Recalling the explicit definition of V (nr)

and g, we deduce that[
{V (nr), g}M

]
(ξ) = −i

([
V (nr)] g

]
(ξ)−

[
g] V (nr)

]
(ξ)
)
,

and by Lemma C.2.5 of Appendix C one has[
V (nr)] g

]
(ξ) =

∑
k∈Zd\{0}

V̂
(nr)
−k (ξ + k

2
)ĝk(ξ + k

2
)

= −
∑

k∈Zd\{0}

V̂−k
(
1− χ−k(ξ + k

2
)
)
χ̃−k(ξ + k

2
)V̂k

(
1− χk(ξ + k

2
)
)

2i
〈
ξ + k

2
; k
〉 χ̃k(ξ + k

2
)

and[
g] v(nr)

]
(ξ) = −

∑
k∈Zd\{0}

V̂−k

(
1− χ−k(ξ + k

2
)
)

2i
〈
ξ + k

2
;−k

〉 χ̃−k(ξ+
k
2
)V̂k
(
1− χk(ξ + k

2
)
)
χ̃k(ξ+

k
2
) .

Let us analyze
[
V (nr)] g

]
(ξ) . The idea is to split the sum into a term M2

containing only high Fourier modes, namely those corresponding to ‖k‖ >
〈ξ〉ε, whose contribution is neglectable due to the regularity of V, and a term

M1 containing only low Fourier modes, namely those related to a vector k

with ‖k‖ ≤ 〈ξ〉ε , where we can apply the previous Lemma 7.2.9.

Indeed, we compute[
V (nr)] g

]
(ξ) = −

∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2
(
1− χ−k(ξ + k

2
)
)
χ̃−k(ξ + k

2
)

(
1− χk(ξ + k

2
)
)

2i
〈
ξ + k

2
; k
〉 χ̃k(ξ + k

2
)

−
∑
k∈Zd
‖k‖>〈ξ〉ε

|V̂k|2
(
1− χ−k(ξ + k

2
)
)
χ̃−k(ξ + k

2
)

(
1− χk(ξ + k

2
)
)

2i
〈
ξ + k

2
; k
〉 χ̃k(ξ + k

2
)

=: M1(ξ) +M2(ξ) . (7.2.34)
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To estimate M2 , we argue as in the proof of Lemma 7.2.9 to deduce that, if

1− χk(ξ + k
2
) 6= 0 , one has

|(ξ + k
2
) · k| ≥ 〈ξ + k

2
〉δ‖k‖−τ ≥ ‖k‖−τ .

Thus, since the functions 1− χk and χ̃k are bounded by 1 , we get

|M2(ξ)| ≤
∑
k∈Zd
‖k‖>〈ξ〉ε

|V̂k|2‖k‖τ .

Recalling that, since V ∈ Hs for any s , its Fourier coefficients satisfy

|V̂k| ≤ ‖V ‖s〈k〉−s ∀s > 0 , (7.2.35)

and choosing s = d4δε−1e+ τ + d+ 1 , we obtain that

|V̂k| ≤ ‖V ‖s〈k〉−4δε−1〈k〉−(τ+d+1)

≤ ‖V ‖s〈ξ〉−4δ〈k〉−(τ+d+1)

for all those k such that ‖k‖ > 〈ξ〉ε . Thus, we deduce

|M2(ξ)| ≤
∑
k∈Zd
‖k‖>〈ξ〉ε

|V̂k|2‖k‖τ

≤ ‖V ‖2
s

∑
k∈Zd
‖k‖>〈ξ〉ε

〈ξ〉−4δ〈k〉−(τ+d+1)‖k‖τ ≤ C2〈ξ〉−4δ ,

with C2 = ‖V ‖2
s

∑
k∈Zd〈k〉−(d+1) .

The estimate of M1(ξ) is an application of Lemma 7.2.9: since

(
1− χ−k(ξ + k

2
)
)
χ̃−k(ξ + k

2
)

(
1− χk(ξ + k

2
)
)

2i
〈
ξ + k

2
; k
〉 χ̃k(ξ + k

2
)

=
(
1− s−k (ξ)

)( 1

2i
〈
ξ + k

2
; k
〉 + t+k (ξ)

)
,

with |s−k (ξ)| ≤ C‖k‖4(2δ+τ+4)〈ξ〉−4δ and |t+k (ξ)| ≤ C‖k‖8(δ+τ+2)〈ξ〉−4δ for some

positive constant C, we have

M1(ξ) =
∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2
(

1

2i
〈
ξ + k

2
; k
〉 + s−k (ξ) + t+k (ξ) + s−k (ξ)t+k (ξ)

)
,
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and∣∣∣∣∣∣∣∣
∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2
(
s−k (ξ) + t+k (ξ) + s−k (ξ)t+k (ξ)

)∣∣∣∣∣∣∣∣ ≤ 3C2
∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2‖k‖16δ+12τ+24〈ξ〉−4δ

≤ C1〈ξ〉−4δ ,

with C1 = 3C2‖V ‖2
s′
∑

k∈Zd〈k〉−(d+1) and s′ = d16δ+ 12τe+ 24 + d+ 1 . This

enables to conclude that[
V (nr)] g

]
(ξ) = −

∑
k∈Zd

0<‖k‖≤〈ξ〉ε

|V̂k|2
1

2i
〈
ξ + k

2
; k
〉 + r1,ξ ,

|r1,ξ| ≤ (C1 + C2)〈ξ〉−4δ .

(7.2.36)

Arguing analogously to estimate the term
[
g] V (nr)

]
(ξ) , we get that

[
g] V (nr)

]
(ξ) = −

∑
k∈M

0<‖k‖≤〈ξ〉ε

|V̂k|2
1

2i
〈
ξ + k

2
;−k

〉 + r2,ξ ,

|r2,ξ| ≤ (C1 + C2)〈ξ〉−4δ .

(7.2.37)

Recalling the definition of {f, g}M as −i (f]g − g]f) and combining the con-

tributions of (7.2.36) and (7.2.37), we obtain (7.2.32).

Concerning (7.2.33), the estimate of
[
{V (res) , g}M

]
(ξ) follows arguing in an

analogous way: one has[
{V (res), g}M

]
(ξ) =

1

i

([
V (res)] g

]
(ξ)−

[
g] V (res)

]
(ξ)
)
,

with

[
V (res)] g

]
(ξ) = −

∑
k∈Zd\{0}

|V̂k|2χ−k(ξ+ k
2
)χ̃−k(ξ+ k

2
)

(
1− χk(ξ + k

2
)
)

2i
〈
ξ + k

2
; k
〉 χ̃k(ξ+ k

2
)

(7.2.38)

and

[
g] V (res)

]
(ξ) = −

∑
k∈Zd\{0}

|V̂k|2
(
1− χ−k(ξ + k

2
)
)

2i
〈
ξ + k

2
;−k

〉 χ̃−k(ξ+
k
2
)χk(ξ+

k
2
)χ̃k(ξ+

k
2
) .

(7.2.39)
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Then one splits each one of the sums in (7.2.38), (7.2.39) in two pieces, the

first one supported on high Fourier modes, satisfying the condition ‖k‖ > 〈ξ〉ε ,
which are dealt with as the term M1 of (7.2.34), and the second one sup-

ported on Fourier modes satisfying ‖k‖ ≤ 〈ξ〉ε , which is dealt with exploiting

Lemma 7.2.9, as the term M2 defined in (7.2.34).
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Appendix A

Pseudo-differential calculus and

structural hypotheses

This chapter is devoted to a brief exposition of a few basic notions of pseudo-

differential calculus, which is a fundamental tool for the reducibility result

of Chapter 2. In particular, pseudo-differential calculus on the d− dimen-

sional torus Td is used here, with classical quantization of the operators and

with the standard coordinate dependent definition on symbols. A specific

focus is given here on the preservation of structural hypotheses considered in

Chapter 2, namely symmetric hyperbolicity, reality and reversibility. Since

pseudo-differential calculus is widely used even in Chapters 4 –7, but with a

slightly different setting, we point out that in Appendix C another class of

symbols is analyzed, which is suitable to work on the torus Td equipped with

a non Euclidean Riemannian flat metric; in particular intrinsic definitions

are given therein, and Weyl quantization of symbols is used.

Recall that the following definition of symbols and their quantization is con-

sidered here:

Definition A.0.1. Let m ∈ R. We say that a ∈ C∞
(
Td × Rd;C

)
is a symbol

of class Sm if for any multiindex α, β ∈ Nd there exists a positive constant

Cα,β such that∣∣∣∂αx∂βξ a(x, ξ)
∣∣∣ ≤ Cα,β〈ξ〉m−|β| ∀(x, ξ) ∈ Td × Rd .

Definition A.0.2 (Classical quantization). Let m ∈ R and a ∈ Sm. Then

we say that A = Opcl (a) is a pseudo-differential operator of order m, A ∈
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OPS m, if A acts on u ∈ L2(Td) as

A : u =
∑
ξ∈Zd

ûξe
iξ·x 7−→ Au =

∑
ξ∈Zd

a(x, ξ)ûξe
iξ·x . (A.0.1)

Actually, the one described in Definition A.0.2 is not the only possible way

of putting in correspondence operators and symbols. Given a ∈ C∞(Td × Rd;C),

define its Fourier coefficients with respect to the variable x ∈ Td as

âk(ξ) =

∫
Td
a(x, ξ)e−iξ·x dx ∀k ∈ Zd, ξ ∈ Rd ; (A.0.2)

then for all t ∈ [0, 1] one can define an operator Op t(a) of a symbol a ∈ Sm,
acting on a generic function u ∈ L2(Td) as

Op t(a)u(x) =
∑
ξ∈Zd

ûξe
iξ·x 7−→ Op t(a)u(x) =

∑
ξ∈Zd

∑
k∈Zd

âk (ξ + tk) ûke
i(k+ξ)·x

(see for instance [Rob87] ). Notice that with these notations classical quan-

tization, namely the symbol-operator associaton a 7→ Opcl (a) exhibited in

the above Definition A.0.2, also referred to as left quantization, corresponds

to t = 0, whereas Weyl quantization, which is used in Chapters 4–7 below,

corresponds to t = 1
2
.

Pseudo-differential operators are closed under the operation of composition.

Of course this implies that, given two pseudo-differential operators A and B,

their commutator is again a pseudo-differential operator. In particular, the

following standard result holds (see [Tay91]):

Lemma A.0.3. Let A ∈ Lip (Ω0; C∞ (Tn;OPSm)) and B ∈ Lip
(
Ω0; C∞

(
Tn;OPSm

′))
.

(i) Then their composition AB is such that AB ∈ Lip
(
Ω0; C∞

(
Tn;OPSm+m′

))
(ii) Their commutator [A,B] = AB−BA satisfies [A,B] ∈ Lip

(
Ω0; C∞

(
Tn;OPSm+m′−1

))
.

It immediately follows by the definition of reality that the composition

of two real operators is real, as well as that the composition of a reversible

and a reversibility preserving operator is reversible. In the following section

we describe the preservation of such properties under conjugation with a

particular class of pseudo-differential operators.
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A.1 Flow of operators of order η ≤ 1 and

Egorov Theorem

To regularize (2.0.1), we make use of operators that are the flow at time

τ ∈ [−1, 1] of the PDE

∂τu = G(ϕ)u

for a given pseudo differential operator G(ϕ) ∈ OPSη, η ≤ 1. An operator

of this sort is denoted by eτG. Here we state some of its main properties.

Lemma A.1.1. Let η ≤ 1 and G(ϕ) ∈ C∞ (Tn;OPSη) be such that G(ϕ) +G(ϕ)∗ ∈ OPS0

and let eτG be the flow of the autonomous PDE ∂τu = G(ϕ)u, τ ∈ [−1, 1].

Then the following results hold ∀σ ≥ 0 :

(i) eτG(ϕ) ∈ B (Hσ,Hσ)

(ii) ∀ α ∈ Nn, ∂αϕe
τG(ϕ) ∈ B

(
Hσ,Hσ−η|α|)

(iii) If G ∈ Lip (Ω; C∞ (Tn;OPSη)) , ∂αϕe
τG(ϕ, ω) ∈ Lip

(
Ω; B

(
Hσ,Hσ−η|α|−η))

∀ α ∈ Nn

Furthermore, if G is reversibility preserving (or real), eτG is reversibility pre-

serving (resp. real) too.

Proof. Item (i) is a well known result. It is proved trough a Galerkin type

approximation on the subspace EN of the compact supported sequences

{ûk}k∈Zd such that ûk = 0 if |k| > N. See [Tay91], Section 0.8, for de-

tails.

Items (ii) and (iii) are obtained arguing as in Lemma A.3 of [BM20b]; here

we exhibit the proof for the sake of completeness. Item (ii) is proved by in-

duction. The thesis for |α| = 0 follows from (i); suppose now that ∀ α′ ∈ Nn

with |α′| ≤ |α| ∂αϕe
τG(ϕ) ∈ B

(
Hσ,Hσ−η|α|) .

If |α+| = |α|+ 1, ∂α
+

ϕ eτG solves the differential equation

∂τ

(
∂α

+

ϕ eτG
)

= G
(
∂α

+

ϕ eτG
)

+
∑
|α′|≤|α|

(
α

α′

)(
∂α
′

ϕ G
)(

∂α−α
′

ϕ eτG
)
.

Hence, using Duhamel representation formula, we get

∂α
+

ϕ eτG =

∫ τ

0

e(τ−τ ′)G

 ∑
|α′|≤|α|

(
α

α′

)(
∂α
′

ϕ G
)(

∂α−α
′

ϕ eτ
′G
) dτ ′;
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since ∀ σ one has ∂α
′

ϕ G ∈ B (Hσ,Hσ−η) , ∂α−α
′

ϕ eτ
′G ∈ B

(
Hσ,Hσ−η(|α|−|α′|))

and e(τ−τ ′)G ∈ B (Hσ,Hσ) , we have

‖∂α+

ϕ eτG‖B(Hσ ,Hσ−η|α+|) ≤
∑
|α′|≤|α|

(
α

α′

)
‖∂α′ϕ G‖B(Hσ ,Hσ−η)‖∂α−α

′

ϕ eτ
′G‖B(Hσ−η ,Hσ−η(1+|α|−|α′|))

· ‖e(τ−τ ′)G‖B(Hσ−η(1+|α|−|α′|),Hσ−η(1+|α|−|α′|)).

Item (iii) is proved as item (ii), hence we omit the details. Arguing again

by induction, if |α+| = |α| + 1, it is sufficient to write the differential equa-

tion solved by ∆ω∂
α+

ϕ eτG := ∂α
+

ϕ eτG(ω2,ϕ) − ∂α+

ϕ eτG(ω1,ϕ) and to use Duhamel

representation formula again to get

∆ω∂
α+

ϕ eτG(ω,ϕ) =

∫ τ

0

eτG(ω1,ϕ)

[(
∂α

+

ϕ esG(ω1,ϕ)
)

∆ωG(ω, ϕ)

+
∑

0≤|k|≤|α|

(
α

k

)((
∆ω∂

k
ϕe

τG(ω,ϕ)
) (
∂α−kϕ esG(ω2,ϕ)

)
+
(
∂kϕG(ω1, ϕ)

) (
∆ω∂

α−k
ϕ esG(ω,ϕ)

)) ]
ds.

The thesis then follows using item (ii) and observing that ∀ σ

sup
ω1,ω2∈Ω

(∆ω)−1∆ωG(ω, ϕ) ∈ B
(
Hσ,Hσ−η) ,

sup
ω1,ω2∈Ω

(∆ω)−1∆ω∂
k
ϕe

τG(ω,ϕ) ∈ B
(
Hσ,Hσ−η|k|−η) ∀k ∈ Nn.

Reversibility preserving property: We remark that since

S ◦ ∂t = ∂t ◦ S,

one both has

∂t[S ◦ eτG(ϕ)]u = S ◦ ∂t ◦ eτG(ϕ)u = S ◦G(ϕ)eτG(ϕ)u = G(−ϕ) ◦ S u

and

∂t[e
τG(−ϕ) ◦ S]u = G(−ϕ) ◦ S u.

Since S ◦ eτG(ϕ) and eτG(−ϕ) ◦ S solve the same initial value problem for all

the functions u(x), they must coincide. Thus we can deduce the reversibility

preserving property for eτG(ϕ).

Reality: The proof can be done arguing similarly, using the fact that, since

G = G, then eτG(ϕ) and eτG(ϕ) solve the same initial value problem.
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In the following we restrict to an analysis of the flow of a pseudo-differential

operator of order η < 1 . The following Remark is an immediate consequence

of Lemma A.0.3:

Remark A.1.2. Let A(ϕ) ∈ Lip (Ω; C∞(Tn;OPSm)) and G ∈ Lip (Ω; C∞(Tn;OPSη)) ,

with η < 1. If ∀ j ∈ N we define

Ad0
GA = A, Adj+1

G A = [G,AdjGA],

then

AdjGA ∈ Lip
(
Ω; C∞

(
Tn;OPSm−j(1−η)

))
∀ j ∈ N.

The following version of Egorov Theorem holds:

Proposition A.1.3. Let A(ϕ) ∈ Lip (Ω; C∞(Tn;OPSm)) and G ∈ Lip (Ω; C∞(Tn;OPSη)) ,

with η < 1 and G such that G(ϕ) +G(ϕ)∗ ∈ OPS0. Then ∀τ ∈ [−1, 1]

eτGAe−τG ∈ Lip (Ω; C∞(Tn;OPSm)) .

Proof. This version of Egorov Theorem is actually simpler than the one

stated in Theorem A.0.9 in [Tay91]. The reason is that the order of G is

strictly smaller than one and hence one has the asymptotic expansion

eτGAe−τG ∼
∞∑
j=0

τ j

j!
AdjGA ,

with AdjGA ∈ OPSm−j(1−η) (see Remark A.1.2).

The following result states the preservation of symmetric hyperbolicity

property under conjugation with the flow of a symmetric hyperbolic operator

G :

Lemma A.1.4. Let η < 1, G ∈ C∞(Tn;OPSη) with G + G∗ ∈ OPS0 and

A ∈ C∞(Tn;OPS1). Then

(i)

AdkGA+ Adk−G∗A
∗ ∈ OPS−(k−1)(1−η) ∀ k ≥ 1;

(ii) In particular, (
eGAe−G − A

)
+
(
eGAe−G − A

)∗ ∈ OPS0.
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Proof. Proof of (i).We argue by induction: if k = 1, one has

[G,A]− [G∗, A∗] = [G,A] + [A∗, G∗]

= [G,A+ A∗] + [A∗, G+G∗] ∈ OPS0.

Assume that for some k ≥ 1

AdkGA+ (AdkGA)∗ ∈ OPS−(k−1)(1−η) .

A direct calculation shows that

Adk+1
G A+ (Adk+1

G A)∗ = [G+G∗, AdkGA]− [G∗, AdkGA+ (AdkGA)∗] .

Since by Remark A.1.2 AdkGA, (Ad
k
GA)∗ ∈ OPS1−k(1−η) and using the induc-

tion hypothesis and that G∗ ∈ OPSη, G + G∗ ∈ OPS0, one obtains that

Adk+1
G A+ (Adk+1

G A)∗ ∈ OPS−k(1−η).

Proof of (ii). ∀ M > 0 one computes

eGAe−G − A =
M∑
k=1

AdkGA

k!
+

∫ 1

0

(1− s)M+1

(M + 1)!
esGAdM+1

G Ae−sG.

By applying Remark A.1.2, choosingM large enough such that η − (1−M)(1− η) < 0,

one gets that

eGAe−G − A+
(
eGAe−G − A

)∗
=

M∑
k=1

AdkGA+ (AdkGA)∗

k!
+OPS0 ,

and thus eGAe−G − A+
(
eGAe−G − A

)∗ ∈ OPS 0, by Item (i).

Finally, the following couple of results ensures the preservation of symme-

try properties under the conjugation of a pseudo-differential operator with

the operator eiτ ·K , where τ ∈ Td and K = (K1, . . . , Kd) as in Definition 2.2.6.

Remark A.1.5. By Theorem A.0.9 in [Tay91], one has that if A ∈ Lip (Ω; C∞(Tn;OPSm)) ,

then eiτ ·KAe−iτ ·K , ∂ατ
(
eiτ ·KAe−iτ ·K

)
∈ Lip (Ω; C∞(Tn;OPSm)) ∀α ∈ Nd.

Lemma A.1.6. Given S acting as S : u(x) 7→ u(−x), a linear operator A(ϕ)

satisfies the reversibility condition

A(ϕ) ◦ S = −S ◦ A(−ϕ)
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if and only if A(τ, ϕ) := eiτ ·KA(ϕ)e−iτ ·K satisfies the reversibility condition

A(τ, ϕ) ◦ S = −S ◦ A(−τ,−ϕ).

Analogously, A(ϕ) satisfies the reversibility preserving condition

A(ϕ) ◦ S = S ◦ A(−ϕ)

if and only if A(τ, ϕ) := eiτ ·KA(ϕ)e−iτ ·K satisfies the reversibility preserving

condition

A(τ, ϕ) ◦ S = S ◦ A(−τ,−ϕ).

Furthermore, A(ϕ) is real if and only if A(τ, ϕ) is real.

Proof. We only prove the statement about reversibility, the one concerning

reversibility preserving property following in an analogous way. Recalling the

definition of K as in (2.2.6), it is sufficient to check that(
eiτ ·K ◦ S

)
[u] = eiτ ·K [u(−x)]

= eiτ ·K
[∑
k∈Zd

ûke
−ik·x

]
=
∑
k∈Zd

e−iτ ·kû−ke
ik·x

and (
S ◦ eiτ ·K) [u(x)] = S

[∑
k∈Zd

eiτ ·kûke
ik·x
]

=
∑
k∈Zd

eiτ ·kûke
−ik·x

=
∑
k∈Zd

e−iτ ·kû−ke
ik·x

to get that eiτ ·K ◦ S = S ◦ eiτ ·K , namely eiτ ·K is reversibility preserving. Hence,

if A(ϕ) is ϕ-reversible, A(τ, ϕ) is reversible, since the composition of a re-

versibility preserving operator and a reversible one is still reversible.

Vice versa, A(τ, ϕ) ◦ S = −S ◦ A(−τ,−ϕ) implies

A(ϕ) ◦ S = A(0, ϕ) ◦ S = −S ◦ A(0,−ϕ) = −S ◦ A(−ϕ).
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Concerning reality, it is sufficient to observe that since eiτ ·K has matrix ele-

ments

[eiτ ·K ]k
′

k = eiτ ·kδk,k′ ,

it satisfies the reality condition

[eiτ ·K ]k
′

k =
(

[eiτ ·K ]−k
′

−k

)∗
,

and the same holds for e−iτ ·K . Hence e±iτ ·K are invertible real operators; since

the composition of real operators is real, it follows that A(ϕ) is real if and

only if A(τ, ϕ) is real.
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Technical estimates on Ms
σ1,σ2

B.1 Tame estimates in Ms
σ1,σ2

Remark B.1.1. Let P ∈ Ms
σ1,σ2

and ∀ k, k′ ∈ Zd, ∀ l ∈ Zn let [P̂ (l)]k
′

k be

the (k, k′)−th matrix element with respect to the basis {eik·x | k ∈ Zd} of the

operator P̂ (l) defined as in (2.3.1). The following conditions hold:

(a) P (ϕ) is real if and only if

[P̂ (l)]k
′

k = [P̂ (−l)]−k′−k ;

(b) P (ϕ) is reversible if and only if

[P̂ (l)]k
′

k = −[P̂ (−l)]−k′−k ;

(c) P (ϕ) is reversibility preserving if and only if

[P̂ (l)]k
′

k = [P̂ (−l)]−k′−k .

Lemma B.1.2. (i) Let σ1, σ2, σ3 ∈ R and let us assume that R, P are linear

operators such that

P ∈ BHS(Hσ1 ,Hσ2), R ∈ BHS(Hσ2 ,Hσ3), Then RP ∈ BHS(Hσ1 ,Hσ3) with

‖RP‖HSσ1,σ3 ≤ ‖R‖
HS
σ2,σ3
‖P‖HSσ1,σ2 .

(ii) Let σ1, σ2, σ3 ∈ R, β ≥ 0 and assume that 〈∇〉βP ,P ∈ BHS(Hσ1 ,Hσ2).,

〈∇〉βR,R ∈ BHS(Hσ2 ,Hσ3), Then 〈∇〉βRP ∈ BHS(Hσ1 ,Hσ3) with

‖〈∇〉βRP‖HSσ1,σ3 .β ‖〈∇〉βR‖HSσ2,σ3‖P‖
HS
σ1,σ2

+ ‖R‖HSσ2,σ3‖〈∇〉
βP‖HSσ1,σ2

160
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Proof. We prove the estimate (ii). The estimate (i) can be proved by similar

arguments (and it is actually simpler). We have that(
‖〈∇〉βRP‖HSσ1,σ3

)2
=

∑
k,k′,∈Zd

〈k〉2σ3〈k′〉−2σ1
∣∣∑
j∈Zd
〈k − k′〉βRj

kP
k′

j

∣∣2
.β

∑
k,k′,∈Zd

〈k〉2σ3〈k′〉−2σ1
[∑
j∈Zd

(
〈k − j〉β + 〈j − k′〉β

)
|Rj

kP
k′

j |
]2

.β

∑
k,k′,∈Zd

〈k〉2σ3〈k′〉−2σ1
[∑
j∈Zd
|
(
〈∇〉βR

)j
k
| |Pk′j |

]2
+

∑
k,k′,∈Zd

〈k〉2σ3〈k′〉−2σ1
[∑
j∈Zd
|Rj

k| |
(
〈∇〉βP

)k′
j
|
]2

.β

∑
k,j∈Zd

〈k〉2σ3 |
(
〈∇〉βR

)j
k
|2〈j〉−2σ2

∑
j,k′∈Zd

〈j〉2σ2|Pk′j |2〈k′〉−2σ1

+
∑
k,j∈Zd

〈k〉2σ3|Rj
k|

2〈j〉−2σ2
∑

j,k′∈Zd
〈j〉2σ2 |

(
〈∇〉βP

)k′
j
|2〈k′〉−2σ1

.β

(
‖〈∇〉βR‖HSσ2,σ3

)2 (‖P‖HSσ1,σ2)2
+
(
‖R‖HSσ2,σ3

)2 (‖〈∇〉βP‖HSσ1,σ2)2
.

Lemma B.1.3.

(i) Let s ≥ s0, σ1, σ2, σ3 ∈ R, P(λ) ∈ Ms
σ1,σ2

, R(λ) ∈ Ms
σ2,σ3

. Then

RP(λ) ∈Ms
σ1,σ3

and

‖RP‖Lip
Ms

σ1,σ3
.s ‖R‖Lip

Ms
σ2,σ3
‖P‖Lip

Ms0
σ1,σ2

+ ‖R‖Lip

Ms0
σ2,σ3

‖P‖Lip
Ms

σ1,σ2
.

(ii) Let β ≥ 0, s ≥ s0, σ1, σ2, σ3 ∈ R. Assume that 〈∇〉βP(λ) ∈ Ms
σ1,σ2

,

〈∇〉βR(λ) ∈Ms
σ2,σ3

. Then 〈∇〉βRP(λ) ∈Ms
σ1,σ3

, and

‖〈∇〉βRP‖Lip
Ms

σ1,σ3
.s,β ‖〈∇〉βR‖Lip

Ms
σ2,σ3
‖P‖Lip

Ms
σ1,σ2

+ ‖R‖Lip
Ms

σ2,σ3
‖〈∇〉βP‖Lip

Ms
σ1,σ2

.
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Proof. Estimate (i). By applying Lemma B.1.2-(i), one computes

(
‖(RP)‖Ms

σ1,σ3

)2

≤
∑
l∈Zn

〈l〉2s
[∑
l′∈Zn

‖R̂(l − l′)‖HSσ2,σ2‖P̂(l′)‖HSσ1,σ2

]2

.s

∑
l∈Zn

[∑
l′∈Zn

〈l′〉s‖R̂(l − l′)‖HSσ2,σ3‖P̂(l′)‖HSσ1,σ2

]2

+
∑
l∈Zn

[∑
l′∈Zn

〈l − l′〉s‖R̂(l − l′)‖HSσ2,σ3‖P̂(l′)‖HSσ1,σ2

]2

≤
∑
l,l′∈Zn

〈l′〉2s〈l − l′〉2s0
(
‖R̂(l − l′)‖HSσ2,σ3

)2 (
‖P̂(l′)‖HSσ1,σ2

)2

+
∑
l,l′∈Zn

〈l′〉2s0〈l − l′〉2s
(
‖R̂(l − l′)‖HSσ2,σ3

)2 (
‖P̂(l′)‖HSσ1,σ2

)2

=
(
‖R‖Ms0

σ2,σ3

)2 (
‖P‖Ms

σ1,σ2

)2

+
(
‖R‖Ms

σ2,σ3

)2 (
‖P‖Ms0

σ1,σ2

)2

.

To get the required estimate in Lipschitz norm, it is sufficient to decompose

(RP) (λ2)− (RP) (λ1) = R(λ2) (P(λ2)− P(λ1)) + (R(λ2)−R(λ1))P(λ1)

and to apply the above inequality to both the terms of the right-hand side,

taking respectively

R(λ2) as R, P(λ2)− P(λ1) as P

and

R(λ2)−R(λ1) as R, P(λ1) as P .

Estimate (ii). Arguing as before, one has(
‖〈∇〉β(RP)‖Ms

σ1,σ3

)2

=
∑
l∈Zn

〈l〉2s
(
‖〈∇〉β (̂RP)(l)‖HSσ1,σ3

)2

≤
∑
l∈Zn

〈l〉2s
(∑
l′∈Zn

‖〈∇〉βR̂(l − l′)P̂(l′)‖HSσ1,σ3

)2

.s

∑
l,l′∈Zn

〈l′〉2s〈l − l′〉2s
(
‖〈∇〉βR̂(l − l′)P̂(l′)‖HSσ1,σ3

)2

(B.1.1)
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where in the last inequality, we have used that

〈l〉2s .s 〈l′〉2s + 〈l − l′〉2s .s 〈l′〉2s〈l − l′〉2s .

By applying Lemma B.1.2-(ii) (to estimate ‖〈∇〉βR̂(l − l′)P̂(l′)‖HSσ1,σ3) one

obtains that(
‖〈∇〉β(RP)‖Ms

σ1,σ3

)2

.s,β

∑
l,l′∈Zn

〈l′〉2s〈l − l′〉2s
(
‖〈∇〉βR̂(l − l′)‖HSσ2,σ3

)2 (
‖P̂(l′)‖HSσ1,σ2

)2

+
∑
l,l′∈Zn

〈l′〉2s〈l − l′〉2s
(
‖R̂(l − l′)‖HSσ2,σ3

)2 (
‖〈∇〉βP̂(l′)‖HSσ1,σ2

)2

.s,β

(
‖〈∇〉βR‖Ms

σ2,σ3

)2 (
‖P‖Ms

σ1,σ2

)2

+
(
‖R‖Ms

σ2,σ3

)2 (
‖〈∇〉βP‖Ms

σ1,σ2

)2

.

Concerning the Lipschitz estimates, as in the proof of (i) we write

〈∇〉β (RP(λ2)−RP(λ1)) = 〈∇〉βR(λ2) (P(λ2)− P(λ1)) + 〈∇〉β (R(λ2)−R(λ1))P(λ1)

and we repeat the same argument with

R(λ2) as R, P(λ2)− P(λ1) as P

and

R(λ2)−R(λ1) as R, P(λ1) as P .

Iterating the estimates of Lemma B.1.3, one gets for any s ≥ s0, σ ∈ R,

n ≥ 1

‖Rn‖Lip
Ms

σ,σ
≤ C(s)n‖R‖Lip

Ms
σ,σ

(
‖R‖Lip

Ms0
σ,σ

)n−1
,

‖〈∇〉β(Rn)‖Lip
Ms

σ,σ
≤ C(s, β)n‖〈∇〉βR‖Lip

Ms
σ,σ

(
‖R‖Lip

Ms
σ,σ

)n−1
.

(B.1.2)

The following lemma holds:

Lemma B.1.4. Let s ≥ s0, σ ∈ R, β ≥ 0 and X(λ), 〈∇〉βX(λ) ∈ Ms
σ,σ.

Then there exists δ(s, β) ∈ (0, 1) such that if ‖X‖Lip
Ms

σ,σ
≤ δ(s, β), then Φ :=

I +X is invertible and its inverse Φ−1 satisfies the estimates

‖Φ−1 − I‖Lip
Ms

σ,σ
.s ‖X‖Lip

Ms
σ,σ
, ‖〈∇〉β(Φ−1 − I)‖Lip

Ms
σ,σ

.s ‖〈∇〉βX‖Lip
Ms

σ,σ
.

Proof. By the Neumann series one has Φ−1 − I =
∑

n≥1(−1)nXn. Then,

applying the estimates (B.1.2) to each term Xn, the claimed statement fol-

lows.
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B.2 Other estimates in Ms
σ1,σ2

Lemma B.2.1. (i) Let σ1, σ2 ∈ R and A ∈ B (Hσ1−η,Hσ2) , η > d
2
, then

‖A‖HSσ1,σ2 .η ‖A‖B(Hσ1−η ,Hσ2 ),

(ii) Let σ1, σ2 ∈ R, β ≥ 0, η > d
2
. Then if A ∈ B(Hσ1−β−η,Hσ2+β), one has

‖〈∇〉βA‖HSσ1,σ2 .β ‖A‖B(Hσ1−β−η ,Hσ2+β) .

Proof. Proof of (i). Let us consider ∀ k′ ∈ Zd u(k′) ∈ Hσ1 defined by

û
(k′)
h =

{
〈k′〉−(σ1−η) if h = k′

0 if h 6= k′;

We have that∑
k

〈k〉2σ2|Ak′k |2〈k′〉−2(σ1−η) = ‖Au(k′)‖2
Hσ2

≤ ‖A‖2
B(Hσ1−η ,Hσ2)‖u

(k′)‖2
Hσ1−η

= ‖A‖2
B(Hσ1−η ,Hσ2),

since ‖u(k′)‖Hσ1−η = 1. Thus we deduce that ∀ k′∑
k

〈k〉2σ2|Ak′k |2 ≤ ‖A‖2
B(Hσ1−η ,Hσ2)〈k

′〉2(σ1−η). (B.2.1)

Let now u be a generic function in Hσ1 : from (B.2.1) it follows that(
‖A‖HSσ1,σ2

)2
=
∑

k,k′∈Zd
〈k〉2σ2|Ak′k |2〈k′〉−2σ1

≤
∑
k′∈Zd
〈k′〉2(σ1−η)‖A‖2

B(Hσ1−η ,Hσ2)〈k
′〉−2σ1

.σ0 ‖A‖2
B(Hσ1−η ,Hσ2).

Proof of (ii). Using that for any j, j′ ∈ Zd,

〈j − j′〉2β .β 〈j〉2β + 〈j′〉2β .β 〈j〉2β〈j′〉2β,
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one gets that(
‖〈∇〉βA‖HSσ1,σ2

)2
=
∑
j,j′∈Zd

〈j〉2σ2〈j − j′〉2β|Aj
′

j |2〈j′〉−2σ1

.β

∑
j,j′∈Zd

〈j〉2(σ2+β)|Aj
′

j |2〈j′〉−2(σ1−β) =
(
‖A‖HSσ1−β,σ2+β

)2
.

(B.2.2)

The claimed statement follows by applying item (i) (replacing σ1 with σ1−β
and σ2 with σ2 + β).

Lemma B.2.2. (i) Let A ∈ Cs
(
Tn;B (Hσ1−η, Hσ2)

)
, σ1, σ2 ∈ R, η > d

2
and

s ≥ 0. Then

‖A‖Ms
σ1,σ2

. ‖A‖
Cs
(
Tn;B(Hσ1−η , Hσ2)

).
(ii) Let s ≥ 0, σ1, σ2 ∈ R, β ≥ 0, η > d

2
and A ∈ Cs

(
Tn;B(Hσ1−β−η,Hσ2+β)

)
.

Then

‖〈∇〉βA‖Ms
σ1,σ2

.β ‖A‖
Cs
(
Tn;B(Hσ1−β−η ,Hσ2+β)

)
Proof. The claimed statement follows recalling thatMs

σ1,σ2
= Hs

(
Tn;BHS(Hσ1 ,Hσ2)

)
,

by applying Lemma B.2.1 and using that for every Banach space X one has

that ‖ · ‖Hs(Tn;X) ≤ ‖ · ‖Cs(Tn;X).

Lemma B.2.3. (i) Let m ≥ 0, A ∈ C∞(Tn, OPS−κ), κ > 2m+ d
2
. Then for

any σ ∈ R,

A ∈ C∞(Tn;B (Hσ+m−κ,Hσ+m)) and for any s ≥ 0

‖A‖Ms
σ−m,σ+m

. ‖A‖Cs(Tn;B(Hσ+m−κ,Hσ+m))

(ii) Let m,β ≥ 0 and A ∈ C∞(Tn;OPS−κ), κ > 2m+ 2β + d
2
. Then for any

σ ∈ R,

A ∈ C∞
(
Tn;B

(
Hσ+m+β−κ,Hσ+m+β

))
and for any s ≥ 0

‖〈∇〉βA‖Ms
σ−m,σ+m

.β ‖A‖Cs(Tn;B(Hσ+m+β−κ,Hσ+m+β)) .

Proof. The statement (i) follows by applying Lemma B.2.2-(i) with σ1 =

σ −m, σ2 = σ +m, η = κ− 2m.

The statement (ii) follows by applying Lemma B.2.2-(ii) with σ1 = σ −
m, σ2 = σ +m, η = κ− 2m− 2β.
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Lemma B.2.4. Let σ ∈ R, κ ≥ 0, P (λ) ∈ BHS(Hσ,Hσ+κ), λ ∈ Ω0 ⊆ Rn+d.

Then ∀j ∈ Zd its matrix elements P j
j satisfy

|P j
j | ≤ ‖P‖HSσ,σ+κ〈j〉−κ, |P j

j |Lip ≤ ‖P‖HS,Lip
σ,σ+κ 〈j〉−κ.

Proof. For any j ∈ Zd, one has

(‖P‖HSσ,σ+κ)
2 =

∑
k,k′∈Zd

〈k〉2(σ+κ)|P k′

k |〈k′〉−2σ ≥ 〈j〉2(σ+κ)|P j
j |〈j〉−2σ = 〈j〉κ|P j

j | .

The Lipschitz estimate follows arguing similarly by estimating
‖P (λ1)−P (λ2)‖HSσ,σ+κ

|λ1−λ2|
for any λ1, λ2 ∈ Ω0, λ1 6= λ2.
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Pseudo-differential calculus:

intrinsic formulation

In this section we recall some basic facts about pseudo-differential calculus,

with the aim of stressing the fact that, with the definitions given in Chapter

4, all the involved quantities are intrinsic, and that all the seminorms of

the symbols that we will consider only depend on the metric g∗ through

constants that are invariant with respect to the operation of restricting g∗ to

a subspace M of Zd . In particular, the following quantities play a relevant

role: the coercivity constant c defined as in (3.1.8), namely

c = inf
0 6=k∈Zd

‖k‖2
g∗ ,

and

sp =
∑
k∈Zd

1

〈k〉pg∗
, ∀p > d+ 1 . (C.0.1)

With start with remarking the following couple of immediate properties:

Lemma C.0.1. If p > d+ 1 the quantity sp is finite and only depends on p

and on the constant c.

Proof. Recall that, as stated in Lemma 3.1.3 (in the case κ = 0), Weyl’s law

holds for the Laplacian operator −∆g on Td, namely for all R > 0 one has

]
{
k ∈ Zd

∣∣ ‖k‖2
g∗ ≤ R2

}
.c,d R

d . (C.0.2)

167
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Thus

sp =
∑
k∈Zd
〈k〉−pg∗ ≤ 1 +

∑
k∈Zd\{0}

‖k‖−pg∗ ≤ 1 +
∞∑
n=1

∑
k∈Zd

b‖k‖g∗c=n

n−p .

By (C.0.2), one has sp .c,d

∑
n∈N

nd−p , which is a finite quantity, since p > d+ 1.

Notice that the quantity sp defined as in (C.0.1) is finite also in the case

d < p ≤ d+ 1, however here we restrict to p > d+ 1 in order to easily ensure

(by Weyl’s estimate (C.0.2)) that the dependence on the metric g is only

controlled by c.

Remark C.0.2. Let M ⊆ Zd a module of Zd of dimension s and consider

the metric g∗M induced by g∗ on M . Then, if ι : Zs ∼= M → Zd denotes the

standard inclusion map, one has

inf
k∈Zs\{0}

‖k‖2
g∗M
≥ inf

k∈Zs\{0}
‖ιk‖2

g∗ ≥ inf
k′∈Zd\{0}

‖k′‖2
g∗ = c .

C.1 An equivalent definition of symbols

The following Lemma gives a characterization of a symbol which is useful for

future estimates:

Lemma C.1.1. Let m ∈ R and δ > 0 and let a(x, ξ) =
∑

k∈Zd âk(ξ)e
ik·x .

Then one has that a ∈ Sm,δ if and only if for all N1, N2 > 0

sup
Ñ1≤N1, Ñ2≤N2

sup
k∈Zd

sup
ξ∈Rd

‖dÑ2
ξ âk(ξ)‖〈k〉Ñ1

g∗ 〈ξ + κ〉−(m−Ñ2δ)
g∗ =: C ′N1,N2

(a) < +∞ ,

(C.1.1)

where for any ξ0 ∈ Rd and k ∈ Zd

‖dN2
ξ âk(ξ0)‖ = sup

‖l(j)‖
g∗

=1

j=1,...,N2

∣∣dN2
ξ âk(ξ0)

(
l(1) , . . . , l(N2)

)∣∣ . (C.1.2)

In particular, if c is defined as in (3.1.8) we have that ∀N1, N2 ∈ N

C ′N1,N2
(a) .c,N1 sup

Ñ1≤N1, Ñ2≤N2

CÑ1,Ñ2
(a) ,

sup
Ñ1≤N1, Ñ2≤N2

CÑ1,Ñ2
(a) .c C

′
N1+d+2,N2

(a) .
(C.1.3)
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The following technical results are useful for the proof of Lemma C.1.1,

as well as for proving the subsequent results of the present chapter.

Remark C.1.2. Let a ∈ R+ . For all ξ, k ∈ Rd there exists a positive

constant K depending only on a such that

〈ξ + k〉ag∗ ≤ K
(
〈ξ〉ag∗ + ‖k‖ag∗

)
. (C.1.4)

Lemma C.1.3. Let m ∈ R . There exists a constant K ′ depending only on

m and c such that ∀ξ ∈ Rd, ∀k ∈ Zd\{0}, and ∀ε ∈ R with |ε| ≤ 1,

〈ξ + εk〉mg∗ ≤ K ′‖k‖|m|g∗ 〈ξ〉mg∗ .

Proof. If m = 0 the claim is immediate. If m > 0, by Remark C.1.2 one

deduces the existence of a K > 0 (depending on m) such that

〈ξ + ε〉mg∗ ≤ K
(
〈ξ〉mg∗ + ‖k‖mg∗

)
.

Then it is sufficient to observe that if a, b are two positive numbers such that

a, b > 1 , then a+ b ≤ 2ab , to deduce that

〈ξ + ε〉mg∗ ≤ K
(
1 +
√
c
m)(〈ξ〉mg∗ +

‖k‖mg∗√
c
m

)
≤ K

2m
(
1 +
√
c
m)

√
c
m 〈ξ〉mg∗‖k‖mg∗ .

Let instead m < 0. By Remark C.1.2, there exists a constant K such that

〈ξ〉g∗
〈ξ + εk〉g∗

≤ K

(
〈ξ + εk〉g∗
〈ξ + εk〉g∗

+
‖k‖g∗
〈ξ + εk〉g∗

)
≤ K (1 + ‖k‖g∗) .

Since ‖k‖g∗ ≥
√
c , we obtain

〈ξ〉g∗
〈ξ + εk〉g∗

≤ K

(
1√
c

+ 1

)
‖k‖g∗ .

Thus, in the case m < 0 , the estimate follows with K ′ =
(
K
(

1√
c

+ 1
))−m

.

Remark C.1.4. For all k ∈ Zd\{0} it is immediate to see that

‖k‖2
g∗ ≤ 〈k〉2g∗ ≤ 2 max

{
1

c
, 1

}
‖k‖2

g∗ ,

with c defined as in (3.1.8).
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We now prove Lemma C.1.1. Although it is a very standard result, here

we include its proof, in order to stress that all calculations are intrinsic and

that the only involved quantity depending on the metric is the constant c.

Proof of Lemma C.1.1. Let a ∈ Sm,δ , fix coordinates {e1, . . . , ed} on Td and

let {ε1, . . . , εd} be its dual basis. We observe that for any smooth function

f(x) : Td → C and for any k ∈ Zd one has

sup
x∈Td
|f(x)| ≥ 1

µg(Td)

∣∣∣∣∫
Td
f(x)e−ik·x dµg(x)

∣∣∣∣
in order to deduce that, for any N1 and N2 in N, for any normalized vectors

h(1) , . . . , h(N1) , l(1), . . . , l(N2) , and for any ξ ∈ Rd and k ∈ Zd

sup
x∈Td

∣∣dN1
x dN2

ξ a(x, ξ)
[
h(1), . . . h(N1), l(1), . . . l(N2)

]∣∣
≥ 1

µg(Td)

∣∣∣∣∫
Td
dN1
x dN2

ξ a(x, ξ)
[
h(1), . . . h(N1), l(1), . . . l(N2)

]
e−ik·xdµg(x)

∣∣∣∣ .
Thus, in coordinates, an N1−times integration by parts yields that for any

ξ and k

sup
x∈Td

∣∣dN1
x dN2

ξ a(x, ξ)
[
h(1), . . . h(N1), l(1), . . . l(N2)

]∣∣
≥ 1

µg(Td)

∣∣∣∣∫
Td
∂N2
ξj1 ···ξjN2

a(x, ξ)ki1 · · · kiN1
e−ik·x l

(1)
j1
· · · lN2

jN2
h

(1)
i1
· · ·h(N1)

iN1
dµg(x)

∣∣∣∣ ,
where (here and in the following) the symbol of summation over the repeated

indexes j1, . . . , jN2 and i1, . . . , iN1 is omitted. Recalling that for all k ∈ Zd

âk(ξ) =
1

µg(Td)

∫
Td
a(x, ξ)e−ik·x dµg(x) ,

one obtains that for all ξ ∈ Rd and k ∈ Zd

sup
x∈Td

∣∣dN1
x dN2

ξ a(x, ξ)
[
h(1), . . . h(N1), l(1), . . . l(N2)

]∣∣
≥
∣∣∣∂N2
ξj1 ···ξjN2

âk(ξ)ki1 · · · kiN2
l
(1)
j1
· · · l(N2)

jN2
h

(1)
i1
· · ·h(N1)

iN1

∣∣∣ .
Choose then h(1) = · · ·h(N1) = h , with h = h̄

∥∥h̄∥∥−1

g
and h̄ defined by h̄j =

∑d
i=1 g

ijki ∀j :

a direct computation shows∣∣∣ki1 · · · kiN1
h

(1)
i1
· · ·h(N1)

iN1

∣∣∣ = ‖k‖2N1

g∗ ,
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thus for any k ∈ Zd it follows

‖dN1
x dN2

ξ a(x, ξ)‖ ≥ sup
‖l(j)‖

g∗
=1

j=1,...,N2

∣∣∣∂N2
ξj1 ···ξjN2

âk(ξ) l
(1)
j1
· · · l(N2)

jN2

∣∣∣ ‖k‖2N1

g∗

= ‖dN2
ξ âk(ξ)‖ ‖k‖2N1

g∗ .

Then we have

CN1,N2
(a) ≥ sup

ξ∈Rd
〈ξ + κ〉−(m−δN2)

g∗ ‖dN1
x dN2

ξ a(x, ξ)‖

≥ sup
ξ∈Rd
〈ξ + κ〉−(m−N2δ)

g∗ ‖dN2
ξ âk(ξ)‖ ‖k‖2N1

g∗ .

Thus is sufficient to apply Remark C.1.4 to deduce the existence of a constant

K = K(c, N1) > 0 such that ∀k 6= 0

CN1,N2
(a) ≥ K(c, N1)sup

ξ∈Rd
〈ξ + κ〉−(m−δN2)

g∗ ‖dN2
ξ âk(ξ)‖〈k〉2N1

g∗

≥ K(c, N1)sup
ξ∈Rd
〈ξ + κ〉−(m−δN2)

g∗ ‖dN2
ξ âk(ξ)‖〈k〉N1

g∗ .

Replacing N1 with Ñ1 and N2 with Ñ2 and taking the supremum on all

Ñ1 ≤ N1 and Ñ2 ≤ N2, this implies

C ′N1,N2
(a) .N1,c sup

Ñ1≤N1, Ñ2≤N2

C
Ñ1,Ñ2

(a) ,

namely the first estimate in (C.1.3).

On the contrary, suppose that (C.1.1) is satisfied. For any N1 and N2 ∈ N
and any choice of normalized vectors h(1) , . . . , h(N1), l(1) , . . . , l(N2) , one has

dN1
x dN2

ξ a(x, ξ)
[
h(1), . . . , h(N1), l(1), . . . , l(N2)

]
=
∑
k∈Zd

dN1
x dN2

ξ

(
âk(ξ)e

ik·x) [h(1), . . . , h(N1), l(1), . . . , l(N2)
]
.

In coordinates, and again omitting summation symbol over repeated indexes,

we have

dN1
x dN2

ξ a(x, ξ)
[
h(1), . . . , h(N1), l(1), . . . , l(N2)

]
=
∑
k∈Zd

∂N2
ξj1 ···ξjN2

âk(ξ)i
N1ki1 · · · kiN1

eik·xh
(1)
i1
· · ·h(N1)

iN1
l
(1)
j1
· · · l(N2)

jN2
.
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Thus, recalling that for any l = 1, . . . , N1∣∣∣∣∣
d∑

il=1

kilh
(l)
il

∣∣∣∣∣ ≤ ∥∥h(l)
∥∥
g
‖k‖g∗ ≤ 〈k〉g∗

since the vectors h(l) , l = 1, . . . , N1, are normalized, one gets

‖dN1
x dN2

ξ a(x, ξ)‖ ≤ sup
‖h(i)‖

g
=1,‖l(j)‖

g∗
=1

i=1 ,...N2 , j=1,...,N1

∑
k∈Zd

∣∣dN2
ξ âk(ξ)

[
l(1), . . . , l(N2)

]∣∣ 〈k〉N1
g∗

≤ C ′N1+d+2,N2
(a) 〈ξ + κ〉m−δN2

g∗

∑
k∈Zd

1

〈k〉d+2
g∗

.

Recalling the definition of sd+2 as in (C.0.1), one has that ∀(x, ξ)

‖dN1
x dN2

ξ a(x, ξ)‖ ≤ C ′N1+d+2,N2
(a)〈ξ + κ〉m−N2δ

g∗ sd+2 .

Then the thesis follows recalling that, by Lemma C.0.1, sd+2 only depends

on d and on c .

C.2 A few basic properties about quantiza-

tion

Recall that, given a symbol a ∈ Sm,δ as in Definition 3.2.1, its Weyl quanti-

zation has been defined as the operator

OpW (a) : u(x) =
∑
ξ∈Zd

ûξe
iξ·x 7−→

∑
ξ∈Zd

∑
k∈Zd

âk

(
ξ +

k

2

)
ûξe

i(ξ+k)·x ∀u ∈ L2(Td, µg) .

Of course other quantizations are possible: for instance, given a ∈ Sm,δ, one

can define its classical quantization as

Opcl (a) : u(x) =
∑
ξ∈Zd

ûξe
iξ·x 7−→

∑
ξ∈Zd

a(x, ξ)ûξe
iξ·x . (C.2.1)

(This is the same quantization we have used in Chapter 2, although in a

slightly different context). Then the following result holds (see Theorem

II-27 of [Rob87]):
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Lemma C.2.1. Let a ∈ Sm,δ. Then the symbol b defined by

b(x, ξ) =
∑
k∈Zd

âk

(
ξ +

k

2

)
eik·x

is such that b ∈ Sm,δ, OpW (a) = Opcl(b), and the following asymptotic

expansion holds:

b ∼
∑
α∈Nd

1

i|α|α!2|α|
∂αx∂

α
ξ a . (C.2.2)

Remark C.2.2. In particular, the asymptotic expansion (C.2.2) of Lemma

C.2.1 implies that there exist symbols b̃ ∈ Sm,δ and bS ∈ S−∞,δ such that

b = b̃+ bS, and supp(̃b) = supp(a) . Moreover, the family of seminorms of the

symbols b̃ and bS only depend on the family of seminorms of a.

Calderon-Vaillancourt Theorem is well known to hold for a pseudo-differential

operator A ∈ OPS m,δ defined as in (3.2.4). In particular, one has the fol-

lowing:

Lemma C.2.3 (Calderon Vaillancourt). Let A ∈ OPS m,δ. Then A is a

bounded linear operator from Hσ to Hσ−m for any σ ∈ R. In particular, for

any σ there exists N, depending only on the parameters m,σ, d, c, such that

‖A‖B(Hσ ;Hσ−m) .σ,m,c C
′
N,0(a) .

Proof. The proof is standard; we only repeat it to underline that the depen-

dence on the metric is only through the constant c. Let u ∈ Hσ+m ; then,

since by Lemma C.1.3 for any h ∈ Zd\{0} one has

〈ξ + κ〉2σg∗ .σ ‖h‖2|σ|
g∗ 〈ξ + κ− h〉2σg∗ ,

it follows

∥∥OpW (a)u
∥∥2

σ
=
∑
ξ∈Zd
〈ξ + κ〉2σg∗

(∑
h∈Zd

∣∣∣∣âh(ξ − h

2

)∣∣∣∣ |ûξ−h|
)2

.σ

∑
ξ∈Zd

(∑
h∈Zd
〈ξ + κ− h〉σg∗〈h〉

|σ|
g∗

∣∣∣∣âh(ξ − h

2

)∣∣∣∣ |ûξ−h|
)2

.

Let sd+2 =
∑

h∈Zd〈h〉
−(d+2)
g∗ as in (C.0.1) and recall that, by Lemma C.0.1,

it is a finite quantity and it only depends on c . By Hölder inequality, if
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σ0 = d+2
2
, one has

∥∥OpW (a)u
∥∥2

σ
.c,σ

∑
ξ∈Zd

∑
h∈Zd
〈ξ + κ− h〉2σg∗

∣∣∣∣âh(ξ − h

2

)∣∣∣∣2 |ûξ−h|2〈h〉2(|σ|+σ0)
g∗

=
∑
ξ∈Zd
〈ξ + κ〉2σg∗ |ûξ|2

∑
h∈Zd
〈h〉2(|σ|+σ0)

g∗

∣∣∣∣âh(ξ +
h

2

)∣∣∣∣2 .
By Lemma C.1.1, for any N ∈ N we have

∥∥OpW (a)u
∥∥2

σ
.σ,c C

′
N,0(a)

2
∑
ξ∈Zd
〈ξ + κ〉2σg∗ |ûξ|

2
∑
h∈Zd
〈h〉2(|σ|+σ0)

g∗ ‖h‖−2N
g∗

〈
ξ + κ+

h

2

〉2m

g∗

and, again by Lemma C.1.3,∥∥OpW (a)u
∥∥2

σ
.σ,c,m C ′N,0(a)

2
∑
ξ∈Zd
〈ξ + κ〉2σg∗ |ûξ|

2
∑
h∈Zd
〈h〉2(|σ|+σ0+|m|)

g∗ ‖h‖−2N
g∗ 〈ξ + κ〉2mg∗ .

Thus, choosing N = d2σ0 + |σ|+ |m|e and summing over h ∈ Zd, we obtain∥∥OpW (a)u
∥∥2

σ
.σ,c,m C ′N,0(a)

2
∑
ξ∈Zd
〈ξ + κ〉2(σ+m)

g∗ |ûξ|2 .

As every cotangent bundle, T ∗Td carries a natural symplectic structure.

Denote by J the corresponding Poisson tensor, given two symbols a and b,

their Poisson brackets is defined by

{a, b} = da (Xb) , Xb = J db . (C.2.3)

The following standard results hold about the Poisson brackets of two sym-

bols, and about their Moyal brackets and the symbol of their composition

operator:

Lemma C.2.4. Let a ∈ Sm,δ and b ∈ Sm
′,δ ; then {a, b} ∈ Sm+m′−δ,δ . In

particular, for all N1, N2 ∈ N there exists a positive constant K = KN1,N2

depending only on N1 and N2 such that

CN1,N2 ({a, b}) ≤ KN1,N2CN1+1,N2+1(a)CN1+1,N2+1(b) .

Lemma C.2.5. Let A = OpW (a) ∈ OPS m,δ and B = OpW (b) ∈ OPS m′,δ ;

then
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1. AB ∈ OPS m+m′,δ , with AB = OpW (a]b) ,

(a]b) (x, ξ) =
∑
k∈Zd

ĉk(ξ)e
ik·x , ĉk(ξ) =

∑
h∈Zd

âk−h

(
ξ +

h

2

)
b̂h

(
ξ +

h− k
2

)
.

(C.2.4)

In particular, for any N1, N2 ∈ N, there exists N ′1 > N1 such that one

has

C ′N1,N2
(a]b) .m,δ,N1,N2,c C

′
N ′1,N2

(a)C ′N ′1,N2
(b) . (C.2.5)

2. Let A = OpW (a) ∈ OPS m,δ and B = OpW (b) ∈ OPS m′,δ . Then

[A,B] ∈ OPS m+m′−δ,δ , with

1

i
[A,B] = Op ({a, b}M) , {a, b}M = {a, b}+ Sm+m′−3δ,δ . (C.2.6)

In particular, for all N1 and N2 ∈ N there exist N ′1 > N1 such that

C ′N1,N2
({a, b}M) .m,δ,N1,N2,c, C

′
N ′1,N2+1(a)C ′N ′1,N2+1(b) . (C.2.7)

3. If a is a quadratic polynomial in ξ, independent of x, then

{a, b}M = {a, b} . (C.2.8)

Proof. The above results are standard, and again we only prove them to

stress that the only dependence on the metric g is given by c. Actually we

only prove Item 1, since proof of Item 2 following in analogous way and Item

3 follows from a direct calculation.

The explicit expression (C.2.4) of a]b follows by a direct computation. To

prove a]b ∈ Sm+m′,δ, observe that, due to Lemma C.1.1 and Lemma C.1.3,

for any k, h ∈ Zd and for any N1, N2 ∈ N∥∥∥∥dN2
ξ âk−h

(
ξ +

h

2

)∥∥∥∥ ≤ C ′N1,N2
(a)

〈
ξ + κ+

h

2

〉m−N2δ

g∗
〈k − h〉−N1

g∗

.m,N2,δ,c,N1 C
′
N1,N2

(a) 〈ξ + κ〉m−N2δ
g∗ ‖h‖|m−N2δ|

g∗ 〈h− k〉−N1
g∗ ,

(C.2.9)

and analogously∥∥∥∥dN2
ξ b̂h

(
ξ +

h− k
2

)∥∥∥∥ .m′,N2,δ,c,N1 C
′
N1,N2

(b) 〈ξ + κ〉m−N2δ
g∗ ‖h− k‖|m

′−N2δ|
g∗ 〈h〉−N1

g∗ .

(C.2.10)



Appendix C. Pseudo-differential calculus: intrinsic formulation

Thus we have that, for any N1 and N2 ∈ N,

dN2
ξ ĉk(ξ) =

∑
h∈Zd

∑
0≤Ñ2≤N2

cÑ2
dÑ2
ξ âk−h

(
ξ +

h

2

)
dN2−Ñ2
ξ b̂h

(
ξ +

h− k
2

)

for suitable constants {cj}N2
j=0. By (C.2.9) and (C.2.10), if

N ′1 = N1 + d+ 2 + dmax{|m|, |m′|}+ δN2e ,

one has

‖dN2
ξ ĉk(ξ)‖ .m,N2,δ

∑
h∈Zd

∑
Ñ2≤N2

C ′
N ′1,Ñ2

(a)C ′
N ′1,N2−Ñ2

(b) 〈ξ + κ〉m−Ñ2δ
g∗ 〈h〉−N

′
1+|m−Ñ2δ|

g∗

〈ξ + κ〉m
′−(N2−Ñ2)δ

g∗ 〈h− k〉|m
′−(N2−Ñ2)δ|−N ′1

g∗ ,

which gives

‖dN2
ξ ĉk(ξ)‖ .m,N2,δ C

′
N ′1,N2

(a)C ′N ′1,N2
(b) 〈ξ + κ〉m+m′−N2δ

g∗∑
h∈Zd
〈h− k〉−N

′
1+|m′|+N2δ

g∗ 〈h〉−N
′
1+|m|+N2δ

g∗ .

Observing that, by definition of N ′1, one has

〈h− k〉−N
′
1+|m′|+N2δ

g∗ 〈h〉−N
′
1+|m|+N2δ

g∗ .N1 〈k〉−N1
g∗ 〈h− k〉

−(d+2)
g∗ ,

we deduce

‖dN2
ξ ĉk(ξ)‖ .N1,N2,m,δ,c C

′
N ′1,N2

(a)C ′N ′1,N2
(b) 〈ξ + κ〉m+m′−N2δ

g∗ 〈k〉−N1
g∗ sd+2

.N1,N2,m,δ,c C
′
N ′1,N2

(a)C ′N ′1,N2
(b) 〈ξ + κ〉m+m′−N2δ

g∗ 〈k〉−N1
g∗ ,

which, again by Lemma C.1.1, entails a]b ∈ Sm+m′,δ , together with (C.2.5).

Concerning Egorov type Theorems, we finally remark that the following

result holds:

Lemma C.2.6 (Egorov Theorem). Let η < 1, δ > 0, m ∈ R, G :=

OpW (g) ∈ OPSη,δ a self-adjoint operator and A := OpW (a) ∈ OPSm,δ.

Then the following holds.
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1. For any τ ∈ [−1, 1] eiτG ∈ B(Hs) , ∀s ∈ R and eiτG is a unitary

operator on L2(Td). Furthermore, H := eiGAe−iG ∈ OPS m,δ and its

symbol h(x, ξ) admits an asymptotic expansion of the form

h = a+
k−1∑
j=1

adjg(a) + ã , ã ∈ Sm+k(η−δ),δ ∀k ∈ N ,

adg(a) = i{g, a}M , ad k+1
g (a) =

i

k + 1

{
g, ad k

g (a)
}
M ∀k ∈ N .

(C.2.11)

2. If η ≤ 0, eiτG ∈ OPS0,δ and its symbol σ satisfies for all N1, N2 ∈ N

C ′N1,N2
(σ) .N1,N2,δ,c e

KC′
N′1,N2

(g)
, (C.2.12)

where again the positive constant K and the integer N ′1 only depend

on N1, N2, δ, c . Moreover, the family of seminorms of the symbol ã in

(C.2.11) only depends on the family of seminorms of a and g.

Proof. The proof of Item 1 is standard; in the general case η < 1 the claim

follows for instance from Theorem 1.2 of [MR17]. Equation (C.2.11) follows

from a Taylor expansion of order k (see for instance the proof of Lemma

A.1.4, where analogous calculations are made in the case of the standard

torus).

In the case η ≤ 0, with analogous calculations to the ones exhibited to prove

Lemma C.2.5, one obtains that, defining g0 = g and gn = g]gn−1 ∀n > 0,

the series
∑
n≥0

ingn(x, ξ)

n!
converges to a symbol σ ∈ S0,δ, whose seminorms

{C ′N1,N2
(σ)}N1∈N,N2∈N satisfy estimate (C.2.12). This proves Item 2.

Remark C.2.7. A direct computation shows that, if a ∈ Sm,δ is even in ξ and

g ∈ Sm′,δ is odd in ξ, then (a]g)(x,−ξ) = −(g]a)(x,−ξ), which in particular

entails that {a, g}M is odd in ξ . Analogously, if a is an even symbol in ξ and

g is odd, then all the symbols adjg(a) defined in (C.2.11) are even symbols.
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Technical lemmas

We first recall Lemma 5.7 of [Gio03].

Lemma D.0.1 (Lemma 5.7 of [Gio03]). Let s ∈ {1 , . . . , d} and let {u1 , . . . us}
be linearly independent vectors in Rd equipped with the euclidean metric | · | .
Denote by Vol{u1 | · · · |us} the s− dimensional volume of the parallelepiped

with sides u1 , . . . , us . Let moreover w ∈ span{u1 , . . . us} be any vector. If

there exists positive constants α ,N such that

|uj| ≤ N ∀j = 1 , . . . s ,

|w · uj| ≤ α ∀j = 1 , . . . s ,

then

|w| ≤ sN s−1α

Vol{u1 | · · · |us}
.

We remark that, since all the quantities involved in the statement are

coordinate independent, Lemma 5.4.1 immediately follows from it.

Lemma D.0.2. Let {e1, . . . , ed} be the vectors of the standard basis in Rd.

There exists a positive constant C, depending only on

c2 = max
j=1,...,d

‖ej‖ (D.0.1)

and

v =

∫
Td
dµg(x) ≡ µg

(
Td
)
, (D.0.2)

such that for any s ∈ {1 , . . . , d} and for any set {u1 , . . . us} of linearly

independent vectors in Zd

Volg{u1 | · · · |us} ≥ C .
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Proof. We observe that, if {e1 , . . . , ed} is the canonical basis of Zd, there

exists a subset {u′s+1, . . . u
′
d} ⊂ {e1, . . . , ed} such that

{u1, . . . , us, u
′
s+1, . . . u

′
d}

is a set of linearly independent vectors in Zd . Hence one has that, if M is

the linear subspace generated by {u1, . . . , us},

Volg{u1| . . . |us|u′s+1| . . . |u′d} ≤ ‖u′s+1‖ · · · ‖u′d‖ Volg{u1| . . . |us}
≤ (c2)dVolg ({u1| . . . |us}) ,

by the definition of c2 as in (D.0.1). In particular, one has that

Volg ({u1| . . . |us}) ≥ (c2)−d Volg{u1| . . . |us|u′s+1| . . . |u′d} . (D.0.3)

Write

uj =
d∑

k=1

nj,kek , u′j =
d∑

k=1

nj,kek ,

and if ∀k = 1, . . . , d ẽk is the vector of the components of ek with respect to

an orthonormal basis for the inner product 〈·; ·〉g∗ , then

Volg
(
{u1| . . . |us|u′s+1| . . . |u′d}

)
= Volg

({
d∑

k=1

n1,kek| . . . |
d∑

k=1

nd,kek

})

= Vol

({
d∑

k=1

n1,kẽk| . . . |
d∑

k=1

nd,kẽk

})
≥ Vol (ẽ1| · · · |ẽd)
= Volg (e1| · · · |ed) = v .

Thus (D.0.3) implies that

Volg{u1 | · · · | us} ≥ (c2)−dv =: C .

Remark D.0.3. Let a > 0. By studying the function (1 +x2)a/2 it is easy to

see that there exists a constant K s.t. ∀ξ, η ∈ Rd one has

〈ξ + η〉a ≤ K(〈ξ〉a + 〈η〉a) . (D.0.4)
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Furthermore, since, for any C > 0

sup
y>C

〈y〉
y

<∞ ,

one also has ∃K ′ = K ′(a, C) s.t.

〈ξ + η〉a ≤ K ′(〈ξ〉a + ‖η‖a) , ∀η : ‖η‖ ≥ C . (D.0.5)

Remark D.0.4. If ‖ξ − η‖ ≤ F 〈ξ〉a, with a < 1, one has

〈ξ〉 ≤ K(1 + F )〈η〉 .

A further useful lemma is the following one

Lemma D.0.5. Let N ≥ 1, a < 1, K ≥ 2−a be positive real numbers, Then

x−Kxa ≤ N =⇒ x ≤ (2K)
1

1−aN . (D.0.6)

Proof. If Kxa ≤ x
2
, which is equivalent to

x ≥ (2K)
1

1−a , (D.0.7)

then the assumed inequalities implies

1

2
x ≤ x−Kxa ≤ N =⇒ x < 2N ,

but, by assumption, the r.h.s is smaller than (2K)
1

1−a , and therefore the

thesis holds in this case. On the contrary, the converse of (D.0.7), implies

x < (2K)
1

1−a ≤ (2K)
1

1−aN ,

which again implies the thesis.

Lemma D.0.6. Let 1 > a > ε > 0 and 1 > δ > 0 be parameters. Let ς, η,

k, ` be vectors. Assume that there exist constants C,F,D,D0 s.t.

|〈ς + k;h〉| ≤ C〈ς + k〉δ|h|−τ , (D.0.8)

‖k‖ ≤ D〈ς + k〉ε , ‖h‖ ≤ D0〈ς + k〉ε (D.0.9)

‖η − ς‖ ≤ F 〈η〉a , ‖`‖ ≤ D〈η + `〉ε ; (D.0.10)

then there exists K ′ and D′ (which depends on the above constants), s.t.

〈ς + k〉 ≤ D′〈η + `〉 , (D.0.11)

|(η + `, h)| ≤ K ′〈η + `〉max{δ,a+ε(τ+1)}|h|−τ . (D.0.12)
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Proof. Start by writing

ς + k = η + `+ v (D.0.13)

v := k − `+ ς − η ; (D.0.14)

then we estimate v (with η + `). One has

‖v‖ ≤ D〈ς + k〉ε +D〈η + `〉ε + F 〈η〉a

= D〈η + `+ v〉ε +D〈η + `〉ε + F 〈η + `− `〉a

≤ DK (〈η + `〉ε + 〈v〉ε) +D〈η + `〉ε + FK (〈η + `〉a + 〈`〉a)
≤ D(K + 1)〈η + `〉ε + FK〈η + `〉a + FK(1 +D)〈η + `〉aε +DK〈v〉ε .

Using a > ε and a > aε, (and exploiting 〈x〉 ≤ 1 + x, which holds for all

positive x) we get

〈v〉 ≤ (D(K + 1) + FK + FK(1 +D) + 1) 〈η + `〉a

+DK〈v〉ε .

Applying Lemma D.0.5 with N equal to the first line, we get that there exists

a constant K ′′ (explicitely computable), s.t.

〈v〉 ≤ K ′′〈η + `〉a . (D.0.15)

Exploiting this and using again (D.0.13), we immediately get (D.0.11). We

are now ready for the final estimate:

|(η + `, h)| ≤ |(ς + k, h)|+ |(v, h)| ‖h‖τ‖h‖−τ

≤ C〈ς + k〉δ‖h‖−τ +K ′′〈η + `〉aD0〈ς + k〉εDτ
0〈ς + k〉ετ‖h‖−τ

≤ C(D′)δ〈η + `〉δ‖h‖−τ +K ′′〈η + `〉aDτ+1
0 (D′)ε(τ+1)〈η + `〉ε(τ+1)‖h‖−τ ,

from which the thesis immediately follows.
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