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ABSTRACT
Cross-correlations between biased tracers and the dark matter field encode information
about the physical variables which characterize these tracers. However, if the physical
variables of interest are correlated with one another, then extracting this information
is not as straightforward as one might naively have thought. We show how to exploit
these correlations so as to estimate scale-independent bias factors of all orders in
a model-independent way. We also show that failure to account for this will lead
to incorrect conclusions about which variables matter and which do not. Morever,
accounting for this allows one to use the scale dependence of bias to constrain the
physics of halo formation; to date the argument has been phrased the other way
around. We illustrate by showing that the scale dependence of linear and nonlinear
bias, measured on nonlinear scales, can be used to provide consistent estimates of how
the critical density for halo formation depends on halo mass. Our methods work even
when the bias is nonlocal and stochastic, such as when, in addition to the spherically
averaged density field and its derivatives, the quadrupolar shear field also matters
for halo formation. In such models, the nonlocal bias factors are closely related to
the more familiar local nonlinear bias factors, which are much easier to measure. Our
analysis emphasizes the fact that biased tracers are biased because they do not sample
fields (density, velocity, shear, etc.) at all positions in space in the same way that the
dark matter does.

Key words: cosmology: theory, large-scale structure of Universe – methods: analyt-
ical, numerical

1 INTRODUCTION

The point process defined by a galaxy sample is a biased
tracer of the underlying dark matter distribution. This is a
consequence of the fact that galaxies populate dark matter
haloes, and the haloes themselves are biased tracers (e.g.
the review in Cooray & Sheth 2002). Nevertheless, because
halo bias is reasonably well understood, the clustering of
galaxies in large scale sky surveys encodes information about
galaxy formation and also provides competitive constraints
on cosmological parameters.

Halo bias is commonly defined as the ratio of 〈∆|halo 〉,
the cross correlation of the large scale matter fluctuation
∆ with the halo distribution (at distance r), to the cross

? E-mail: ecastorina@berkeley.edu

correlation of ∆ with the matter (rather than halo) distri-
bution (at the same distance r): 〈∆|matter 〉 = 〈∆δ 〉. Simi-
larly, if P∆|h(k) denotes the Fourier transform of 〈∆|halo 〉,
then the Fourier space bias bδ(k) is defined by the ratio
P∆|h(k)/P∆δ(k). The main goal of the present note is to
show that there is much to be gained if one generalizes this
definition by replacing ∆ with any other quantity, say Y , as-
sociated with the field at distance r from each halo. The as-
sociated Fourier space bias will be by(k) ≡ PY |h(k)/PY δ(k).
We will also argue that it is useful to replace the notion
of “bias with respect to the dark matter overdensity field”
with the slightly more general notion of bias with respect
to an average over all space whatever the field. This makes
explicit that biased tracers are biased because they do not
sample (density, velocity, shear, etc.) fields at all positions in
space in the same way that the dark matter does. Although

c© 0000 The Authors

ar
X

iv
:1

61
1.

03
61

3v
1 

 [
as

tr
o-

ph
.C

O
] 

 1
1 

N
ov

 2
01

6



2 E. Castorina, et al.

this was the sense in which bias was initially meant, this
particular view of bias has gone out of vogue.

In Section 2 we show that, in some cases, the by may
be the same function of k for more than one choice of Y .
When this occurs, we show how cross-correlating the halo
field with these different choices for Y allows for less model-
dependent parameter constraints than were previously pos-
sible. We first show that cross-correlating with different pa-
rameters Y provides a simple way of estimating the coeffi-
cients which determine the scale dependence of linear bias.
We then show how to combine these to provide information
about halo formation. Finally, we show how to generalize the
method to estimate nonlinear bias factors of all orders. In
Section 3 we use Monte-Carlo simulations to show that our
approach works well when the density field and its deriva-
tives are the only parameters which matter for halo forma-
tion. Section 4 shows that it continues to work well when
the shear field also matters. A final section summarizes.

2 BIAS OF CONSTRAINED REGIONS

2.1 Overdense patches in the initial conditions

To begin, suppose that we identify those positions in the
initial field which, when smoothed on scale Rp have δp ≥
δc. This is not a particularly good model of protohaloes –
patches in the initial overdensity fluctuation field which are
destined to form haloes – but it allows us to highlight a
number of interesting points before we move on to more
realistic models.

The cross-correlation between the overdensity δq
smoothed on scale Rq 6= Rp and δp, when it is known that
δp ≥ δc (the subscript c denotes ‘critical’; it does not denote
a scale Rc) is given by

〈δq|Cp〉 =

∫ ∞
δc

dδp p(δp)
〈δq|δp〉
p(Cp)

, (1)

where Cp ≡ (δp ≥ δc). Since

〈δq|δp〉 ≡
〈δqδp〉
〈δpδp〉

δp, (2)

we have that

〈δq|Cp〉 = bL(ν) 〈δqδp〉 , (3)

where

bL(ν) ≡ ν

δc

e−ν
2/2/
√

2π

erfc(ν/
√

2)/2
with ν ≡ δc√

〈δpδp〉
. (4)

Evidently, the cross-correlation between the positions iden-
tified as satisfying the constraint Cp on scale Rp and the
field smoothed on scale Rq is linearly proportional to the
cross-correlation of the field itself when smoothed on the
two scales Rp and Rq. (Frusciante & Sheth 2012, show that
this is a generic feature of local Lagrangian bias models such
as this one.) The constant of proportionality defines the lin-
ear bias factor. It is a complicated function of the threshold,
but is otherwise just a number which is independent of the
scale Rq.

For what follows, it is useful to also study the Fourier
transform of the cross-correlation, which is given by

Pδ|C(k) = bL(ν)Pδδ(k)W (kRq)W (kRp), (5)

where the W denote the Fourier transforms of the smooth-
ing windows. Although the most natural choice has W (x)
being the same function of x on both scales Rp and Rq,
the formalism is sufficiently general that different functional
forms W for the different scales are permitted: we could have
written the two W s in the expression above as Wq(kRq) and
Wp(krp).

In the example above, δp is special, since the constraint
Cp depends only on δ on the scale Rp. This raises the ques-
tion of whether or not we can infer, from cross-correlation
measurements alone, that the constraint depends only on
the physical parameter δ smoothed on scale Rp. (In antici-
pation of the discussion in the next section, it may be use-
ful to think of yp ≡ dδp/dln 〈δpδp〉 as a specific example of
another variable on scale Rp.) For example, one might mea-
sure the cross-correlation 〈δqδr〉, where δr denotes the field
smoothed on scale Rr and the average is over all positions,
not just those which have δp ≥ δc. Then the ratio

〈δq|Cp〉
〈δqδr〉

= bL(ν)
〈δqδp 〉
〈δqδr〉

. (6)

If one repeated this analysis for a range of Rr and Rq, one
would find that the real-space ratio was a function of Rq
except when Rr = Rp, when the ratio would equal the con-
stant bL(ν). One might then conclude that Rp was special.
Analysis of the ratio of the associated Fourier space quanti-
ties would lead to a similar conclusion, since

Pδ|C(k)

Pδδ(k)W (kRq)W (kRr)
= bL(ν)

W (kRp)

W (kRr)
(7)

is a function of k except when Rr = Rp, when it equals
bL(ν).

This is not quite as trivial as it sounds of course, since
one is also free to vary the shape of the smoothing filter
– which may not be known a priori – but the logic of
the approach is clear. In this case, the Fourier space ap-
proach is more illuminating, since if W (kRr) → 1 when
Rr → 0 (as is true for the uncompensated filters which are
commonly used in this context), then the Fourier trans-
form of 〈δqδr〉 → Pδδ(k)W (kRq). In this limit, the ra-
tio Pδ|C(k)/[Pδδ(k)W (kRq)] = bL(ν)W (kRp), and since bL
does not depend on k, one has determined the shape of
W (kRp).

Of course, in practice one may not know that δ is the
relevant physical variable, so one may not know that the
relevant cross-correlation to study is 〈δqδr〉 rather than, say,
〈δq yr〉. However, scale independence is a useful guide here
too. For example, if W (kRr) = exp(−k2R2

r/2) and yr =
dδr/d ln

〈
δ2
r

〉
then 〈δq yr 〉 will differ from 〈δqδr〉 by a term

that is proportional to k2. So, even if Rr = Rp, the ratio
Pδ|C(k)/[Pyδ(k)W (kRq)] will be k-dependent.

One might have thought that since Cp depends only on
δp, cross-correlating with the overdensity on another scale is
a natural choice, and this is why the analysis yields a ‘linear’,
‘scale-independent’ bias factor. This would be a concern,
since it suggests that to measure the linear bias factor, one
needs to know a priori which variable (or variables) were
important for determining what the constraint was.

To see why this is incorrect, suppose that, instead of
cross-correlating the special positions with δq, one cross-
correlated with some other variable yq defined on scale Rq.
(Again, it may be useful to think of yq ≡ dδq/dln 〈δqδq〉 as
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Halo formation from halo bias 3

a specific example.) Then the same logic as above yields

〈yq|Cp〉 = bL(ν) 〈yqδp〉 , (8)

with associated Fourier transform

Py|C(k) = bL(ν)Pyδ(k)W (kRq)W (kRp). (9)

In this case, because one has cross-correlated with y, one
would study the ratio

〈yq|Cp〉
〈yqδr〉

= bL(ν)
〈δqδp 〉
〈yqδr〉

(10)

or

Py|C(k)

Pyδ(k)W (kRq)W (kRr)
= bL(ν)

W (kRp)

W (kRr)
(11)

for a range of Rr, and would find the ratio to be independent
of Rq or k only if Rr = Rp. Notice that the bias factor is the
same for all choices of yq. In particular, bL is the same as
when yq = δq, showing that there is nothing special about δq.
I.e., cross-correlating with any variable which correlates with
δp will yield the same ‘linear’ bias factor – this generalizes
the argument in Frusciante & Sheth (2012). The lesson is
that the bias factor itself contains information about the
important variable (i.e., that it is δp which must exceed a
threshold), and this information can be obtained from any
quantity which correlates with it.

Since it is not necessary that one choose the same vari-
able smoothed on another scale, one no longer need know
a priori that it was δp which mattered. This is a signifi-
cant simplification. There are, of course, signal-to-noise is-
sues, since one estimates the bias by dividing 〈yq|δp ≥ δc〉 by
〈yqδp〉, so it is important that 〈yqδp〉 be far from zero. This
suggests one should choose yq for which 〈yqδp〉 is larger, so
in this sense knowing that δp matters is important. But note
that this is a measurement issue, and not one of principle. In
principle, one can determine the linear bias factor bL having
much less knowledge of which variable actually matters (in
this case δp) than one might naively have thought.

Finally, from the analysis above, it should be clear that
there was nothing special about δ. For example, one might
instead have set Cp = (yp ≥ yc) for some other physical
parameter y. Then, the analysis above implies that it is
cross-correlations with y which will play a fundamental role;
cross-correlations with δ will be k-dependent; and the lin-
ear scale independent bias bL factor will be a function of

ν = yc/
〈
y2
p

〉1/2
. This is the sense in which it is the bias

with respect to unconstrained averages (of the y field, in
this case) which is simple and linear; the bias with respect
to the δ field will appear more complicated.

2.2 When more than one variable matters

The previous subsection studied constrained averages in
which the only constraint was on the overdensity field on one
scale (or, more generally, on one variable on one scale). The
excursion set approach asserts that protohalo patches satisfy
more complex constraints. In particular, in the upcrossing
approximation associated with the simplest excursion set ap-
proach, protohaloes of mass m are associated with regions of
size Rp ∝ m1/3 in the initial conditions where δp ≥ δc(Rp)
and δ(Rp + ∆R) < δc(Rp + ∆R) (Bond et al. 1991; Musso
& Sheth 2012). Notice that this is like requiring that both δ

and its derivative exceed a threshold; it is in this sense that
this is a more complex model than the previous one.

In this approximation, the cross-correlation between
protohaloes and some other quantity Y in the initial fluctu-
ation field is

〈Y |Cp 〉 = f(s)−1

∫ ∞
δ′c

dv (v − δ′c) p(δc, v) 〈Y |δc, v 〉 (12)

where v ≡ dδp/ds with s ≡
〈
δ2
p

〉
, and

f(s) =

∫ ∞
δ′c

dv (v − δ′c) p(δc, v), (13)

where δ′c ≡ dδc(s)/ds.
Setting x ≡ v/

√
〈 v2 〉 ≡ v/

√
sv and γ ≡

〈 vδp 〉 /
√〈

δ2
p

〉
〈 v2 〉 = (2

√
ssv)−1 yields

〈Y |δc, v 〉 = 〈Y δp 〉
ν − γx√
s (1− γ2)

+〈Y v 〉 x− γν√
sv (1− γ2)

. (14)

The terms 〈Y δp 〉 and 〈Y v 〉 depend differently on scale be-
cause 〈Y v 〉 = d 〈Y δp 〉 /ds. Since we define bias as the ratio
of the halo-Y correlation with respect to 〈Y δp 〉, the term
which is proportional to 〈Y δp 〉 will be independent of scale.
To match notation with previous work, we call this scale-
independent term b10. Note that its amplitude is set by the
variables which determine halo formation (in this case δp
and v) and not by the variable Y with which we chose to
cross correlate the halo field. In the example above,

b10 =
δc − 〈 v|Cp 〉 /2sv

s (1− γ2)
(15)

where 〈 v|Cp 〉 = f(s)−1
∫∞
δ′c

dv v(v− δ′c)p(δc, v). A little alge-

bra then shows that

b1 ≡
〈Y |Cp 〉
〈Y δp 〉

= b10 + εY δp b11, (16)

where

εY δp ≡ 2
d ln 〈Y δp 〉

d ln s
(17)

and

b11 ≡
δc
s
− b10. (18)

Whereas b11, like b10, depends only on the quantities which
determine Cp and not on the Y field, the term it multiplies
is scale dependent in real space and k-dependent in Fourier
space. This is particularly easy to see if we write the ratio
of the constrained to unconstrained power spectra:

PY |C(k)

PY δ(k)
= b10 W (kRp) + 2

dW (kRp)

d ln s
b11, (19)

where we have assumed that the δ in PY δ(k) was un-
smoothed (i.e. it is δr when Rr → 0), since neither the
shape of W (kRp) nor the scale Rp are known a priori. E.g.,
if W (kRp) = exp(−k2R2

p/2), then the right hand side equals
b10 plus a term which is proportional to R2

pk
2 all multiplied

by W (kRp).
Notice that the right hand side of equation (19) is inde-

pendent of anything to do with Y . (Things are not as simple
in real-space, since correlations with Y appear on the right-
hand side of equation 16, a fact we exploit shortly.) This
shows explicitly that, even though the constraints Cp are
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more complicated than in the previous section, and they re-
sult in k-dependent bias (previously the ratio of constrained
to unconstrained correlations was independent of k), one
gets the same k-dependent bias by cross-correlating the pro-
tohaloes with any field Y which is correlated with one of the
variables which determine the constraints Cp.

Although this is a straightforward generalization of
what we found in the previous section – so the same caveats
about signal-to-noise apply here too – it has an important
consequence. This is because the traditional estimator of b10

sets Y = δq with Rq � Rp, and measures the ratio with re-
spect to 〈Y δp〉. The choice of large Rq is motivated by the
fact that the b10 term dominates in this limit, as can be
seen by studying the kRp � 1 limit of the Fourier space
expressions. But the decision to set Y = δ rather than some
other field is motivated by the fact that Cp depends on δp,
and the b10 term is the prefactor of the 〈δqδp〉 correlation.
Since b11 is the prefactor of the term involving the correla-
tions with dδp/ds (the other variable which matters for Cp),
one might naively have thought that setting Y = dδq/d

〈
δ2
q

〉
and looking for the k-independent part is the way to isolate
b11. The analysis above shows that if one defines the bias by
ratioing to 〈Y δp〉 as is conventional, then this will not work:
the k-independent part will still be b10.

To get b11 from scale-independence, equation (16) shows
that one must ratio to 〈Y dδp/d ln s〉 instead. Doing so will
make the term which multiplies b10 increase at k � Rp,
so it is only at larger k that the b11 term may dominate.
However, at these larger k, the term which multiplies b11

in equation (19) will show some scale dependence because
we are potentially in the regime where the k-dependence of
W (kRp) matters (it may help to think of a Gaussian filter
here). As a result, k-independent bias will not be as trivial
to identify as for b10. Nevertheless, the distinction between
these two procedures – which we may write schematically as
〈vq|Cp〉 / 〈vqδp〉 and 〈δq|Cp〉 / 〈δqvp〉 – has led to some confu-
sion in the literature, as we discuss in the next section.

We turn, therefore, to the question of estimating b11 in
some other way. We have already noted that the traditional
estimator of b10 sets Y = δq with Rq � Rp. Musso et al.
(2012) note that b11 is then simply determined by equa-
tion (18). However, equation (18) assumes prior knowledge
of the physics of collapse – in this case, that δc is the same
constant for all values of s, and that δ is the important vari-
able. Hence, it is interesting to see if we can determine b11

without prior knowledge of how δc depends on s.

One possibility is to fit the Fourier space ratio using
equation (19). This requires prior knowledge that only W (x)
and dW (x)/dx matter, which boils down to knowing that δ
and its derivative both mattered for Cp. Since W is usually
close to a tophat with slightly rounded edges, it is relatively
straightforward to fit for the scale Rp as well as the bias
factors b10 and b11 (e.g. Chan et al. 2015).

In real space, equation (16) shows that we can isolate
b11, the term which controls the scale dependence, if we com-
pute the (real space) bias for two choices of Y , and subtract
the two expressions. (This cannot be done in Fourier space,
since the right hand side of equation 19 is independent of
Y , so it would yield zero!) Doing so yields

〈Y1|Cp 〉
〈Y1δp 〉

− 〈Y2|Cp 〉
〈Y2δp 〉

= 2 b11
d ln[〈Y1δp 〉 / 〈Y2δp 〉]

d ln s
, (20)

which can be rearranged to provide a practical estimator for
b11 which does not require prior knowledge of δc(s). With b11

in hand, one can go on to estimate b10 from equation (16),
again without prior knowledge of δc(s). In fact, equation (18)
shows that if one adds the estimators of b10 and b11, then
this furnishes an estimate of δc(s).

Note that the Yi can be δ(Ri) on two different scales
Ri, or one can be δi and the other dδj/d

〈
δ2
j

〉
, and so on.

In practice, some of these combinations will provide higher
signal-to-noise estimators of b11 than others. For example, if
Y1 is the first variable, then the natural choice for the second
variable Y2 would actually be Y2 − 〈Y2|Y1〉. But the point is
that each pair furnishes an estimate of b11 (and b10) which
does not depend on any assumptions about δc(s). However,
they all require prior knowledge of W (kRp) (to estimate the
〈Yiδp〉 terms).

Of course, we could have played this the other way
round. Had we started from 〈Y |Cp〉 / 〈Y v〉 rather than
〈Y |Cp〉 / 〈Y δp〉, then the constrained and unconstrained av-
erages for the two different Yi could be rearranged to provide
an estimator of b10 rather than b11. Equation (16) then yields
b11, and equation (18) yields δc(s).

For what follows, it is useful to formulate the analysis
above in matrix notation. We have argued that, for any two
variables, Y1 and Y2,(

b2Y1

b2Y2

)
=

(
1 εY1δp

1 εY2δp

)(
b10

b11

)
, (21)

Therefore, estimates of the left hand side, say b̂1Y1 and b̂1Y2 ,
can be turned into estimates of b10 and b11 because(

b10

b11

)
=

(
1 εY1δp

1 εY2δp

)−1
(
b̂1Y1

b̂1Y2

)
. (22)

2.3 Generalization to higher order bias

Define y ≡ Y/〈Y 2〉1/2. Then equation (12) can be general-
ized to

bn ≡ (−1)n
〈Y 2〉n/2

〈Y δp〉n
〈Hn(y)|Cp 〉

=

∫ ∞
δ′c

dv (v − δ′c)
(
∂

∂δc
+
〈Y v〉
〈Y δp〉

∂

∂v

)n
p(δc, v)

f(s)
,

=

n∑
j=0

(
n

j

)
bnj ε

j
Y δp

, (23)

where the Hn(y) are the probabilist’s Hermite polynomials.
The second line follows from recognizing that all the steps in
Appendix A2 of Musso et al. (2012) go through unchanged
if one replaces their δ0 (our ∆) with any other variable Y .
Of course, one must recognize that their S× → 〈Y δp〉 and
their ε× → εY δp .

The key point here is that the derivatives with respect
to δc and v generate the same bias coefficients bnj for all
choices of Y . E.g., for n = 2,

b2 = b20 + 2 b21 εY δp + b22 ε
2
Y δp . (24)

We can estimate these from the data, with no knowledge of
δc, using the same approach as for b1, except that now we
need three rather than two different Y s. Following the logic

MNRAS 000, 1–15 (0000)
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Figure 1. First crossing distribution of a barrier of height δc (1+
q/qc) for Gaussian smoothing of walks having a ΛCDM P (k).

Histograms show Monte-Carlo first crossing distributions for qc =

8 (lower) and ∞ (upper); curves show the analytic prediction.
The agreement indicates that our upcrossing approach is a good

approximation, even for the stochastic barrier model which we

consider in the next section.

of the previous section, we first writeb2Y1

b2Y2

b2Y3

 =

1 2 εY1δp ε2Y1δp

1 2 εY2δp ε2Y2δp

1 2 εY3δp ε2Y3δp

b20

b21

b22

 , (25)

which shows thatb20

b21

b22

 =

1 2 εY1δp ε2Y1δp

1 2 εY2δp ε2Y2δp

1 2 εY3δp ε2Y3δp

−1
b̂2Y1

b̂2Y2

b̂2Y3

 . (26)

We describe our estimators for the various b̂2Y in the next
section. The consistency relation – the analogue of equa-
tion (18) – becomes

b20 + 2b21 + b22 = H2

(
δc/
√
sp
)
/sp. (27)

Written this way, the generalization to bn is trivial: One
makes n + 1 estimates of bnYi and then inverts the associ-
ated matrix (whose ijth element is εji× n!/j!(n − j)!). The
consistency relation is

n∑
j=0

(
n

j

)
bnj = Hn

(
δc/
√
sp
)
/sn/2p . (28)

Finally, although we do not exploit this in what follows, it
is worth noting that, with these replacements, equation (34)
of Musso et al. (2012) expresses the conditional distribution
f(s|y) as a Taylor series in y (these replacements must also
be made in their expression for the quantity they call c̄).
Previous work has only really considered f(s|∆) as a Taylor
series in ∆. It is in this sense that our analysis generalizes
the usual notion of bias from being with respect to the large
scale environment to any other variable.

3 NUMERICAL TESTS

We now use measurements in Monte-Carlo realizations of
random walks crossing a barrier to illustrate some of these

-0.5 0.0 0.5 1.0

0

5

10

15

Log10 HΝ 2L

bi
as R = 15 h-1 Mpc

∆c Hb10 + ΕD∆ b11 L
∆c Hb10 + Ε X∆ b11 L

R = 20 h-1 Mpc

∆cr walks

∆c Hb10 + ΕD∆ b11 L
∆c Hb10 + Ε X∆ b11 L

Figure 2. Bias factor b1, shown as a function of ν2 ≡ δ2
c/s,

estimated from the mean value of Y on the scale R when the

first crossing scale was s > S(R) (symbols). Filled circles show

measurements for Y1 = ∆ for two different smoothing scales R,
while filled squares are for Y2 = d∆/d S = X. Curves show

equation (16), where εYiδ ≡ 2d ln 〈Yi∆ 〉 /d lnS.

ideas. In all cases, walks were generated using a ΛCDM P (k)
(Planck cosmology) with correlations between steps being
due to Top-Hat smoothing filters. The upper histogram in
Figure 1 shows the first crossing distribution of a barrier
of height δc (the quantity ν ≡ δc/

√
s where s is the first

crossing scale s). The curve passing through shows the pre-
diction which is based on the assumption that it is only the
walk height and its derivative on the upcrossing scale which
matter. This agreement is important, since the bias formu-
lae which we wish to test also result from this ‘upcrossing’
approximation, our equation (13).

The lower histogram and associated curve show results
when more than one independent variable determines if the
barrier δc has been crossed (a model we describe in more
detail in Section 4).

With a slight abuse of notation, let bY denote the mean
value of Y when smoothed on scale S around a walk which
first crossed the barrier on scale s 6= S (typically s > S), in
units of the unconstrained cross correlation between Y and
δ. I.e., bY is b1 when the cross-correlation is with the variable
Y . Then, we can estimate it from the walks by measuring
(Szalay 1988; Musso et al. 2012)

b̂Y =
1

N

N∑
α=1

Yα
〈Y δp〉

(29)

where the sum is over those walks which first crossed δc(s) on

scale s. Note that b̂Y will be a function of the scale on which
Y was estimated, as well as of the constraint: s and δc(s).
The denominator shows that it requires knowledge of the
fact that the scale s is special. In contrast, b̂Y 〈Y δp〉/〈Y 2〉,
the quantity studied by Musso et al. (2012), does not require
this knowledge.

Figure 2 shows b̂Y for two choices of Y : Y1 = ∆ (filled
circles) and Y2 = d∆/d lnS (filled squares), and two choices
of smoothing scale R (as indicated). In all cases, δ is in
units of δc so the normalization factor in equation (29) is
〈Y δp 〉 /δc, and we show s as ν2 ≡ δ2

c/s.
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Figure 3. Bias factor b11 estimated using different combinations
of Y1 = ∆ and Y2 = d∆/dS, on the scales R = 15h−1 Mpc

and/or R = 20h−1 Mpc. Curve shows the expected value (equa-

tion 20).

First, notice that both choices of Y result in similar sig-
nals, and this signal is rather similar for different R. To show
that we understand the small differences between Y ’s, as
well as the (smaller!) differences between smoothing scales,
the curves show equation (16) for the appropriate values of
Y , R and s. Since we have normalized our measurements
by 〈Y δp 〉 /δc rather than 〈Y δp 〉 itself, the curves actually
show the right hand side of equation (16) multiplied by δc.

In all cases the curves pass through the associated sym-
bols, indicating that both choices of Y estimate b10 plus a
small correction factor which depends on b11 (and slightly on
scale R). Whereas it is well-known that the cross-correlation
with ∆ yields what is essentially an estimate of b10, this
shows explicitly that the cross-correlation with 2 d∆/d lnS
also estimates b10 (rather than b11). This illustrates one of
our main results.

Previous work (e.g. Musso et al. 2012) turns this es-
timate of b1 into an estimate of b10 using the consistency
relation (equation 18). However, we argued that one can es-
timate b11 directly – with no assumptions about δc – by
differencing b1 estimates derived from two different choices
of Y , or the same Y at different smoothing scales. E.g., if
Y1 = ∆ and Y2 = X ≡ d∆/dS, then

b̂11(s) =
1

N

N∑
α=1

∆α/〈∆δ〉 −Xα/〈Xδ〉
ε∆δ − εXδ

(30)

where εY δ was defined in equation (17).
Figure 3 illustrates this for a number of different com-

binations of Y . The symbols show four different estimates
of b11 for the walks with constant barrier δc and the curve
shows equation (20). Measurements in blue were obtained
from equation (30) at the same smoothing scales that were
used in Figure 2. The other sets of symbols (red circles and
squares) show the result of estimating the bias from a single
field but at two different smoothing scales. Clearly, some es-
timates are noisier than others, but over all, there is general
agreement with the prediction.

Most of the measurement error comes from the small-
ness of the εY δ factors. E.g., estimates from ∆ at two (not
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Figure 4. Same as previous Figure, but now b̂11 has been mul-
tiplied by the appropriate εY δ coefficient (the determinant of the

2 × 2 matrix in equation (22). Top panel shows equation (30),

which uses ∆ and X on the same smoothing scale R; the two
sets of symbols are for two choices of R. Bottom panel uses X

on the two different scales. Smooth curves show the associated
predictions.

very different) scales do not provide good estimates of b11,
because the differences between the two sets of measure-
ments are small (c.f. Figure 2). To study this further, we
rescaled the measurements by the determinant of the matrix
in equation (22) (for equation 30, this factor is [ε∆δ − εXδ]).
Figure 4 shows the results. The top panel shows the estima-
tor of equation (30), which uses ∆ and X on the same scale
R (the two sets of symbols are for two choices of R); the
bottom panel uses X on two different scales for which the
multiplicative factor is [εXδ(R1)−εXδ(R2)]; and the smooth
curves show the associated predictions. Most of the noise in
the previous Figure is gone, so it is easy to see the predic-
tions and measurements are in excellent agreement.

The next step is to use the estimates of b11 shown in
Figure 2 to correct the b1 measurements shown in Figure 2
(using equation 16) and so obtain b10 without any assump-
tions about δc(s). Since our estimator for b10 involves sub-
tracting our estimators for b1 and b11, it can be written as
a weighted sum of the two profiles b̂∆ and b̂X that we used
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Figure 5. Comparison of b10 with a number of estimates which
were obtained from combining the Hermite polynomial weighted

estimate of b1 shown in Figure 2 with the estimates of b11 based on

equation (20), for the different choices of Y shown in the previous
Figure (overdensity or its derivative measured on the same or

different scales).

to construct b11:

b̂10(s) =
εXδ

εXδ − ε∆δ
b̂∆ +

ε∆δ
ε∆δ − εXδ

b̂X . (31)

Figure 5 shows the results. The agreement between the four
estimators we have tried is remarkable. (Measurements of
the full b1 have greater signal-to-noise; estimating the scale
independent part b10 requires the use of a different field,
in our case X, and this may reduce the signal-to-noise of
the measurement.) We conclude that we are now able to
estimate b10 with no prior knowledge of δc.

We have made the point that our estimates of b10 and
b11 were made without knowledge of δc(s). Therefore, it is
interesting to simply add these estimates, as equation (18)
indicates that they should sum to give δc(s)/s. In terms of
the two profiles, our estimator reads

δ̂c(s) = s

(
1− εXδ
ε∆δ − εXδ

b̂∆ +
1− ε∆δ
εXδ − ε∆δ

b̂X

)
. (32)

Figure 6 shows that this procedure works quite well. In the
next section we show that it also works when δc is stochastic,
with a mean value which is scale dependent (δc(s) is a func-
tion of s). We conclude that we are able to infer the value
of δc(s), and potentially its dependence on s, from measure-
ments of the surrounding density field, without any a priori
information about the physics of halo formation.

It is worth emphasizing how remarkable this is: to date,
it has been thought that one must know something about
the physics of halo formation – δc(s) – to correctly predict
halo abundances and bias. We have shown that one can turn
the argument around: One can obtain interesting constraints
on this physics from measurements of halo bias.

We have also tested our methodology for estimating the
second order bias parameters. I.e., we first set

b̂2Y =
〈Y 2〉
〈Y δp〉2

1

N

N∑
α=1

[
Y 2
α

〈Y 2
α 〉
− 1

]
(33)

for three choices of Y , and then use equation (26) to estimate
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Figure 6. Estimate of δc from summing our previous estimates
of b10 and b11 for the same choices of Y shown in the previous

Figure (overdensity or its derivative measured on the same or

different scales). Horizontal line shows the correct value; symbols
show our various estimates.
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Figure 7. Estimate of b2 (equation 33) for the choices of Y indi-

cated (overdensity or its derivative measured on the same or dif-
ferent scales). Curves show the predicted (scale-dependent) value.

b20, b21 and b22. Figure 7 shows that our various estimators
of b2 depend on scale in the expected way: scale-independent
coefficients are multiplied by scale-dependent factors εY δ –
it is only these scale-dependent factors which depend on the
choice of Y .

Figure 8 shows our estimates of the scale-independent
coefficients, obtained from using the b̂2 values shown in Fig-
ure 7 in equation (26). These show that we recover b20 very
well, b21 less well, and b22 not well at all. Our experience with
b11 means this is not completely unexpected – we are dif-
ferencing similar numbers and then normalizing by a small
number. (Notice that b21 is about 10× smaller than b20, and
b22 is 10× smaller still.) Presumably, multiplying by the de-
terminant of the matrix in equation (26) would reduce some
of this systematic, for the same reason that theory and mea-
surement are in better agreement in Figure 4 than in Fig-
ure 3.
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Figure 8. Estimates of the scale-independent bias coefficients
b20, b21 and b22 from inserting the various estimates of b2 shown

in the previous Figure in equation (26). Curves show the predicted

values.

Despite the disagreement for b22, it is worth pausing to
appreciate what Figure 8 shows. The value of b20 is usually
estimated from measurements on large scales. We have been
able to estimate it remarkably well from measurements on
much smaller scales – scales which are almost nonlinear. And
b21 has never been measured before.

While the smallness of b21 and b22 has made estimat-
ing them difficult, it also means that we should be able to
make a relatively clean test of the consistency relation, equa-
tion (27). The symbols in Figure 9 show the result of insert-
ing the estimates shown in Figure 8 into the left hand side of
equation (27) (and multiplying by sp). The solid curve shows
the predicted value – the right hand side of equation (27)
(times sp).

One might argue that we were only able to show the
theory curve because we knew the value of δc to begin with.
We could, of course, have assumed we did not know it, and
then fit the measurements to H2(aν), to see if the parameter
a is constant or not. We leave such tests for future work. For
the present purposes, we think it is sufficient that the agree-
ment between theory and measurement in Figure 9 indicates
that our methodology has indeed recovered the correct value
of δc, and the fact that it is independent of scale.

As another consistency check, the dashed curve shows
the result of using the estimate of δc from Figure 6 – that
based on the linear bias factors b10 and b11 – in the right
hand side of equation (27). The agreement is very good,
again suggesting that our methodology works well.

Before moving on, we note again that these consistency
checks are unprecedented. Never before has the nonlinear
bias factor b2, measured on nonlinear scales, been used to
estimate δc. Perhaps more remarkably, our estimate of δc
is made from linear combinations of nonlinear bias factors
measured on nonlinear scales.

4 STOCHASTICITY

The previous section showed that one gets the same k-
dependent bias by cross-correlating the protohaloes with any
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Figure 9. Test of consistency relation (equation 27). Symbols

show the result of inserting the b20, b21 and b22 estimates shown
in the previous Figure into the left hand side of equation (27).

Solid curve shows the predicted value; dashed curve shows the

result of inserting the estimate of δc shown in Figure 6 into the
right hand side of equation 27. The agreement shows that we

recover the same δc values from our measurements of b2 that we

did from b1.

field Y that is correlated with one of the variables which de-
termine the protohalo constraints Cp, if bias is defined (as
is conventional) with respect to 〈Y δp〉. It also showed that
this allows one to estimate the k-independent bias factor b10

(and, by extension, all the bias factors bnj as well) with no
prior assumptions about the value of δc(s).

One might have wondered if this only works if the bar-
rier is a deterministic function of s. To show that it is more
general, we now consider a model in which first crossing is
determined by two variables δ and q, and their derivatives:

δ(Rp) ≥ δc(1 +
√
sp q(Rp)/qc)

δ(Rp + ∆R) ≤ δc[1 +
√
sp+∆ q(Rp + ∆R)/qc]. (34)

Here, q may or may not have the same statistical properties
as δ. E.g., even if both δ and q are Gaussian, they may
have different correlation properties. The case in which δ is
Gaussian but q is not can be related to models in which
both the overdensity and the traceless shear determine halo
formation (e.g. Sheth & Tormen 2002). In such models q
is independent of δ, and one may think of the conditions
above as defining a model in which the critical overdensity
for collapse varies stochastically (Sheth et al. 2013; Musso
& Sheth 2014).

This is a nice model to explore in the present context
since the distribution p(q2) is chi-squared with 5 degrees of
freedom,

q2 ≡ 1

5

5∑
i=1

g2
i

s
, (35)

where the gi are Gaussian random variables with zero mean
and variance s (we will sometimes use the notation q5 instead
of q). Therefore, unlike δ (which is Gaussian distributed),
it has non-zero mean. Thus, if one wished to ignore the
stochasticity arising from the distribution of q5 by replacing
q5 → 〈 q5 〉 in equation (34), then we would have a problem
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Figure 10. Same as Figure 2 but for walks crossing a stochastic

boundary (equation 34) that has qc = 6.25.

in which δ must cross a deterministic barrier whose height
depends on s. The deterministic and constant barrier of the
previous section corresponds to qc → ∞. Since our more
general model is more complex in both respects, we now
wish to explore the consequences of the fact that Cp now
depends on δp and vp (as in the previous section) as well as
qp and its derivative.

4.1 Consistency relations for density bias

For the same reasons as before, we expect this model to have
bias factors b10 and b11 which depend on δc and s. However,
because the field q also matters, we expect the values of b10

and b11 to depend on qc as well. In particular, we expect
equation (18) to become

b10 + b11 =
〈 δ1× 〉
s

=
δc
s

(
1 +
√
s
〈 qp|Cp 〉
qc

)
(36)

where 〈 δ1× 〉 ≡ 〈 δp|Cp 〉 is the mean value of δ on the first
crossing scale. The final equality shows that this mean value
is related to the mean value of q at first crossing, which we
might write in more suggestive notation as 〈 qp|Cp 〉 ≡ 〈 q1× 〉.
More generally, we expect equation (28) to become

n∑
j=0

(
n

j

)
bnj = s−n/2

〈
Hn(ν1×)

〉
. (37)

(Castorina et al. 2016), where we have set ν1× ≡ δ1×/
√
s.

On the other hand, because q is independent of δ, we do
not expect q to contribute scale (or k-) dependence to corre-
lations with δ. Therefore all the technology of the previous
section should go through unchanged: we should be able to
estimate the scale independent b10 from the scale dependent
b1 using any combination of cross-correlations of ∆ and its
derivatives around the first crossing scales (i.e. centered on
the protohalo positions).

Figure 10 shows b1 for this stochastic barrier model
in which qc = 6.25. The agreement between the theoreti-
cal curves and the measurements is as good as in Figure 2
(where the barrier was deterministic). Figure 11 shows esti-
mates of b10 obtained analogously to the constant determin-
istic barrier case shown in Figure 5. The agreement between
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Figure 11. Same as Figure 5, but now for the case in which
qc = 6.25.
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Figure 12. Same as Figure 6, but now for the case in which
qc = 6.25. In this model, the mean value of δc(s) increases with

s because of stochasticity (grey band). Our methodology cor-

rectly reproduces this trend with no prior knowledge of either
the stochasticity or the scale dependence.

our various estimators is again excellent. This is a nontriv-
ial extension of the constant barrier one shown in Figure 5
since, in this case, not only is the barrier stochastic, but the
fact that the mean of q is non-zero makes the effective value
of δc(s) increase with s. Thus, we conclude that we are now
able to estimate b10 with no prior knowledge of δc (constant
or not? stochastic or not? etc.).

Following the steps laid out in the previous section, we
can also estimate b11. This works well, so we have not shown
it. Rather, we have combined it with the estimate of b10

shown in Figure 11 to estimate δc(s). Figure 12 shows that
this works very well: in particular, our methodology is able
to recover the (stochasticity induced) mass dependence of
δc quite faithfully.

Finally, the higher order bias coefficients bn can also be
measured in the same way as before, by averaging higher-
order Hermite polynomials centered on the constrained re-
gions. Figures 13–15 respectively show the scale dependent
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Figure 13. Same as Figure 7, but now for the case in which
qc = 6.5.
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Figure 14. Same as Figure 8, but now for the case in which

qc = 6.5. I.e., estimates of the scale-independent bias coefficients

b20, b21 and b22 come from inserting the various estimates of b2
shown in the previous Figure into equation (26). Curves show the

predicted values. The estimates are noisier than those in Figure 8

because of the stochasticity coming from the variable q.

estimate of b2, the scale-independent bias coefficients b20, b21

and b22 from inserting the various estimates of b2 shown in
the previous Figure into equation (26), and the consistency
relation (equation 27). In all cases, the methodology works
as well here as it did for the constant deterministic barrier of
the previous section – although some of the estimates (e.g.
b22) are slightly noisier because of the stochasticity.

4.2 Signature of stochasticity

In stochastic barrier models, the value of δ at first cross-
ing on scale s is not deterministic, but has a distribution
p(δ1×|s). Equation (37) with n = 1 estimates the mean of
this distribution, 〈δ1×|s〉. Figure 12 shows that we were able
to correctly reconstruct the fact that it depends on s, even if
this was not known a priori. When n = 2, then equation (37)
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Figure 15. Test of consistency relation (equation 27): Sym-

bols show the result of inserting the b20, b21 and b22 estimates
shown in the previous Figure into the right hand side of equa-

tion (27). Solid curve shows the predicted value. Dashed curve

shows H2

(
〈δ1×〉/

√
sp
)
, with 〈δ1×〉 given by Figure 12.

can be combined with 〈δ1×|s〉 to yield an expression for the
variance around the mean in terms of the first and second
order bias factors. We will write the variance in two ways.

First, we note that

Var(δ1×)/s = 〈H2(ν1×) 〉 −H2(〈 ν1× 〉). (38)

Since non-zero variance is a signature of stochasticity, the ex-
pression above shows that the difference between 〈H2(ν1×) 〉
and H2(〈 ν1× 〉) is a direct measure of stochasticity. The solid
and dashed curves in Figure 15 show that these two quanti-
ties are actually rather similar – evidently, the stochasticity
in this particular model is small, for reasons we quantify in
the next subsection.

Using the consistency relations to write the Hermite
polynomials above in terms of the bij leads to our second
suggestive expression for the variance:

Var(δ1×|s)
s

= 1+s (b20−b210+2b20−2b10b11+b22−b211). (39)

This shows explicitly how measurements of the first and
second order bias factors yield information about the rms
stochasticity. Of course, this argument can be generalized
to the statement that measurements of bn constrain the nth
order moments of p(δ1×|s). We exploit this fact elsewhere.

4.3 Two types of consistency relations for shear
bias

We noted above that, although the stochasticity provided
by q does affect the amplitude of scale dependent bias (by
modifying the values of b10 and b11; one can see this by com-
paring the predicted bias at the highest ν shown in Figures 5
and 11), it does not contribute any new scale dependence.
However, we do expect to get entirely new bias factors, cn,
say, which arise because Cp depends on qp and its derivative
(c.f. equation 34). Such terms are usually referred to as ‘non-
local’ bias coefficients (Chan et al. 2012; Sheth et al. 2013;
Baldauf et al. 2012). We expect these to be scale dependent
and to satisfy their own consistency relations in terms of
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scale independent coefficients cnj (Castorina & Sheth 2013;
Castorina et al. 2016). Since q is fundamentally quadratic
with respect to Gaussian variables (equation 35), we expect
these coefficients to only occur for even n. E.g., when n = 2,
we expect to be able to estimate c20, c21 and c22 from cross-
correlations with the shear field, without prior knowledge
of qc and/or stochasticity; and we expect cross-correlations
of all quantities which correlate with q to furnish estimates
of c2. We also expect all this to generalize to higher order
nonlocal bias coefficients cn.

We consider the issue of consistency relations first. The
orthogonal polynomials associated with χ2-distributed vari-
ables are modified Laguerre polynomials (e.g. L

(α)
1 (x) =

1 + α − x). In the Appendix, we show that consistency
relations between the shear bias factors cnj are similar to
those for the density provided one works with these orthog-
onal polynomials. For example, in close analogy with equa-
tion (37) for n = 2,

c20 + 2c21 + c22 = −
〈
L

(3/2)
1 (5q2

1×/2)
〉

(40)

(also see equations A15-A14). Similarly, the coefficients cnj

will sum to L
(3/2)
k (5q2

1×/2s), where n = 2k.
The similarity in spirit between density and shear bias

factors goes deeper. In the previous section, we made the
point that the density bias factors bnj can be rearranged
to describe the moments of p(δ1×|s) (e.g. equation 38). For
similar reasons, the shear bias factors cnj can be rearranged
to describe the moments of p(q1×|s). While it is natural
to expect this deeper connection, there is another type of
consistency which is, perhaps, more surprising. These arise
because

〈δn1×〉 = 〈δnc (1 +
√
s q1×/qc)

n〉, (41)

so moments of δ1× can be written as linear combinations of
the moments of q1× and vice versa. Hence, for example,

〈H2(ν1×) 〉 = (δ2
c/s)

〈
1 + s(q1×/qc)

2 + 2
√
s q1×/qc

〉
− 1

= H2(〈 ν1× 〉) + (δc/qc)
2 Var(q1×), (42)

where Var(q1×) =
〈
q2
1×
〉
− 〈 q1× 〉2. Comparison with equa-

tion (38) shows that

Var(ν1×)

δ2
c

=
Var(q1×)

q2
c

. (43)

Note that the difference between 〈H2(ν1×) 〉 and H2(〈 ν1× 〉)
equals (δc/qc)

2 times the variance of q1×. In our model, both
these factors are substantially smaller than 1, which is why
the solid and dashed curves in Figure 15 are so similar.

In addition, from equation (41) and the first line in
equation (42) we have〈
L

(3/2)
1 (5q2

1×/2s)
〉

=
5q2
c

2δ2
c

[
1 + 〈H2(ν1×) 〉 − 2ν 〈H1(ν1×) 〉

+ ν2 − (δc/qc)
2

]
. (44)

This is a remarkable expression; it shows that the density
bias factors bnj and those for the shear cnj are related, even
though the density δ and the shear q are independent. As a
result of these relations, one can get information about the
nonlocal bias factors cnj simply by taking appropriate com-
binations of cross correlations with the density rather than
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Figure 16. Same as Figure 2, but now for the case in which

qc = 6.25 and we use cross-correlations (equation 45) to estimate

c2 rather than b1. Two sets of symbols are for cross-correlating
with the shear on two scales, and another two are for the shape

(equation 47) on two scales. All the measurements are indistin-

guishable, and are in excellent agreement with the solid curve
which shows equation (46).

the shear field. Since the former are much easier to measure,
this represents a substantial simplification. Perhaps more
importantly, the expression above shows that measurements
of bnj constrain the parameter space of allowed cnj values.

4.4 Estimators and tests of consistency relations

We turn now to direct estimates of the shear bias factors.
By analogy with the deterministic barrier case, we set

ĉ2,q5(s) = − 1

r2

1

N

N∑
α=1

L
(3/2)
1 (5Q2

5,α/2) (45)

where the sum runs over all the N walks that cross in a given
narrow bin of width ∆s centered on s, Q5 denotes the value
of the shear field on some smoothing scale that is larger than
the one associated with first crossing and r ≡ S0×/

√
sS.1

Also by analogy with δ, we expect ĉ2,q5(s) to depend on a
piece, c20, which dominates on large scales, and two others,
c21 and c22, which yield scale dependence.

Figure 16 shows results for two different smoothing
scales; for now, consider only the top two sets of (green and
yellow) symbols. In both cases, we show ν2 ĉ2,q5(s), for ease
of comparison with Sheth et al. (2013): δ2

c c
SCS
2 = 2ν2c20.

First, notice that the signal is always negative. As discussed
by Sheth et al. (2013), this is a result of the model assump-
tion that the shear, q2, inhibits the formation of objects
(because it adds to δc in equation 34). Second, it is hard
to distinguish between the green and yellow symbols: evi-
dently, c2,q5 depends less strongly on scale than does b1. In
the R → ∞ limit, we expect the dominant contribution to

1 We defined Sj× ≡ (2π)−3
∫

d3k k2jPδδWRpWRq and Sj ≡
(2π)−3

∫
d3k k2jPδδW

2
Rq

.
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Figure 17. Comparison between the analytic prediction of non-
local bias parameters c2 (smooth curve) and the combination of

moments of δ1× which appears on the rhs of equation (44) (sym-

bols).

be (see Appendix A and B for details)

c20 = −
∫

dq p5(q)

∫
dq̇ p(q̇)

fqq̇(s, q, q̇)

f(s)

×
(
L

(3/2)
1 (5q2/2) + 5Γ2√sqq̇

+ Γ2L
(−1/2)
1 (5Γ2sq̇2/2)

)
, (46)

where q̇ ≡ dq/d
√
s, fqq̇(s, q, q̇) is given by equation (B2), and

f(s) is the first crossing distribution obtained by integrating
fqq̇(s, q, q̇) over q and q̇ (equation B1).

Notice that, since Q5 correlates with q̇, large scale non-
local bias also receives contributions from q̇ and q̇2. In Figure
16, the full analytic c2 at two different scales (equation A12)
is shown as a continuous line, and we see that it provides
a good description of our Monte Carlo estimates of equa-
tion (45), shown as the green and yellow points. Although
the measurements at the two scales are too close to each
other to allow us an estimate of the scale dependent piece,
they are still on sufficiently small smoothing scales that we
can appreciate the difference between the points and c20

(shown as the dashed line).

We have already checked that moments of the PDF of
the density at first crossing are well reproduced by the con-
sistency relation for the bn’s (Figures 12 and 15). To close
the loop, Figure 17 tests the consistency relation for shear
bias in the form of equation (44). The agreement between
the analytical prediction from the c2 terms (smooth curve)
and the particular combination of moments of δ1× given on
the rhs of equation (44) (symbols) is impressive; it supports
our understanding of why density and shear bias coefficients
are related, and how they can be used to study halo forma-
tion. Presumably, good approximations to the higher order
moments of p(q1×|s) can also be written entirely in terms
of the density bias factors bn, but we have not pursued this
further.

4.5 Relation to previous work

We now turn to the other two sets of symbols, the blue and
red points, in Figure 16. These show the result of replacing

Q2 → ζ2
5 and r → rζ =

S1×√
sS2

(47)

in equation (45), with ζ2
5 defined as follows. Since Q2 is χ2

with five degrees of freedom, we can think of it as
∑5
i=1 G

2
i /S

where each of the Gi are independent Gaussian random
numbers. We then set Y 2 ≡

∑5
i=1 Y

2
i , where Yi ≡ dGi/dS,

and finally define ζ2
5 ≡ Y 2/〈Y 2〉. In this sense, ζ2 is to Q2

as dδ/ds was to δ in the previous section. For this reason,

we might expect the result of averaging L
(3/2)
1 (5ζ2

5/2) around
first crossing positions to be similar to, or (in the limit of in-

finite smoothing scale) the same as averaging L
(3/2)
1 (5Q2

5/2),
provided we use the correct cross-correlation coefficient, rζ ,
of equation (47). The agreement between ĉ2,q5 and ĉ2,ζ5 ,
blue and red points, in Figure 16 shows that this is indeed
the case. As before, we are actually able to understand the
small differences between the two set of measurements, since
they arise by replacing ε∆δ in equation A12 with εXδ.

This agreement is particularly relevant to recent work
on the role of shape in determining protohalo formation.
Biagetti et al. (2014) measured cross-correlations between
protohaloes and a quantity which is like our ζ2

5 . Although
they differ in detail – their quantity is the same as ours only
for a Gaussian smoothing filter – the essential point is that
the quantity they consider is correlated with q2

5 . They define

s2χ01 ≡ −
1

r̃2

1

N

N∑
α=1

L
(3/2)
1 (5ζ2

5,α/2), (48)

which they expected would return the correlation between
the small and large scale values of ζ, for which the cross
correlation coefficient is r̃2 ≡ S2

2×/s2S2. Their prediction –
which is shown as a blue dashed curve in their Figure 52

– increases weakly as protohalo mass increases. In contrast,
their measurements – shown as triangles in their Figure – de-
crease strongly. This discrepancy led them to question their
assumption about the role halo shape plays in determining
where haloes form.

However, shape and shear are closely related; crudely
speaking, shear is to shape as δ is to dδ/ds. Therefore, if
shear plays a role in halo formation, then cross-correlating
the large scale shape field with protohalo positions may ac-
tually return the bias factor associated with shear c20 rather
than shape. The agreement between ĉ2,q5 and ĉ2,ζ5 in Fig-
ure 16 shows that this is indeed what happens in our ideal-
ized toy model. Since our ζ5 is very close to ζ5 in Biagetti
et al. (2014), their

s2χ01 ≈ (rζ/r̃)
2 c20 = (S1×/S2×)2 (s2/s) c20. (49)

The difference in correlation coefficient factors r is a conse-
quence of their assuming that shape is fundamental, whereas
our model has shear as the fundamental quantity. The pref-
actor on the right hand side decreases as ν increases, so it

2 Beware, the notation χ10 in Biagetti et al. (2014) is for the bias
parameter obtained from cross-correlating with a quantity which
does not correlate with q5, so it has nothing to do with c20!
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flattens the trend we see in Figure 16, making it more like
that in Figure 5 of Biagetti et al. (2014). And, vice-versa, we
have checked that this factor transforms their dashed curve
into our solid one here. This strongly suggests that the pro-
cedure used by Biagetti et al. (2014) actually returns the
bias associated with shear rather than shape. (This argu-
ment does not explain why their measured signal crosses
zero at small masses. In our walks, this happens if our sam-
ple size is not sufficiently large, but it is not clear if a similar
effect is to blame for them as well. For instance, it may be
that the model we are using to illustrate the effect of shear
on halo formation is too simplistic. But building a more so-
phisticated model is beyond the scope of the present work.)

5 CONCLUSIONS

We argued that it was useful to generalize the notion of bias
with respect to the overdensity field of the dark matter, to
the difference between averages around special positions in
space and those over all space. This makes it clear that av-
erages centered on protohalo patches – i.e. cross-correlations
between biased tracers and the dark matter – pick up corre-
lations with any quantity which matters for halo formation.
Since bias is typically measured using averages on scales
larger than those of a halo, the cross-correlation signal is
typically dominated by the terms with the fewest orders of
k. As a result, cross-correlating protohaloes with the large
scale density and curvature fields should return the same
answer. We showed this was true using the excursion set
approach, in which, for many cross-correlations, the answer
is known analytically (Figure 2). We then used this fact to
make two points.

First, we showed that this allows one to estimate bias
factors with no prior knowledge of the physics of collapse
(Figure 5). In effect, this enables the cross-correlation meth-
ods pioneered by Musso et al. (2012) to be performed with
fewer assumptions than before. We illustrated this explic-
itly for linear and quadratic density bias factors (Figures 2
and 8).

We then showed that this same effect matters for other
variables which are not correlated with overdensity. One
such pair of current interest is the quadrupolar pair as-
sociated with the tidal shear and shape. We argued that
cross-correlating protohaloes with the large scale shape field
will produce a signal which is very similar to that obtained
by cross-correlating with the shear field (Figure 16). This
may explain some puzzling results in previous work (Biagetti
et al. 2014); in particular, the puzzling cross-correlations
there may actually be consistent with the nonlocal bias sig-
nals reported in Chan et al. (2012) and Sheth et al. (2013).

To date, it has been thought that one must know some-
thing about the physics of halo formation – such as the
criticial density δc(s) a protohalo patch must have if it is
to become a halo of mass m(s) – to correctly predict halo
abundances and bias. We have shown that one can turn the
argument around: One can obtain interesting constraints on
this physics from measurements of halo bias. Our method-
ology correctly reproduces δc(s) with no prior knowledge of
either the stochasticity associated with halo formation, its
dependence on halo mass, or the mass and scale dependence
of halo bias (Figures 6 and 12). The same methodology can

be used to quantify the stochasticity in halo formation (Fig-
ures 9 and 15), and to relate the nonlocal bias factors associ-
ated with this stochasticity to nonlinear density bias (equa-
tion 44). This has the potential to vastly simplify analyses
in the next generation of datasets which will be sensitive to
nonlocal bias.

In a companion paper (Castorina et al. 2016), we show
how to extend some of the results discussed in this paper
for the stochastic barrier which depends on the shear to the
more realistic case where haloes are also peaks of the density
field (Bardeen et al. 1986; Paranjape & Sheth 2012; Paran-
jape et al. 2013). A comparison of the predictions of this new
model to measurements of the halo mass function and the
density and shear bias parameters in N -body simulations is
also the subject of work in progress.

Finally, although our results relate to the Lagrangian
bias of protohalo patches, in the peaks model, the lowest
order mapping to the Eulerian bias of the evolved halo
field preserves the consistency relations we have exploited
(Desjacques et al. 2010). Work in progress studies if this is
generic.
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APPENDIX A: CROSS-CORRELATING WITH
LAGUERRE POLYNOMIALS IN THE
STOCHASTIC MODEL

The main text described the motivation for computing cross
correlations between special positions (protohaloes) and the
large scale shear field: since the shear field is χ2

5-distributed,
the generalized Laguerre polynomials L

(3/2)
n (x) are particu-

larly interesting. Here we show what this cross-correlation
is expected to yield in the context of the stochastic model
for halo formation described in the main text.

Our procedure will be to show the result of averaging
the generating function of generalized Laguerre polynomials,

L(t|1 + α, x) ≡
∞∑
m

tm L(α)
m (x) =

e−tx/(1−t)

(1− t)1+α
, (A1)

over the special positions, from which the individual aver-
ages can be obtained in the usual way (by taking derivatives
with respect to t). This follows Castorina & Sheth (2013)
who studied the case when the stochastic variable is Gaus-
sian rather than χ2. Before proceeding to the derivation we
need to define a few quantities. From equation (35) we define
the derivative of q with respect to

√
s

dq

d
√
s
≡ q̇ =

1

5q

∑
i

gi√
s

(
ġi√
s
− gi

s

)
=

Γ
√
s

5q

∑
i

GiXi (A2)

which is Gaussian distributed with zero mean and variance
5/(Γ2s) with Γ2 ≡ γ2/(1 − γ2) (Musso & Sheth 2014).
For ease of notation we have defined the normalized vari-
ables Gi = gi/

√
s and Xi = ĠiΓ

√
s, which have the con-

venient property of being independent from each other, i.e.
〈GiXj 〉 = 0 for all i, j. To obtain an expression for the
bias coefficient with respect to traceless shear we have to
compute the average Laguerre polynomial in the large scale
shear Q2 given some conditions on the small scale shear and
its derivative, C = C(q, q̇),〈
L

(3/2)
1

(
5Q2/2

) ∣∣∣ C〉 =∏
i

∫
p(Gi)dGi

∏
i

∫
p(Xi)dXi

∏
i

∫
p(G0,i|Gi, Xi)dG0,i

×
∫

dQ2 δD

(
Q2 −

∑
i

G2
0,i/5

)
L

(3/2)
1 (5Q2/2) C(q, q̇)

(A3)

where Q2 =
∑
G2

0,i/5 is the large scale shear. Throughout
this section, we will assume that the constraint is suitably
normalised, such that

∫
dq2 p(q2)

∫
dq̇ p(q̇) C(q, q̇) = 1. The

more general excursion set constraint is discussed in Ap-
pendix B.

The conditional probability of the large scale G0,i

given the small scale Gi and Xi is a Gaussian with mean
rGGi+rXXi and variance 1−r2

G−r2
X , the cross-correlation

coefficients being

rG ≡ 〈G0G〉 = S×/
√
sS (A4)

and

rX ≡ 〈G0X〉 =
S×Γ√
sS

(ε∆δ − 1) = rGΓ(ε∆δ − 1) , (A5)

where ε∆δ was defined in equation (17). The generating func-
tion in equation (A1) allows us to rewrite equation (A3) as〈
L

(3/2)
1

(
5Q2/2

) ∣∣∣ C〉
=
∏
i

∫
p(Gi)dGi

∏
i

∫
p(Xi)dXi

∏
i

∫
p(G0,i|Gi, Xi)dG0,i

×

[
∂

∂t
L

(
t
∣∣∣5/2,∑

i

G2
0,i/2

)∣∣∣∣
t=0

]
C(q, q̇) , (A6)

which we then integrate over the large scale G0,i before tak-
ing the derivative. The net result is〈

L
(3/2)
1

(
5Q2/2

) ∣∣∣ C〉
=
∏
i

∫
p(Gi)dGi

∏
i

∫
p(Xi)dXi

×
[
r2
GL

(3/2)
1 (

∑
i

G2
i /2) + r2

XL
(3/2)
1 (

∑
i

X2
i /2)

− rGrX
∑
i

GiXi

]
C(q, q̇) (A7)

which explicitly shows that the integral is zero if C(q, q̇) = 1.
The first and last terms in square brackets in equation (A7)
can be straightforwardly written in terms of q and q̇. The
second term instead looks more complicated.

To proceed, it is useful to note the following iden-
tity for χ2 variables. Namely, if η2 ≡

∑n
i=1(η2

i /s)/n and
ξ2 ≡

∑n
i=1(ξ2

i /s)/n are independent χ2
n variates, then the

quantity
∑
i(ηiξi/s)/n, being the dot product of the two un-

derlying Gaussian vectors, can be written as η ξ cos θ. The
joint distribution of g, ξ and θ is given by the product of
three independent distributions:

p(η) p(ξ) p(θ) dη dξ dθ

= 2
dη

η

(nη2/2)n/2

Γ(n/2)
e−nη

2/22
dξ

ξ

(nξ2/2)n/2

Γ(n/2)
e−nξ

2/2

× dθ
sinn−2 θ

B[1/2, (n− 1)/2]
(A8)

where B(a, b) = Γ(a)Γ(b)/Γ(a + b) is the Beta-function. It
is useful to think of ξ as a radial variable made from the
Cartesian variables ξx = ξ cos θ and ξy = ξ sin θ, so that
dξx dξy = dθ dξ ξ. In these variables,

dξx p(ξx) dξy p(ξy) = p(ξ) p(θ) dξ dθ

= dξx
e−nξ

2
x/2√

2π/n
2

dξy
ξy

(nξ2
y/2)(n−1)/2

Γ[(n− 1)/2]
e−nξ

2
y/2. (A9)

This shows that ξx is a Gaussian with variance 1/n, whereas
ξy is χ2

n−1.
By matching notation, it is easy to see that q here is η,

and since qq̇ is like a dot product, q̇ is like ξx/(Γ
√
s). Musso

& Sheth (2014) noted that p(q̇|q) is a Gaussian, independent
of q; our transformation from (ξ, θ) to (ξx, ξy) shows why.
Since the constraint C(q, q̇) depends on q and q̇ but not on ξy,
and the distribution of ξy is independent of q and q̇, we may
integrate it out. We therefore arrive at the final expression
for the average Laguerre given the constraint,〈

L
(3/2)
1

(
5Q2/2

) ∣∣∣ C〉
= r2

G

∫
dq2 p(q2)

∫
dq̇ p(q̇) C(q, q̇) c̃2(q, q̇; s, S) , (A10)
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where we defined

c̃2(q, q̇; s, S) ≡ L(3/2)
1 (5q2/2)− 5Γ2√s(ε∆δ − 1)qq̇

+ Γ2(ε∆δ − 1)2L
(−1/2)
1 (5Γ2sq̇2/2) , (A11)

with the notation reminding us that this quantity depends
on both the large and small scales. It is convenient to write
the expression for non local bias collecting terms by powers
of the derivative of q, i.e. by powers of ε∆δ. We thus write,
similarly to b2 in equation (24),

c2 = −r−2
G

〈
L

(3/2)
1

(
5Q2/2

) ∣∣∣ C〉
= c20 + 2 ε∆δ c21 + ε2∆δ c22 (A12)

where the coefficients c2j can be read off from equa-
tions (A10) and (A11):

c22 = −
〈

Γ2L
(−1/2)
1 (5Γ2sq̇2/2)

∣∣∣ C〉 (A13)

c21 =
〈

5Γ2√s qq̇/2
∣∣∣ C〉− c22 (A14)

c20 = −
〈
L

(3/2)
1 (5q2/2)

∣∣∣ C〉− 2 c21 − c22 . (A15)

This shows that the consistency relation for shear, equa-
tion (40) in the main text, holds.

Although we have worked at lowest order in shear bias
so far, the results above can be generalized to arbitrary order
by working directly with the Laguerre generating function.
For completeness, we sketch this calculation next. The basic
idea is to perform the constrained average of the generating
function before taking the derivative in equation (A6). This
leads to〈
L
(
t|5/2, 5Q2/2

) ∣∣∣ C〉
=
∏
i

∫
p(Gi)dGi

∏
i

∫
p(Xi)dXi

∏
i

∫
p(G0,i|Gi, Xi)dG0,i

×
∫

dQ2δD

(
Q2 −

∑
i

G2
0,i/5

)
L
(
t
∣∣∣5/2, 5Q2/2

)
C(q, q̇)

=
∏
i

∫
p(Gi)dGi

∏
i

∫
p(Xi)dXi

∏
i

∫
p(G0,i|Gi, Xi)dG0,i

× L

(
t
∣∣∣5/2,∑

i

G2
0,i/2

)
C(q, q̇) . (A16)

The integral over the G0,i is a straightforward convolution
of Gaussians, leading to

∏
i

∫
p(G0,i|Gi, Xi)dG0,i L

(
t
∣∣∣5/2,∑

i

G2
0,i/2

)

=
∏
i

exp
(
−t [rGGi + rXXi]

2 /2tΣ2
)

(tΣ2)1/2
(A17)

where

tΣ2 = 1− t
(
r2
G + r2

X

)
. (A18)

The evaluation of
〈
L
(
t|5/2, 5Q2/2

) ∣∣∣ C〉 is therefore simi-

lar to that of
〈
L

(3/2)
1

(
5Q2/2

) ∣∣∣ C〉 in equation (A7), with

the expression in square brackets in that equation replaced
by the r.h.s. of equation (A17). The discussion below equa-

tion (A7) carries through, with the result〈
L
(
t|5/2, 5Q2/2

) ∣∣∣ C〉
=

∫
dq2 p(q2)

∫
dq̇ p(q̇)

e−t5Q
2/2(tΣ2) C(q, q̇)

(tΣ2)1/2 (1− tr2
G)3/2

, (A19)

where we defined

Q2 ≡
(
rGq + rXΓ

√
s q̇
)2
/
(
r2
G + r2

X

)
. (A20)

Equation (A19) can now be differentiated j times with re-
spect to t to obtain bias parameters c2j of arbitrary order.

APPENDIX B: DETAILS OF CALCULATIONS
IN STOCHASTIC MODELS

In this Appendix, we provide some formulae for the first
crossing distribution f(s). Following Musso & Sheth (2014),
if q2 is drawn from a χ5 distribution obtained by summing
5 independent Gaussian variables with variance s, the up-
crossing distribution of the process in equation (34) can be
written as

f(s) =

∫
dq p5(q)

∫
dq̇ p(q̇) fqq̇(s, q, q̇; qc) (B1)

where p5(q) is the χ-distribution associated with q2 and p(q̇)
is a Gaussian with zero mean and variance 〈q̇2〉 = 5/Γ2s.
The function fqq̇(s, q, q̇; qc) is given by

sfqq̇(s, q, q̇; qc)

=
e−B

2/2s

√
2π

∫
dx e−(x−γB/

√
s)2/2(1−γ2)√

2π(1− γ2)

×
(
x/γ − Ḃ

)
ΘH

(
x/γ − Ḃ

)
, (B2)

where B = δc+(δc/qc)
√
s q and Ḃ = dB/d

√
s = (δc/qc)(q+√

sq̇). The integral over q̇ in equation (B1) can then be per-
formed analytically, leaving two integrals (over x and q) that
must be performed numerically. For brevity, we omit the ex-
pression involving these two integrals.

The smooth curve in Figure 1 shows that this formula
provides an excellent description of the first crossing dis-
tribution in Monte Carlo realizations of the process. The
expressions for non local bias we derived in the previous
section follow through for the more general excursion set
constraint discussed here, simply by replacing the constraint
C(q, q̇) with the excursion set one, equation (34), since the
latter does not depend on ξy. This is equivalent to replacing
C(q, q̇)→ fqq̇(s, q, q̇; qc)/f(s) in equation (A10), which gives〈

L
(3/2)
1

(
5Q2/2

) ∣∣∣Exc. Set
〉

= r2
G

∫
dq p5(q)

∫
dq̇ p(q̇)

fqq̇(s, q, q̇; qc)

f(s)
c̃2(q, q̇; s, S) ,

(B3)

where c̃2(q, q̇; s, S) was defined in equation (A11).
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