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Abstract

A general Boltzmann machine with continuous visible and discrete integer valued hidden states is introduced. Under mild assumptions about the connection matrices, the probability density function of the visible units can be solved for analytically, yielding a novel parametric density function involving a ratio of Riemann-Theta functions. The conditional expectation of a hidden state for given visible states can also be calculated analytically, yielding a derivative of the logarithmic Riemann-Theta function. The conditional expectation can be used as activation function in a feedforward neural network, thereby increasing the modelling capacity of the network. Both the Boltzmann machine and the derived feedforward neural network can be successfully trained via standard gradient- and non-gradient-based optimization techniques.
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1 Introduction

In this work we introduce a new variant of the Boltzmann machine, a type of stochastic recurrent neural network first proposed by Hinton and Sejnowski [1]. Restricted versions of Boltzmann machines have been successfully used in many applications, for example dimensional reduction [2], generative pretraining [3], learning features of images [4], and as building blocks for hierarchical models like Deep Believe Networks, cf., [5] and references therein.

Unlike the original Boltzmann machine, the partition function of our new variant, and thus the visible units’ probability density function, can be solved for analytically. Hence, we do not need to invoke the usual learning algorithms for (restricted) Boltzmann machines such as Contrastive Divergence [6]. The resulting probability density function we obtain constitutes a new class of parametric probability densities, generalizing the multi-variate Gaussian distribution in a highly non-trivial way. We have to make certain assumptions about the connection matrices of our new variant of the Boltzmann machine, but they are rather mild: Namely, the self-connections in both the visible and hidden sector have to be real, symmetric and positive definite. Note that we explicitly allow for self-couplings of the network nodes. The connection matrix which couples the two sectors needs to be either purely real or imaginary. Furthermore, in the real case the overall connection matrix needs to be positive definite as well. The setup is illustrated in figure 1.

If we take the visible and hidden sector states to be continuous in $\mathbb{R}$ (we will refer to this as a continuous Boltzmann machine), it is easy to show that the corresponding probability density is simply the multi-variate normal distribution, cf., appendix A. In contrast, our new version of the Boltzmann machine has a continuous visible sector, but the hidden sector states are restricted to take discrete integer values. One may see this as a form of quantization of the continuous Boltzmann machine. The case of a finite number of discrete hidden states has been considered in [7]. In the setup we discuss in this work, each hidden node possesses an infinite amount of different states. The set of states of a single node is $\mathbb{Z}$, and therefore the hidden state space is $\mathbb{Z}^{N_h}$, where $N_h$ is the number of hidden units. This is a generalized version of the

---

1For clarification, we understand under analytically that we can write down a closed form functional representation. The explicit evaluation of the functional representation requires a numerical approximation. Also note that the statement holds for the fully connected case. For analytic approaches to the restricted Boltzmann machine, see [8, 9].
Gaussian-Bernoulli Boltzmann machine, cf., [7, 2, 10, 11], which has continuous visible units and a binary hidden sector.

We will refer to our new variant of the Boltzmann machine as the Riemann-Theta Boltzmann machine (or RTBM for short). As derived later in the paper, the closed form solution of the probability density function of the visible units reads

\[ P(v) = \sqrt{\frac{\det T}{(2\pi)^{N_v}}} e^{-\frac{1}{2}v^T T v - B_v^T v - \frac{1}{2} B_e^T T^{-1} B_e} \frac{\tilde{\theta}(B_h^T + v^T W | Q)}{\tilde{\theta}(B_h^T - B_v^T T^{-1} W | Q - W^T T^{-1} W)} , \]

(1.1)

where \( T \) and \( Q \) are the connection matrices of the visible and hidden sectors, \( W \) represent the inter-connections, \( B_v \) and \( B_h \) are the biases of the respective sector nodes, and \( N_v \) is the number of visible nodes. The function \( \tilde{\theta} \) is the Riemann-Theta function [12] (with some implicit rescaling of the arguments), arising from the quantization of the hidden sector. It possesses intriguing mathematical properties, and appears in a diverse range of applications, including number theory, integrable systems, and string theory. As we will show in this work, this parametric density can in fact be used to model quite general densities of a given dataset via a maximum likelihood estimate of the parameters.

In our case the hidden sector of the Boltzmann machine is not binary, hence the conditional probabilities \( P(h_i | v) \) are not well suited to be taken as feature vectors in a setup similar to [2]. We propose to use instead the conditional expectation of the hidden units, referred to as \( E(h_i | v) \). The expectation can again be calculated explicitly, reading

\[ E(h_i | v) = -\frac{1}{2\pi i} \frac{\nabla_i \tilde{\theta}(v^T W + B_h^T | Q)}{\tilde{\theta}(v^T W + B_h^T | Q)} , \]

where \( \nabla_i \) denotes the \( i \)th inner derivative of the Riemann-Theta function.\(^2\) If we take \( v \in \mathbb{R}^{N_v} \) and have \( N_h \) hidden units, then

\[ E : \mathbb{R}^{N_v} \xrightarrow{W} \mathbb{R}^{N_h} \xrightarrow{\nabla \tilde{\theta} / \tilde{\theta}} \mathbb{R} . \]

(1.2)

We can view \( E(h_i | v) \) as the \( i \)th activation function of a layer of \( N_h \) units in a feedforward neural network. These layers can be arbitrarily stacked and combined with ordinary neural network layers. For these layers the network will learn not only the weights and biases of the linear input map, but also the parameter matrix \( Q \) (for

\(^2\) Note that the imaginary prefactor arises from our chosen conventions. The final expressions for \( E(h_i | v) \) are purely real for the parameter domains under consideration.
instance via gradient descent). That is, the form of the non-linearity most suitable for each node is learned from the data, in addition to the linear maps. Thus, such a unit is expected to possess a greater modeling capacity than a fixed standard neural network non-linear unit. An additional benefit of this novel unit is its robustness against normalization of inputs due to its intrinsic periodicity, cf., figure 3.

Unfortunately, the explicit computation of the Riemann-Theta functions at each optimization step comes with a large overhead compared to usual non-linearities, cf., section 2. Therefore an efficient implementation of the Riemann-Theta function is desirable. This work uses the explicit implementation in [14], with [15] as the math backend (which is based on an optimized implementation of [16, 17]). At least for toy examples we find indications that smaller network sizes than for standard neural networks are sufficient, thereby raising the hope that the computational overhead stays manageable.

This work is mainly about the theoretical foundations of the Riemann-Theta Boltzmann machine and the derived feedforward neural network. Though we give a couple of illustrative and explicit examples, we postpone a detailed study of applications to another time. It is astonishing that the mathematically complicated density (1.1) can be trained successfully.

For practical applications it would be desirable to better understand good parameter initializations. In this work we simply initialize via uniformly sampling the parameters from some fixed range. Introducing regularization, for example via Dropout [18] would also be useful. On the implementation side it would be very desirable to implement the Riemann-Theta function more efficiently, perhaps using a GPU [19].

The outline is as follows. In section 2 we will derive the Riemann-Theta Boltzmann machine in detail, laying the foundation for the following sections. The RTBM can be explicitly used to learn probability densities, as we will show in section 3. We introduce feedforward networks of expectation units in section 4 and apply them to some simple toy examples. In section 5 we show how RTBMs can be used as feature detectors. The appendix collects some additional material: A derivation of the probability density of the continuous Boltzmann machine in appendix A, the gradients needed for gradient descent in appendix B, and the first two moments of $P(v)$ in appendix C.
Figure 1: Illustration of the RTBM consisting of $N_v$ visible and $N_h$ hidden nodes. The two sectors are arbitrarily inter-connected with connection weights encoded in a matrix $W$ which can be either purely real or imaginary. The weights of the self-connections in a sector are encoded in matrices $Q$ and $T$ for the hidden sector and visible sector, respectively. These matrices have to be real, symmetric and positive definite.

2 RTBM theory

The model

We define a Riemann-Theta Boltzmann machine consisting of $N_v$ visible nodes and $N_h$ hidden nodes as follows. All nodes can be fully interconnected. The connection weights between the visible units are encoded in a real $N_v \times N_v$ matrix $T$, the weights of the interconnectivity of the hidden units in a real $N_h \times N_h$ matrix $Q$ and the connection weights between the two sectors in a $N_v \times N_h$ matrix $W$, which can be either purely real or imaginary. The setup is illustrated in figure 1. We combine the individual connectivity matrices into an overall connection matrix $A$ by defining $A$ as the block matrix

$$A = \begin{pmatrix} Q & W^T \\ W & T \end{pmatrix},$$

of dimension $(N_v + N_h) \times (N_v + N_h)$. Let us restrict ourselves for the moment to the case with $W$ real. For reasons which will become more clear below, we require in this case that $A$ is positive definite.\(^3\) The Schur complement $A/T$ of the block $T$ of $A$ is

\(^3\)Note that positive definiteness of $A$ requires that the diagonal elements of $T$ and $Q$ are greater than zero. Therefore self-couplings of the RTBM need to be present.
given by
\[ A/T = Q - W^tT^{-1}W. \] (2.1)

As \( A \) is positive definite, so are \( A/T, T \) and \( Q \).

The states of the visible nodes are taken to be continuous in \( \mathbb{R} \), while we restrict the states of the hidden nodes to be in \( \mathbb{Z} \). Hence, we are constructing here a generalization of the Gaussian-Bernoulli Boltzmann machine (whose hidden states are only binary, cf., [2, 10, 11]). We combine the two state vectors to a single vector \( x \) as
\[ x = \begin{pmatrix} h \\ v \end{pmatrix}, \]
and define the energy of the system to be
\[ E(v, h) = \frac{1}{2}x^tAx + B^tx. \]

The quadratic form reads
\[ x^tAx = v^tTv + h^tQh + 2v^tWh, \]
and we introduced above an additional bias vector
\[ B = \begin{pmatrix} B_h \\ B_v \end{pmatrix}. \]

Note that the positive definiteness of \( A \) ensures that \( E > 0 \) for large \( x \).

The canonical partition function \( Z \) of the system is obtained via integrating/summing over all states, i.e.,
\[ Z = \int_{-\infty}^{\infty} [dv] \sum [h] e^{-E(v,h)}, \] (2.2)
where \([dv]\) stands for the measure \( dv_1dv_2\ldots dv_{N_v} \) and \([h]\) is an abbreviation of \( h_1, h_2, \ldots h_{N_h} \).

**Riemann-Theta function**

The key observation we make is that the summation over the hidden states in the partition function (2.2) can be performed explicitly, in contrast to the case of an ordinary Boltzmann machine. In detail, as the energy \( E(v, h) \) is a quadratic form, the
summation over the discrete states corresponds to a Riemann-Theta function, defined
as [12]
\[ \theta(z | \Omega) = \sum_{n \in \mathbb{Z}^g} e^{2\pi i \left( \frac{1}{2} n^t \Omega n + n^t z \right)}, \quad (2.3) \]
with \( \Omega \) a matrix whose imaginary part is positive definite. The above series converges
absolutely and uniformly on compact sets of the \( z \) and \( \Omega \) spaces, as long as the imagi-
nary part of \( \Omega \) is positive definite. The Riemann-Theta function is symmetric in \( z \) and
quasi-periodic, i.e.,
\[ \theta(z + m_1 + \Omega m_2 | \Omega) = e^{-2\pi i \left( \frac{1}{2} m_1^t \Omega m_2 + m_2^t z \right)} \theta(z | \Omega), \quad (2.4) \]
with \( m_1, m_2 \in \mathbb{Z}^g \). Note that the set of points \( m_1 + \Omega m_2 \) forms a \( g \)-dimensional
period lattice. The Riemann-Theta function also possesses a modular transformation
property, however, this will not be of relevance for this work.

Riemann-Theta functions commonly arise in integrable differential equations with
applications in diverse areas. For example, the Kadomtsev-Petviashvili equation, which
describes the propagation of two-dimensional waves in shallow water, possesses a class
of quasi-periodic solutions in terms of the Riemann-Theta function.

Though a simple observation, the linkage between the stochastic network Boltz-
mann machine variant introduced above and Riemann-Theta functions, is novel and
intriguing.

Partition function
Let us define a free energy \( F \) as
\[ F(v) = -\log \sum_{[h]} e^{-E(v,h)} , \quad (2.5) \]
such that
\[ Z = \int [dv] e^{-F(v)} . \]
We can immediately write down a closed form expression for the free energy in terms
of the Riemann-Theta function introduced above, as the summation over the states \( h \)
corresponds to a summation over an \( N_h \)-dimensional unit lattice and the energy \( E \) is
a quadratic form:
\[ F(v) = \frac{1}{2} v^t T v + B^t v - \log \tilde{\theta} \left( v^t W + B^t h | Q \right) , \quad (2.6) \]
where we made use of the symmetry \( \theta(z|\Omega) = \theta(-z|\Omega) \) and defined
\[
\tilde{\theta}(z|\Omega) := \theta\left(\frac{z}{2\pi i}|\Omega\right).
\]
Note that the redefined \( \theta \) has periodicity \( \tilde{\theta}(z + 2\pi i n|\Omega) = \tilde{\theta}(z|\Omega) \), with \( n \) a vector of integers and that we will also sometimes refer to \( g = N_h \) as genus. For \( g = 1 \) the function (2.3) is also known as the \( 3rd \) Jacobi-Theta function.

The partition function \( Z \) can be calculated explicitly in a similar fashion. First we integrate out the visible sector, making use of the gaussian integral
\[
\int [dx] e^{-\frac{1}{2}x^t Q x + y^t x} = \frac{(2\pi)^{N_v/2}}{\sqrt{\det Q}} e^{\frac{1}{2}y^t Q^{-1} y},
\]
this yields
\[
I(h) = \frac{(2\pi)^{N_v/2}}{\sqrt{\det T}} e^{-\frac{1}{2}h^t Q_h - B_h^t h + \frac{1}{2}(h^t W T^{-1} T^{-1} W h + B_v)}.
\]
Subsequently, we perform the summations over \( h \), yielding the final expression
\[
Z = \frac{(2\pi)^{N_v/2}}{\sqrt{\det T}} e^{\frac{1}{2}B_v^t T^{-1} B_v} \tilde{\theta}\left( B_h^t - B_v^t T^{-1} W | Q - W^t T^{-1} W \right).
\]

**Probability density**

The probability that the system will be in a specific state is given by the Boltzmann distribution
\[
P(v, h) = \frac{e^{-E(v, h)}}{Z}.
\]
Marginalization of \( h \) yields the distribution for the visible units, \( i.e., \)
\[
P(v) = \frac{e^{-F(v)}}{Z},
\]
with the free energy as defined in (2.5). As we have closed form expressions for both \( Z \) and \( F \), we can immediately write down the closed form solution
\[
P(v) = \sqrt{\frac{\det T}{(2\pi)^{N_v}}} e^{-\frac{1}{2}v^t T v - B_v^t v - \frac{1}{2}B_v^t T^{-1} B_v} \frac{\tilde{\theta}\left( B_h^t + v^t W | Q \right)}{\tilde{\theta}\left( B_h^t - B_v^t T^{-1} W | Q - W^t T^{-1} W \right)}.
\]
We observe that \( P(v) \) consists of a multi-variate Gaussian for the visible units with a visible unit dependent prefactor given by a Riemann-Theta function. This probability distribution for the visible units of the RTBM is one of the core results of this work. Note that this density is well-defined for \( T, Q \) and \( A/T \) positive definite (\( cf., \) (2.1)),

Figure 2: Plots of $P(v)$ for one-dimensional $v$ and various choices of parameters $B_v, B_h, W, T, Q$. Top row: Phase I. Bottom row: Phase II. The first examples in both phases are with one-dimensional $Q$, while the remaining plots are for $Q$ of size $2 \times 2$. The gray dashed lines mark the means of the distributions.

which explains why we required above $A$ to be positive definite. Furthermore, in order that $P(v)$ is real, we take these matrices to be real, and $B_v$ as well. The coupling matrix $W$ and the bias $B_h$ can then be chosen either both from the real (phase I) or the imaginary (phase II) axis, giving rise to a two phase structure connected at the null-space of $W$ and $B_h$. The realness of $P(v)$ in phase II follows from the fact that in the Riemann-Theta function summation (2.3) the imaginary parts cancel out between terms with $n$ reflected at the origin.

For illustration, some plots of $P(v)$ in the $N_v = 1$ case for a sample choice of parameters are given in figure 2. We observe that for appropriate choices of parameters non-trivial generalizations of the Gaussian are obtained. Note that the moments of the probability density (2.9) can be easily calculated: see appendix C.

It is illustrative to consider the logarithmic probability $\log P(v)$ in the case with diagonal $Q$. For such $Q$ we have the factorization

$$
\theta(z|\Omega) = \prod_{i=1}^{N_h} \theta(z_i|\Omega_{ii})
$$

(2.10)
(the Riemann-Theta function factorizes into Jacobi-Theta functions). Hence,

$$\log P(v) = -\frac{1}{2} v^T v - B_0 v + \sum_{i=1}^{N_h} \log \tilde{\theta}( (B_h^i + v^T W)_{Q_i}) + \text{const}.$$ 

The constant term includes the Riemann-Theta function of the normalization, which is however not factorizable for generic parameters. In particular, this means that a restricted version of the Riemann-Theta Boltzmann machine with $Q$ diagonal does not provide striking advantages from a computational point of view.

The zeros of the redefined Jacobi-Theta function $\tilde{\theta}(z)$ (given in (2.3) with $g = 1$) are located at $z_* = -(n - \frac{1}{2}) \Omega + \pi i$. Hence, we infer from the definition (2.3) that $\log P(v)$ is well defined, as $\tilde{\theta}(z|\Omega) > 0$ always holds in the parameter spaces under consideration. In phase II the $\log \tilde{\theta}$ terms are periodic in $v$. Hence in this case the logarithmic density consists of an overlap of an inverse paraboloid and $N_h$ periodic functions. The interpretation of phase I is less clear as $\tilde{\theta}$ is not periodic in $v$. Nevertheless, via proper tuning of parameters, suitable solutions can be found, cf., figure 2. An interpretation can be given as follows. From the property of the Riemann-Theta function

$$\theta(z + \Omega n|\Omega) = e^{2\pi i (n^t z - \frac{1}{2} n^t \Omega n)} \theta(z|\Omega), \quad (2.11)$$

where $n \in \mathbb{Z}^g$, we deduce that

$$\log \tilde{\theta}(B_h^i + v^T W - \Omega n|\Omega) = \log \tilde{\theta}(B_h^i + v^T W|\Omega) - n^t (B_h^i + v^T W) + \frac{1}{2} n^t \Omega n. \quad (2.12)$$

Hence, $P(v)$ can be seen as a quadratic surface overlapped with periodic functions.

A remark is in order here. The zero locus of the Riemann theta function is given by an analytic variety of complex dimension $g - 1$. In cases where the symmetric matrix $\Omega$ is obtained from a genus $g$ Riemann surface by period integrals of its holomorphic one-forms, the zero locus of the Riemann theta function is exactly determined by the so-called Riemann vanishing theorem (see [20] for further details). However, in general this is not always the case. The reason is that the dimension of the space of $\Omega$’s, known as the Siegel upper half space, is that of symmetric matrices and therefore grows like $g(g + 1)/2$, whereas the dimension of the moduli space of genus $g$ Riemann surfaces is zero for $g = 0$, one for $g = 1$ and $3g - 3$ for $g > 1$. As one can easily check, these two dimensions only match for $g < 4$, and for all other cases the number of parameters of the Siegel upper half space is bigger than that of the Riemann surface. Therefore, in general the zero set of the Riemann theta function is not known explicitly, and its study
is an important topic in current mathematics. For the $P(v)$ studied in this paper, these considerations are not of utmost relevance, since from the definition of the partition function (2.2) it is clear that for real parameters $Z$ only vanishes for $E(v, h) = \infty$ and therefore $P(v)$ is well defined in phase I, as long as the parameters are finite and satisfy the positive definiteness conditions above. For phase II the absence of zeros is less clear. However, after studying some concrete examples we observed that the gradient flow in parameter space usually does not seem to encounter such points.

**Conditional density**

The conditional probability for the hidden units is given by

$$P(h|v) = \frac{P(v, h)}{P(v)} = \frac{e^{-\frac{1}{2}h^tQh-(v^tW+B^i_t)h}}{\theta(v^tW+B^i_t|Q)}.$$  

Note that $P(h|v)$ is independent of $T$ and $B_v$. For diagonal $Q$, the density can be factorized, i.e.,

$$P(h|v) = \prod_{i=1}^{N_h} P(h_i|v). \tag{2.13}$$

In contrast to the ordinary Boltzmann machine, here we have infinitely many different states of the hidden units. Hence, it is useful to consider the expectation $E(X|Y) := \sum_X P(X|Y)X$ of the $i$th hidden unit state. Taking the expectation and marginalization of the remaining components of $h$ yields the expression

$$E(h_i|v) = \frac{1}{\theta(v^tW+B^i_t|Q)} \sum_{[h]} h_i e^{-\frac{1}{2}h^tQh-(v^tW+B^i_t)h}. \tag{2.14}$$

Comparing with the definition (2.3) and equation (2.6), we infer the relation

$$E(h_i|v) = -\frac{\partial F(v)}{\partial (B^i_h)_i}.$$  

Taking the derivative yields

$$E(h_i|v) = -\frac{1}{2\pi i} \nabla_i \frac{\theta'(v^tW+B^i_t|Q)}{\theta(v^tW+B^i_t|Q)}, \tag{2.15}$$

where $\nabla_i \theta$ denotes the $i$th directional derivative of the first argument of the Riemann-Theta function. For diagonal $Q$, $E(h_i|v)$ reduces via the factorization property (2.10) to

$$E_d(h_i|v) = -\frac{1}{2\pi i} \frac{\theta'((v^tW+B^i_t)_i|Q_{ii})}{\theta((v^tW+B^i_t)_i|Q_{ii})}. \tag{2.16}$$
Here, $\theta'$ refers to the derivative with respect to the first argument. (We use a subscript $d$ to indicate that this expression holds only in the diagonal case.)

It is illustrative to consider the diagonal case in more detail. Clearly, in phase II the expectation $E_d$ is periodic in $v$ due to the known relation $\theta'(z+\pi|\Omega) = \theta'(z|\Omega)$ [21]. In contrast, in phase I it is not periodic, but is rather some trending periodic function. This can be inferred from (2.12), which turns under the derivative into

$$\partial(B_h), \log \hat{\theta}(B_h^t + v^tW - \Omega n|\Omega) = \partial(B_h), \log \hat{\theta}(B_h^t + v^tW|\Omega) - n_i.$$  \hspace{1cm} (2.17)

The different behaviors of $E_d$ in the two phases is illustrated using a sample choice of parameters in figure 3.\(^4\)

Learning

The learning of parameters of (1.1) is performed via maximum likelihood. That is, for $N$ samples $x_i$ of some unknown probability density we take the cost function

$$C = -\sum_{i=1}^{N} \log P(x_i),$$

\(^4\)Note that in phase II the expectations are purely imaginary and that we take the freedom to rotate to the real axis in this case.
and solve the optimization problem

$$\argmin_{B_v,B_h,W,T,Q} C.$$ 

The gradients of $P$ are easy to calculate, cf., B.2. Hence, we can solve the optimization problem either via a gradient or non-gradient based technique. In this work, we will mainly make use of the CMA-ES optimizer [29], which follows an evolutionary strategy and is suitable for $N_h$ small ($N_h < 5$).

The parameters of $P(v)$ need to satisfy the condition that $A/T$, $T$ and $Q$ are positive definite. Finding an initial solution to these conditions can be easily achieved by generating a random real matrix $X$ of size $(N_v + N_h) \times (N_v + N_h)$ and taking $A = XX^t$. For all examples presented in this paper the $X$ matrix elements are sampled from a uniform distribution in the $[-1, 1]$ domain. The component matrices can then be directly extracted from $A$ and will automatically fulfill the above conditions. However, what is less clear is that during the optimization we stay in the allowed parameter regime.\(^5\) We observe empirically that this is often the case, i.e., the parameter flow seems to tend to conserve the conditions, at least for $N_h$ small. Note that for CMA-ES a tuning of the initial standard deviation to be sufficiently small may be required. In case we encounter a bad solution candidate with CMA-ES, i.e., not satisfying the positive definiteness condition on $A$, the method is set up to replace the bad solution with a new solution candidate until the total desired population size for each iteration step is reached. For increasing $N_h$ we expect to hit more frequently inconsistent solutions, therefore it would be promising to switch to an optimization algorithm tailored for positive definiteness constraints.

Finally, we remark that a suitable initial $Q$ value is needed for convergence to a good solution. At the time being we only have indirect control over the $Q$ initialization via the range of allowed values for the $X$ entries and the CMA-ES range bound.

**Computation**

The main computational cost of the Riemann-Theta Boltzmann machine lies in the evaluation of the Riemann-Theta function and its derivatives, as the complexity scales exponentially with the number of hidden units. One should take note that the current

\(^5\) Note that in this work we optimize directly the elements of $A$ and therefore we may loose the positive-definiteness. An alternative approach would be to optimize over the elements of $L$ given by the log-Cholesky decomposition of $A = LL^T$, which would guarantee positive-definiteness.
implementation of the Riemann-Theta function allows us to experiment on a desktop computer only with 3 to 4 hidden units comfortably.

The algorithm to evaluate the Riemann-Theta function can be sketched as follows. The evaluation requires the identification of the shortest vector in a given $N_h$-dimensional lattice, which is known as the shortest vector problem (SVP), cf., [22] and references therein. The Lenstra-Lenstra-Lovasz algorithm (LLL) can be used to solve approximately for the shortest vector in polynomial time with the error growing exponentially with increasing $N_h$. As in practice the error grows only slowly for $N_h$ not too large, the LLL algorithm is sufficient for our purposes. See [23] for an extended discussion about computational aspects of the Riemann-Theta function.

In this work we make use of the algorithm of [16] for the computation of the Riemann-Theta function and its derivatives. This algorithm is fully vectorizable over the set of input data, which means that for given parameters $T, W, Q$ we can calculate the Riemann-Theta function and its derivatives for the complete input dataset at once, with no significant added cost in comparison to a single evaluation.

3 RTBM mixture models

Density estimation

We saw in the previous section that the probability density of the RTBM visible units is a non-trivial generalization of the Gaussian density. Hence, we expect that for $N_h \to \infty$, and considering a mixture model

$$M(v) = \frac{1}{\sum_{i=1}^{N} e^{\omega_i}} \sum_{i=1}^{N} e^{\omega_i} P^{(i)}(v),$$

(3.1)

with $N$ the number of components, we can approximate a given smooth probability density arbitrarily well, as long as the density vanishes at the domain boundaries. Note that the $P^{(i)}$ should be centered at the degenerate or far separated maxima and that the exponential weighting in (3.1) ensures that $M(v) \geq 0$ for all $\omega_i$. The mixture model setup is illustrated in figure 4.

It is well known that ordinary mixture models with components based on standard distributions, like the Gaussian, are well suited to model various kinds of low dimensional probability densities for sufficiently large $N$. However, for generic target distributions and finite $N$ good results are not always to be expected. Using neural
networks instead to model probability density functions comes with the advantage of a high modeling capacity, but with the drawback that it is difficult to obtain a normalized output, cf., [24, 27, 28]. The benefit of taking the RTBM density function as components of a mixture model, as in (3.1), is that we have the best of both worlds: an intrinsically normalized result and a high intrinsic modelling capacity. The learning of $M(v)$ is performed as for $P(v)$ described in the previous section.

Examples

As a first example, let us consider the gamma distribution with probability density function reading

$$p_{\gamma}(x, \alpha, \beta) = \frac{\beta^\alpha x^{\alpha - 1} e^{\beta x}}{\Gamma(\alpha)}.$$  

The gamma distribution has skewness $2/\sqrt{\alpha}$ and therefore cannot be approximated well by a normal distribution. We draw 2000 samples from $p_{\gamma}(x, 7.5, 1)$ and train a single RTBM with three hidden nodes on the samples with the CMS-ES parameter bound set to $[-50, 50]$. (Here and in the following examples, we take only samples with $|x| < 20$ into account, for numerical reasons of the theta function implementation.) The histogram of the training data together with the true underlying probability density and the resulting RTBM fit is shown in figure 5 (top left). Note that the RTBM was able to generate a good fit to the skewed distribution.
Figure 5: Top left: Gamma distribution fitted by a single RTBM with $N_h = 2$. Top middle: Cauchy distribution fit via a single RTBM with $N_h = 3$. Top right: Fit of Cauchy distribution mixture via a layer of two RTBMs with $N_h = 3$. Bottom left: Gaussian mixture fit by a single RTBM with $N_h = 3$. Bottom middle: Custom mixture model fit using a single RTBM with $N_h = 4$. Bottom right: Uniform distribution fit via a single RTBM with $N_h = 3$. In all figures the blue line corresponds to the underlying true distribution, while the red line is the fit. The histograms show the samples the models are trained on.

As another example, consider the Cauchy distribution with probability density

$$ p_C(x, x_0, \gamma) = \frac{\gamma}{\pi((x-x_0)^2 + \gamma^2)}. $$

In contrast to the normal distribution, this distribution possesses heavy tails and is therefore more difficult to model. We consider $p_C(x, 0, 1)$ and draw 1000 samples as training input for a single RTBM with $N_h = 3$ (with the parameter bound set to 40). The resulting fit is shown in figure 5 (top middle) together with the sample and the true underlying density. Note that the heavy tails are clearly picked up by the RTBM fit.

In order to illustrate a mixture model, let us consider the mixture of Cauchy distributions given by

$$ m_C(v) = 0.6 p_C(v, 0, 1) + 0.1 p_C(v, 5, 5) + 0.3 p_C(v, 10, 1). $$

We set up an RTBM layer consisting of two RTBMs with $N_h = 2$, cf., figure 4, and train on a sample of $m(v)$ as above. The resulting fit is shown in figure 5 (top right).
The two peaks are well captured by the fit. However, the tails of this particular fit turned out to be rather wrinkly, which is a characteristic of RTBM-based fits. This is clear from the discussions in section 2. Essentially, one can view $P(v)$ as a sort of Fourier approximation to other densities. We expect that by increasing the number of hidden nodes, or averaging over different runs, the quality of the fit can be further improved.

More one dimensional examples are shown on the bottom row of figure 5. For the next examples we always draw 5000 samples. On the bottom left plot we fit a single RTBM with three hidden units (with the parameter bound set to 30) to a Gaussian mixture defined as

$$m_G(v) = 0.6 p_G(v, -5, 3) + 0.1 p_G(v, 2, 2) + 0.3 p_G(v, 5, 5),$$

where $p_G(v, \mu, \sigma)$ is the normal distribution. The RTBM achieves a good level of agreement with the underlying distribution.

We also model the probability density function (for short pdf) defined in [24] (bottom center) and the uniform distribution (right center) between $[-5, 5]$ with a single RTBM with four and three hidden units, respectively (the parameter bound is set to 30). We observe that in both cases, regions where the underlying pdf is sharp and flat, which are in general difficult to model via neural networks, are reproduced reasonably well. As already mentioned above, the oscillatory effects are an artifact of the Fourier like approximation, and we expect that a larger number of hidden units can improve on this. (For this, a better implementation of the Riemann-Theta function would be desirable.)

In figure 6 we present three examples of two-dimensional pdf determinations. In all plots we show the samples used by the fit as a 2d projected histogram with a gray gradient color map, while the contours of the underlying model and the trained RTBM fit are shown as blue and red (contour) lines. The side panels illustrate the projections along both axes. On the left plot we model a correlated two-dimensional normal distribution centered at the origin which has covariance matrix $\Sigma$ with elements $\sigma_X^2 = 1$, $\sigma_Y^2 = 2$ and $\sigma_{X,Y}^2 = 0.8$, via a single RTBM with one hidden unit. The center plot shows a fit via an RTBM layer consisting of two RTBMs with one hidden unit trained on samples of a Gaussian mixture

$$m_G(v) = 0.5 p_G(v, [2, 2], \Sigma) + 0.5 p_G(v, [-2, -2], 1).$$
Figure 6: Left: Fit to a multivariate correlated Gaussian distribution via a single RTBM with $N_h = 1$. Middle: Correlated multivariate Gaussian mixture fit using a layer of two RTBMs with $N_h = 1$. Right: Gaussian mixture fit via a single RTBM with $N_h = 2$. In all figures the contour plot of the trained model is shown together with its projections along the two axis. The blue line corresponds to the underlying true distribution, the red line to the fit and the histograms show the samples the models are trained on.

Finally, on the right plot we train a single RTBM with two hidden units to fit the Gaussian mixture

$$m_G(v) = 0.5 p_G(v, [0, 0], 1) + 0.25 p_G(v, [4, 0], 1) + 0.25 p_G(v, [-4, 0], 1).$$

For all examples we observe that the RTBM reproduces the underlying distribution quite well. In order to quantify the quality of the RTBM pdf estimate, in table 1 we compute the mean squared error (MSE)

$$\text{MSE}_{AB} = \frac{1}{N_{\text{bins}}} \sum_{i=1}^{N_{\text{bins}}} (A_i - B_i)^2,$$

where the index $i$ refers to the bin index of the corresponding input sampling histogram. Small values indicate good agreement between the measured quantities.

We compare the MSE distances between the underlying distributions from figures 5 and 3 to the RTBM predictions and three other common fitting models. Namely, a gaussian mixture (GMM), a (gaussian) kernel density estimator (GKDE) and the continuous gaussian restricted Boltzmann machine (CRBM) with binary hidden units, cf., [25]. The hyper-parameters of these models are manually picked for the best fitting result. In particular, we use 20 hidden units for the CRBM with 10k training iterations making use of the package [26] (GaussianBinaryVarianceRBM).
<table>
<thead>
<tr>
<th>Distribution</th>
<th>MSE\textsuperscript{pdf\text{RTBM}}</th>
<th>MSE\textsuperscript{pdf\text{GMM}}</th>
<th>MSE\textsuperscript{pdf\text{GKDE}}</th>
<th>MSE\textsuperscript{pdf\text{CRBM}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamma</td>
<td>6.8 \cdot 10^{-6}</td>
<td>2.4 \cdot 10^{-5}</td>
<td>2.8 \cdot 10^{-5}</td>
<td>5.8 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Cauchy</td>
<td>2.9 \cdot 10^{-5}</td>
<td>8.1 \cdot 10^{-5}</td>
<td>1.5 \cdot 10^{-5}</td>
<td>4.8 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Cauchy mixture</td>
<td>6.5 \cdot 10^{-5}</td>
<td>7.6 \cdot 10^{-5}</td>
<td>3.3 \cdot 10^{-5}</td>
<td>2.9 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Gaussian mixture</td>
<td>1.9 \cdot 10^{-6}</td>
<td>4.7 \cdot 10^{-6}</td>
<td>2.1 \cdot 10^{-6}</td>
<td>1.3 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Custom mixture</td>
<td>6.7 \cdot 10^{-4}</td>
<td>1.5 \cdot 10^{-3}</td>
<td>5.4 \cdot 10^{-4}</td>
<td>2.3 \cdot 10^{-2}</td>
</tr>
<tr>
<td>Uniform</td>
<td>8.2 \cdot 10^{-5}</td>
<td>2.5 \cdot 10^{-4}</td>
<td>7.6 \cdot 10^{-5}</td>
<td>1.8 \cdot 10^{-3}</td>
</tr>
<tr>
<td>Corr. Gaussian</td>
<td>2.7 \cdot 10^{-7}</td>
<td>5.6 \cdot 10^{-7}</td>
<td>4.6 \cdot 10^{-6}</td>
<td>1.4 \cdot 10^{-6}</td>
</tr>
<tr>
<td>Corr. Gaussian mixture</td>
<td>2.2 \cdot 10^{-7}</td>
<td>2.2 \cdot 10^{-7}</td>
<td>2.2 \cdot 10^{-6}</td>
<td>2.1 \cdot 10^{-5}</td>
</tr>
<tr>
<td>Gaussian mixture</td>
<td>5.8 \cdot 10^{-6}</td>
<td>3.9 \cdot 10^{-7}</td>
<td>2.4 \cdot 10^{-6}</td>
<td>7.8 \cdot 10^{-6}</td>
</tr>
</tbody>
</table>

Table 1: Distance estimators for the examples in figures 5 and 6. The mean squared error (MSE) is taken between the fitting model and the underlying distribution (pdf). The numbers in the brackets correspond to the number of constituents of the gaussian mixture model (GMM), respectively to the bandwidth of the gaussian kernel density estimator (GKDE) model.

In general, we observe that the RTBM fit is superior to the CRBM and GMM fits, but can not consistently outperform the kernel based fits for the one dimensional examples. This is somewhat expected, as our examples are based on a large set of dense samples. It is interesting to note that in the last of the two dimensional examples we are able to model a multi-model distribution relatively well with a single RTBM, which would not be possible with a single gaussian.

4 **Theta neural networks**

The conditional expectation $E(h_i|v)$ can be used as an activation function in a feedforward neural network, replacing the usual non-linearities. In detail, for $Q$ of dimension $N_h \times N_h$ we can build a neural network layer consisting of $N_h$ nodes, with the output at the $i$th node given by $E(h_i|v)$. Here the inputs of the layer are given by the $v$ and we have the usual linear map $W$ occurring in 2.14. See also the illustration in figure 7. The setup simplifies considerably if we restrict $Q$ to be diagonal due to the factorization property 2.13. In the diagonal case the activation function at each node is independently given by the derivative of the logarithmic 3rd Jacobi-Theta function,
Figure 7: Illustration of a feedforward neural network with layers consisting of a RTBM. We take as \(i\)th output of a RTBM based layer the expectation \(E(h_i | v)\). Note that the matrices \(T\) do not enter the expectations. The RTBM layers can be arbitrarily mixed and combined with other layers.

with its second parameter freely adjustable (cf. 2.16). Here, we will mainly consider this simplified setup due to its reduced computational complexity. Complex networks can be built by stacking such layers and inter-mixing them with ordinary neural network layers. We will refer to such networks which include RTBM-based layers as theta neural networks (TNN).

The gradients of the expectation unit can be calculated, and are given in appendix B.1. Hence the TNN can be trained as usual via gradient descent and backpropagation, in which case the additional parameters \(Q\) can be treated similar to biases. However, as in the previous section it turns out that CMA-ES produces better results in particular examples, and therefore is currently our optimizer of choice.

Examples

For illustration, let us consider a simple example. We want to learn the time-series

\[
y(t) = 0.02t + 0.5 \sin(t + 0.1) + 0.75 \cos(0.25t - 0.3) + \mathcal{N}(0, 1),
\]

which is a sine-cosine mixture with linear trend and added Gaussian noise \(\mathcal{N}(0, 1)\). The signal with and without added noise is plotted in figure 8. In order to learn the underlying signal, we set up a network with layer structure \(1 : 3 - 3 - 2 : 1\), consisting of \(E_d\) activation functions in phase I with 38 tunable parameters in total, making use...
Figure 8: Left: The original signal given by a Sine-Cosine mixture with linear trend. Middle: With added gaussian noise. Right: The reconstructed signal from a sample of points and its extrapolation (right of red line)

The network is trained on 500 pairs of \((t, y)\) values with \(t \in [0, 100]\), sampled from (4.1) via the CMA-ES optimizer with stopping criterium \(10^{-4}\) using the MSE loss function. The learned signal and its extrapolation is shown in the right plot of figure 8. The final MSE loss for the training and testing data sets are \(3.6 \cdot 10^{-2}\) and \(3.8 \cdot 10^{-2}\) respectively. The similarity between both values emphasizes that we were not only able to reconstruct the original signal from the noisy data on the training range, but also that the network learned the underlying systematics, as the extrapolation shows.

As a classification example, let us consider the well known Iris data set [30]. This data set contains 150 instances from three different classes with four attributes. We reserve 40% of the data as the test set. In order to investigate the modelling capacity of the \(E_d\) activation functions, we set up two independent single-layer networks \(4 : 3\) with the output unit activation functions in one network taken to be \(E_d\), and in the other, \tanh. Both networks are trained via gradient descent and the adam optimizer for an increasing number of iterations in 100 independent repetitions. Note that for the initialization of the \(Q\)-parameters, we sample uniformly from the range \([2, 18]\). The achieved precision scores are plotted in figure 9. We observe that the TNN-based classification converges more slowly, but ultimately achieves statistically significantly better classification rates than the network based on \tanh\ units, on both the train and test data.

We plot the learned activation functions at each node for both toy examples discussed above in figure 10. We observe that the TNNs learned a variety of activation functions, as theoretically expected. We conclude that the additional learning of pa-
**Figure 9:** Left: Precision score achieved on the train set as a function of iterations. Right: Precision score achieved on the test set as a function of iterations. The score is plotted as the mean and standard deviation for 100 repetitions. The x-axis is plotted with a logarithmic scale.

**Figure 10:** Left: The learned activation functions for the trending Sine-Cosine mixture. Right: Learned activation functions for the Iris dataset. Each line corresponds to $E_d(h|v)$ of a node.
rameterization of the $E_d$ activation function (its shape) may have indeed benefits over a rigid activation function like tanh. Therefore TNN may be a promising direction for further research.

5 RTBM classifier

The conditional expectation, which we already made use of in the previous section to build TNNs, offers a further possibility to extend the applicability domain of RTBMs to classification tasks. There are two possible ways to achieve data classification through RTBMs. The first method consists of using TNNs, as in the previous section. In this case, the TNN classification requires the choice of an appropriate cost function, usually the mean squared error, and an adequate TNN architecture, which may contain extra layers which are not RTBM based. The second method follows [4]. In the first step it segments the input data into small patches. For each patch a single RTBM model or RTBM mixture is used to generate the underlying probability density of the input data. Then, for each input data we collect the conditional expectation values for all hidden units of the RTBM instances trained in probability mode. These expectation values are taken as a feature vector and are fed into a custom classifier. This method provides the advantage of using the probability representation of RTBMs as an autoencoder which preprocess the input data and simplifies the classification task. Figure 11 illustrates schematically this method for an image example.

Example

In order to show the potential capabilities of classification with RTBMs, we have performed a short proof-of-concept test based on jet substructure classification data from [31]. The task consists of discriminating between jets from single hadronic particles and overlapping jets from pairs of collimated hadronic particles. For this example we have selected 5000 images for training and 2500 for testing. Each image is provided in a 32 pixel by 32 pixel format. As a reference algorithm we use the logistic regression classifier which in the test dataset scored a precision of 77%.

The TNN regression obtained a precision score of 79% using two RTBM layers, the first with 1024 (32x32) visible units and three hidden units and second layer with three input units and one hidden unit. The precision values quoted for the reference and TNN regression have also been tested on images resized using principal component...
Figure 11: Illustration of an RTBM classifier. An input image is segmented in blocks of four pixels. We model the probability density of each segment using a single RTBM. The resulting RTBM prediction in expectation mode is then fed into a standard classifier algorithm.

analysis (PCA), showing negligible variations. The same network setup with however hyperbolic non-linear activation functions scored 55% precision in our tests.

The RTBM classifier obtained a precision score of 83% with the probability density determined by 50 RTBMs with two input and two hidden units after resizing images to 10x10 pixels using PCA. The classification is performed by logistic regression using as input the expectation values from the 100 hidden units. We have verified that the classification accuracy obtained with RTBMs in this example is similar to results provided by simple neural networks (MLP) and boosted decision trees. These results confirm that RTBM classifiers could be interesting candidates for classification tasks.
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A Continuous Boltzmann machine

For completeness, we will briefly derive in this appendix the probability density $P(v)$ of the Boltzmann machine with continuous visible and hidden sector states. The setup is as in section 2.

The partition function in the continuous case reads
\[ Z = \int_{-\infty}^{\infty} [dv] [dh] e^{-E(v,h)}, \]
and can be calculated exactly making use of (2.7). We obtain
\[ Z = (2\pi)^{N_v + N_h} e^{\frac{1}{2} B^t A^{-1} B}. \]

The free energy now reads
\[ F = -\log \int_{-\infty}^{\infty} [dh] e^{-E(v,h)}, \]
and evaluates to
\[ F = \frac{1}{2} v^t T v + B^t v - \frac{N_h}{2} \log 2\pi - \frac{1}{2} \log \det Q - \frac{1}{2} (v^t W + B^t_h) Q^{-1} (W^t v + B_h). \]

From the definition of the Boltzmann distribution (2.8) we obtain
\[ P(v) = \frac{e^{-\frac{1}{2} v^t (T - WQ^{-1}W^t) v + B^t v - \frac{1}{2} B^t A^{-1} B + \frac{1}{2} B^t_h Q^{-1} B_h}}{(2\pi)^{\frac{N_v}{2}} \sqrt{\det((T - WQ^{-1}W^t)^{-1})}}, \]
where we made use of the determinantal formula for block matrices, giving $\det A = \det(Q) \det(T - W^t Q^{-1} W)$. The resulting probability density function is essentially a multi-variate Gaussian distribution with covariance matrix given by the inverse of the Schur complement
\[ (A/Q)^{-1} = (T - WQ^{-1}W^t)^{-1}. \]
Hence, the Boltzmann machine with continuous visible and hidden sector is trivial.
### B Gradients

#### B.1 $E(h_i|v)$

The gradients of the expectation unit (2.15) can be easily calculated to be given by

$$
\frac{\partial E(h_i|v)}{\partial (B_h)_{ij}} = \kappa_{ji},
\frac{\partial E(h_i|v)}{\partial W_{jk}} = \kappa_{ki}v_j,
\frac{\partial E(h_i|v)}{\partial Q_{jk}} = (1 + \delta_{jk})^{-1}\rho_{jki},
$$

(B.1)

with

$$
\kappa_{ji} = -\frac{1}{(2\pi i)^2} \left( \nabla_j \nabla_i \theta_a \theta_a - \frac{(\nabla_j \theta_a)(\nabla_i \theta_a)}{\theta_a^2} \right),
$$

and

$$
\rho_{jki} = \frac{1}{(2\pi i)^2} \left( \nabla_j \nabla_k \nabla_i \theta_a \theta_a - \frac{(\nabla_j \nabla_k \theta_a)(\nabla_i \theta_a)}{\theta_a^2} \right).
$$

(B.2)

(We used the abbreviation $\theta_a = \tilde{\theta}(vtW + B_t h_Q)$.) Note that in order to arrive at the derivative with respect to $Q$, we made use of the heat equation like relation

$$
\partial Q_{jk} \tilde{\theta}(z|Q) = -\frac{1}{(2\pi i)^2} (1 + \delta_{jk})^{-1} \nabla_j \nabla_k \tilde{\theta}(z|Q),
$$

(B.3)

which can be easily derived from the definition (2.3).

#### B.2 $P(v)$

In order to calculate the gradients of the probability density (2.9) we make use of relation (B.3) to infer that

$$
\frac{\partial P(v)}{\partial (B_h)_{ij}} = P(v) \left( \frac{\nabla_i \theta_a}{\theta_a} - \frac{\nabla_i \theta_b}{\theta_b} \right),
\frac{\partial P(v)}{\partial (B_v)_i} = P(v) \left( -v_i - (T^{-1}B_v)_i + (T^{-1}WD_b)_i \right),
\frac{\partial P(v)}{\partial Q_{ij}} = -\frac{1}{2\pi i} \frac{P(v)}{(2\pi i)^2} \left( \frac{\nabla_i \nabla_j \theta_a}{\theta_a} - \frac{\nabla_i \nabla_j \theta_b}{\theta_b} \right),
\frac{\partial P(v)}{\partial W_{ij}} = P(v) \left( v_i \frac{\nabla_j \theta_a}{\theta_a} + (B_v^{-1}T^{-1})_{ji} \frac{\nabla_j \theta_b}{\theta_b} - (H_b W T^{-1})_{ji} - (T^{-1}WH_b)_{ij} \right),
$$

(B.4)

with the normalized gradient vector and (rescaled) hessian matrix

$$(D_b)_i := \frac{1}{2\pi i} \frac{\nabla_i \theta_b}{\theta_b}, \quad (H_b)_{ij} := \frac{(1 + \delta_{ij})^{-1}}{(2\pi i)^2} \frac{\nabla_i \nabla_j \theta_b}{\theta_b}.$$
(Note that we defined \( \theta_b := \hat{\theta} (B^T_h - B^T_v T^{-1} W | Q - W^T T^{-1} W) \).)

The gradient with respect to \( T \) requires that we restrict \( T \) to be diagonal, such that \( \det T = \prod_i T_{ii} \) and \( (T^{-1})_{ii} = \frac{1}{T_{ii}} \). Under this restriction, we easily obtain

\[
\frac{\partial P(v)}{\partial T_{ii}} = P(v) \left( \frac{T_{ii}^{-1} + (B_v)_i^2 T_{ii}^{-2} - v_i^2}{2} - (B_v)_i T_{ii}^{-2} (W D_b)_i + T_{ii}^{-2} (W H_b W^T)_i \right).
\]

C Moments

We want to compute moments of the probability density \( P(v) \). To this end note that we infer from (B.4)

\[
v_i P(v) = P(v) \left( -(T^{-1} B_v)_i + (T^{-1} W D_b)_i \right) - \frac{\partial P(v)}{\partial (B_v)_i}.
\]

(C.1)

Using the normalization \( \int [dv] P(v) = 1 \), we immediately deduce that the first moments read

\[
\langle v_i \rangle_P \equiv \int [dv] v_i P(v) = -(T^{-1} B_v)_i + (T^{-1} W D_b)_i - \frac{\partial}{\partial (B_v)_i} \int [dv] P(v)
\]

\[
= -(T^{-1} B_v)_i + (T^{-1} W D_b)_i.
\]

(C.2)

Similarly, we can compute the second moments

\[
\langle v_i v_j \rangle_P \equiv \int [dv] v_i v_j P(v)
\]

\[
= \langle v_i \rangle_P \langle v_j \rangle_P + T^{-1}_{ij} + \frac{(T^{-1} W)_{ik}(T^{-1} W)_{jl}}{(2\pi i)^2} \left( \frac{\nabla_k \nabla_l \theta_b}{\theta_b} - \frac{\nabla_k \theta_b \nabla_l \theta_b}{\theta_b^2} \right).
\]

Higher order moments can be calculated analogously by taking more derivatives.
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