Precision Limits in Quantum Metrology with Open Quantum Systems

Abstract: The laws of quantum mechanics allow to perform measurements whose precision supersedes results predicted by classical parameter estimation theory. That is, the precision bound imposed by the central limit theorem in the estimation of a broad class of parameters, like atomic frequencies in spectroscopy or external magnetic field in magnetometry, can be overcome when using quantum probes. Environmental noise, however, generally alters the ultimate precision that can be achieved in the estimation of an unknown parameter. This tutorial reviews recent theoretical work aimed at obtaining general precision bounds in the presence of an environment. We adopt a complementary approach, where we first analyze the problem within the general framework of describing the quantum systems in terms of quantum dynamical maps and then relate this abstract formalism to a microscopic description of the system’s dissipative time evolution. We will show that although some forms of noise do render quantum systems standard quantum limited, precision beyond classical bounds is still possible in the presence of different forms of local environmental fluctuations.
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1 Introduction

Quantum metrology is a paradigmatic example of the possible advantage provided by the use of quantum features as compared to a classical setting [1]. Given certain constraints, typically the number \(N\) of available probes and the total experimental duration \(T\), the best precision in the estimation of a given parameter is governed by the Standard Quantum Limit (SQL), a result dictated by the central limit theorem of classical statistics [2]. However, exploiting the very nature of quantum states and quantum measurements allows for a different metrological bound, the so called Heisenberg limit (HL), surpassing the classically attainable precision when subject to the same constraints [3–6]. Recent experimental progress allows for a wide spectrum of applications of this form of enhanced metrology in magnetometry [7, 8], precision spectroscopy and frequency standards [9, 10] and the stabilization of atomic clocks [11]. One of the most spectacular achievements is the quantum enhancement of the detectors that made the observation of gravitational waves possible [12]. By employing squeezed states of light [13–15] more sensitive phase measurements have been demonstrated [16, 17], even despite the inevitable noise [18]. The recently launched European Flagship in Quantum Technologies has quantum metrology and sensing as one of its pillars which clearly illustrates the potential scope of the approach of using quantum systems for enhancing measurement precision [19, 20].

In this tutorial we will focus on one specific albeit relevant aspect of quantum metrology, namely the theoretical study of achievable precision bounds in frequency estimation with open quantum systems [21–23]. This is a fundamental problem that underpins many situations of practical interest, ranging from precision spectroscopy to magnetic sensing [9, 24–27]. Our aim is to present in a concise form recent theoretical work analyzing the ultimate precision that can be achieved in the presence of different forms of noise and in the limit of a very large number of repetitions/number of probes (asymptotic scaling) [28, 29]. Those provide theoretical lower bounds on the error of the estimation which can be saturated using some
form of quantum resource, typically (albeit not necessarily) entangled input states [30, 31]. We will show that the nature of the quantum evolution, which is influenced by unavoidable environmental fluctuations, has a direct impact on the achievable precision. In the noiseless scenario, the HL—corresponding to the $1/N^2$ scaling of the mean squared error with the probe number $N$—dictates the ultimate precision attainable in any problem in which the parameter is locally and unitarily encoded onto each of the probes. Although the HL should be redefined when allowing for non-local encodings [32–34] due to, e.g., non-linear Hamiltonians or correlations mediated also by decoherence [35–38], it is the uncorrelated noise [21], which typically forces the asymptotic precision to follow the SQL, i.e., the mean squared error to still scale as $1/N$. However, we will show that the SQL can be overcome even in the presence of uncorrelated noise and discuss the different forms of asymptotic scaling that arise depending on the noise geometry [29, 39]. To further scrutinize how the achievable precision depends on the noise form, we consider a microscopic model that exemplifies how the sensitivity of the quantum probe is diminished by the effect of environmental fluctuations.

Our aim is to provide a reasonably self-contained analysis and with that scope in mind we have structured this tutorial as follows. Starting from a classical setup, section 2 presents a succinct discussion on fundamental concepts in estimation theory. We want to first illustrate how errors propagate when performing indirect measurements and secondly show how evaluating the achievable precision in this type of measurements always involves an optimization. Fundamental limits to the precision of estimation can then be obtained in a very general framework. We further illustrate how the use of quantum resources facilitates the saturation of the ultimate precision bounds allowed by quantum theory and provide a phenomenological description of a noisy frequency estimation to show that environmental decoherence has a direct impact on the problem at hand. Section 3 provides a primer on open system dynamics for the unfamiliar reader so that we can discuss in section 4 a completely general scenario to derive the ultimate precision bounds in frequency estimation in the presence of noise. Section 5 complements this abstract approach by linking the noisy evolution to concrete microscopic models. For completion, some additional results beyond the independent noise model are presented in section 6. We present a final summary of results in section 7. A caution note on bibliography is necessary at this point. Given the specific topic under consideration, the study of asymptotic precision bounds in local parameter estimation, we have unavoidably left out many interesting works in the broad field of quantum metrology that concern either experimental realizations with small number of particles or theoretical issues that do not refer to the asymptotic limit. For those we refer the reader to the appropriate literature [3–7, 11, 15, 40–45].

2 Fundamentals of estimation theory

Let us first present a simple estimation problem, which allows us to illustrate how most basic notions and tools we are going to discuss in the coming sections have their roots in classical statistics and, in particular, in the quantification of measurement errors. We want to exemplify this along the lines of the following example.

Imagine, one has $N$ identical coins, where a flip of an individual coin either gives heads with probability $p_h$ or tails with $p_t$. We stress that the only necessity to introduce these probabilities is our lack of knowledge of the exact initial conditions of the coin flip. The introduction of these probabilities is a way to describe the experiment statistically, while each flip and the subsequent observation of head or tail is completely deterministic and will depend on certain parameters of the coin which are too complicated to access, hence we resort to the much simpler quantification of the coin via its probabilities for heads and tails. To that end, one way to proceed is to flip each coin $\nu$ times to estimate $p_h$. Then, the probability variable $X$ describing the number of heads after $\nu N$ tosses is distributed according to binomial distribution

$$B(X = x | p_h, \nu N) = \binom{\nu N}{x} p_h^x (1 - p_h)^{\nu N - x},$$

with $x$ the number of heads found. Our best guess for $p_h$ is then obviously $p_h = x/(\nu N)$: we simply take the ratio between the number of observed heads and the total number of tosses. Indeed, $p_h$ coincides with the expectation value $\langle X/\nu N \rangle$. However due to the finite quantities $N$ and $\nu$, our guess will carry an error. A natural way to quantify this error is the variance

$$\text{var} [p_h] = \text{var} \left[ \frac{X}{\nu N} \right] = \frac{p_h (1 - p_h)}{\nu N}.$$

Note that the variance is never equal to zero, besides the two special cases $p_h = 0, 1$, while the best strategy is to flip as many coins as often as possible. However, it is important to stress that the probabilities used to calculate the variance are not known as they themselves are the parameters to be estimated. As a consequence, the variance will never
vanish in practice since the certain determination of the probabilities would require an infinite number of tosses.

To go a step further, we now assume that we are able to determine a parameter which changes the result of a coin toss, let’s say its roundness \( r \). Therefore, using the statistical model, it will change the probability of finding head and we assume that we know the deterministic dependence \( p_h(r) \). An estimate of \( r \) is then immediately given by the inverse function \([46]\) \( r(p_h) = p_h^{−1}(r) \) and we can use error propagation to find the variance of \( r \),

\[
\text{var}[r] = \frac{\text{var}[p_h(r)]}{[\text{d}p_h(r)/\text{d}r]^2} = \frac{p_h(r)[1 - p_h(r)]}{vN} \left[ \frac{\text{d}p_h(r)}{\text{d}r} \right]^{-2}.
\]

In essence, it will turn out that this equation (or slight variations) is the working horse for estimation tasks we will deal with in the following. While we will perform generalizations to include the particularities of quantum mechanics in our theoretical descriptions, any quantification in sensing experiments can be linked to it [6].

Indeed we may compare the results above with an experiment utilizing quantum coins, i.e. two level systems (qubits). We replace the coins by \( N \) qubits, each in the state \( |x⟩ \), an eigenstate of the Pauli spin matrix \( σ_x \). Instead of a toss, we perform a unitary operation \( U = \exp(−i\phi σ_z/2) \) and measure the survival probability \( p_s \) of the state (note that this is conceptually a Ramsey experiment [47]):

\[
p_s = |⟨x|U|x⟩|^2 = \cos^2\frac{\phi}{2}.
\]

Following the same ideas as above, we determine \( p_s \) by the number of qubits found in \( |x⟩ \) divided by \( vN \), consequently \( \text{var}[p_s] \) and \( \text{var}[\phi] \) are immediately given by Eqs. (2) and (3) respectively.

We can directly use these relations to derive a well known bound in frequency estimation following [21]. Here the role of \( \phi \) is taken by \( \omega t \) where \( \omega \) is the frequency to estimate (i.e. the role of \( r \)) while \( t \) represents the time required to perform the unitary transformation. Because this time limits the number of repetitions, we also rephrase \( v = T/t \) in terms of a total time \( T \) that we have at our disposal to perform the measurement. Hence, we use Eq. (3) and obtain

\[
\text{var}[\omega] = \frac{1}{Nv^2} = \frac{1}{NT}.
\]

This equation manifests the so called shot noise limit [48] or standard quantum limit (SQL). While this term is used in the context of experiments involving quantum mechanics, its true origin lies, as we saw above, in the finite sample size of the underlying probability distribution. In other words, this effect is inevitable when dealing with randomly distributed data. Crucially, in quantum mechanics every experiment includes probability as an inherent feature. Thereby note that quantum mechanics is a probability theory itself, however, it is non-contextual [49, 50]. With the recent developments in quantum technologies, promising sensors exploiting quantum mechanics have been put into the near future, explaining the rising interest in the field of quantum metrology.

### 2.1 The frequency estimation protocol - analyzing a specific measurement procedure

In this section, we want to analyze a specific measurement setup, in particular, we will use a Ramsey protocol [47] that we utilize to measure the energy separation in a qubit. Indeed, the Ramsey experiment is nothing else than the quantum coins introduced in the section before.

Imagine we possess \( N \) atoms and each can be modeled by two levels with a splitting of \( \omega_0 \) (we take \( \hbar = 1 \) throughout the whole work). For any of those atoms, we can assume the Hamiltonian \( H_0 = \omega_0 σ_z/2 \). Following the Ramsey scheme outlined in Fig.1(a), we initialize each qubit in its ground state \( |0⟩ \) and apply a Hadamard gate \( C_h \) which brings each of these qubits into an equally weighted superposition \( (|0⟩ + |1⟩)/\sqrt{2} \). Subsequently, these atoms evolve freely for a time \( t \) during which they will collect a phase \( \omega_0 t \) such that the state is given by \( (|0⟩ + \exp(−iω_0 t)|1⟩)/\sqrt{2} \). A second Hadamard gate will transfer the phase onto a population difference, which we measure via a suitable detector. The probability to find the qubit in \( |0⟩ \) is then

\[
p_{0,t}(0) = |⟨0|C_h e^{−iω_0 σ_z/2}C_h |0⟩|^2 = \cos^2 \frac{\omega_0 t}{2}.
\]

Indeed, we have \( C_h |0⟩ = |x⟩ \) and thus everything is totally equivalent to the quantum coin example made in the introduction. However, the Ramsey experiment clearly illustrates the three stages present in a quantum frequency estimation protocol (FEP) which will be the topic of the present tutorial. Other configurations are indeed possible [51, 52]. The first step is the preparation of an input state for the probe. Here, the probes are the qubits and the preparation is represented by the initialization and the application of the first Hadamard gate. It is followed by the encoding which lasts for a time \( t \). The third step is then the measurement of the probe, where we include the second Hadamard gate.

Crucially, any specification of an achievable precision needs to be on a common ground. For that matter, we choose the number of probes \( N \) and the total time \( T \) as the
resources we have at our disposal. In particular, we assume the preparation and measurement process not to consume any resources, meaning the time needed for preparation and readout is negligibly small. An analysis relaxing this assumption can be found in [53].

2.2 The Cramer-Rao bound

As for the Ramsey setup, we will restrict to frequencies which are a linear parameter in the Hamiltonian $H_0$. Throughout this tutorial, $\omega_0$ always denotes the parameter (or frequency) to be estimated. We already emphasize that in this context a probe denotes the reduced quantum system we utilize for the estimation. This will become important later when noise is introduced into the system.

In general, a completed cycle of the FEP can be repeated several times. Obviously, the number of repetitions is fixed by the total time divided by the interrogation time, $\nu = T/t$. After each of these cycles, an outcome is detected. We collect all of these outcomes in the vector $\bar{x}$. To deduce $\hat{\omega}_0$ from the outcomes, an estimator $\hat{\omega}(\bar{x})$ is constructed. Depending on the measured outcomes, the estimator yields an estimate $\hat{\omega}(\bar{x}) = \hat{\omega}_0$ of the true value $\omega_0$. Let’s emphasize here that the estimator itself is a random variable, as the input (outcome of the measurement, i.e. the observations) is a random variable itself, i.e. $\bar{x}$ is one specific realization of $\bar{X}$. Therefore, it is possible to calculate different moments of the estimator, e.g., the expectation value $\langle \bullet \rangle_{\bar{x}}$ is taken with respect to the possible collections of outcomes $\bar{x}$, i.e.

$$\langle \bullet \rangle_{\bar{x}} = \sum_{\bar{x}} p_{\omega_0}(\bar{x}) \bullet . \quad (7)$$

The sum runs over all possible realizations of outcomes with $p_{\omega_0}(\bar{x})$ being the probability that $\bar{x}$ is the realization obtained via the FEP. Note that we focus here and in the following on the case where we have a discrete set of possible outcomes, nonetheless, the whole description can be straightforwardly generalized to the case of a continuous set of outcomes. We adopt the notation $p_{\omega_0}(\bar{x})$ for the conditional probability $p(\bar{x}|\omega_0)$ to obtain the set $\bar{x}$ given the parameter $\omega_0$. However, after the data collection we can think of $p_{\omega_0}(\bar{x})$ as the likelihood function for $\omega_0$ because the observations have already been made. Then, $P_{\omega_0}(x)$ may be interpreted as a function of $\omega_0$ quantifying how well different values would agree with the observed data set.

The explicit form of the estimator is not important for the further calculations, but we will always focus on estimators with the following properties [2, 54].

- **Unbiasedness**, which characterizes estimators that fulfill $\langle \hat{\omega}(\bar{x}) \rangle_{\bar{x}} = \omega_0$. Conversely, an estimator is biased if $\langle \hat{\omega}(\bar{x}) \rangle_{\bar{x}} = \omega_0 + \beta$ where we have the bias $\beta \neq 0$.

- **Consistency**, that is, for all $\nu > \nu'$ there are $c(\nu')$, $d(\nu') > 0$ such that the probability $P(\hat{\omega}_0 - \omega_0 < c) > 1 - \delta$. In other words, in the case of an infinitely large sample size, i.e. $\dim(\bar{x}) = \xi \to \infty$, we have $\lim_{\xi \to \infty} \hat{\omega}(\bar{x}) = \omega_0$ and the estimator gives the true parameter.
Note that consistency implies asymptotic unbiasedness, meaning that any bias $\beta$ vanishes for a large sample size. We stress that the converse is not true, see Fig.2 for an illustration.

We define the precision of an estimator in terms of its mean squared error $\Delta^2 \hat{\omega}$ (MSE),

$$\Delta^2 \hat{\omega} = \left\langle (\hat{\omega}(\bar{x}) - \omega_0)^2 \right\rangle_{\bar{x}}$$

(8)

which is a natural choice as it measures the expected squared distance of the estimate $\hat{\omega}$ from the true value $\omega_0$. In particular, the MSE coincides with the variance of an unbiased estimator, defined as $\text{var} \left[ \hat{\omega}(\bar{x}) \right] = \left\langle (\hat{\omega}(\bar{x}) - \langle \hat{\omega} \rangle_{\bar{x}})^2 \right\rangle_{\bar{x}}$. While we will focus on unbiased estimators in the following, we will keep the notion of MSE instead of the variance.

For any unbiased estimator, its MSE can be bounded from below by the Cramér-Rao bound (CRB) [2, 54]

$$\Delta^2 \hat{\omega} \geq \frac{1}{\text{var} F_{\text{cl}}[p_{\omega_0}]}$$

where $F_{\text{cl}}[p_{\omega_0}] = \sum_{\bar{x}} \frac{\partial p_{\omega_0}(\bar{x})/\partial \omega_0}{p_{\omega_0}(\bar{x})}$

(9)

is the (classical) Fisher Information (FI). Here, the sum runs over all possible collections of outcomes $\bar{x}$ and $p_{\omega_0}$ is the same distribution as in Eq. (7). Any estimator achieving equality in the CRB is termed efficient, but it is not a priori given that one can always find and an estimator of that kind [2].

The Fisher Information is a non-negative quantity which is additive for independent events [4], i.e.

$$F_{\text{cl}}[p^{(1,2)}_{\omega_0}] = F_{\text{cl}}[p^{(1)}_{\omega_0}] + F_{\text{cl}}[p^{(2)}_{\omega_0}]$$

(10)

where $p^{(1,2)}_{\omega_0}(\bar{x}_1, \bar{x}_2) = p^{(1)}_{\omega_0}(\bar{x}_1)p^{(2)}_{\omega_0}(\bar{x}_2)$ is the joint probability distribution for the two events. This is of practical interest, as we will consider subsequent repetitions of the FEP which are uncorrelated by definition. Crucially, it is that additivity which is responsible for the $\nu$ denominator of the CRB in Eq. (9). Hence we are also able to give a precise meaning to $\bar{x}$ in the context of the CRB, which now contains the possible single run outcomes. Conversely, schemes employing an adaptive strategy, e.g. successively changing the measurement apparatus according to some prior acquired knowledge about $\omega_0$, are not captured in the formulation by Eq. (9), i.e. for them one cannot employ the sum given by Eq. (10). We will briefly discuss these strategies in Sec. 6.

Furthermore, the FI is a local quantity, as it only depends on the value of the probability distribution at the true value of the parameter and the first derivative. We may expand the probability distribution determining the observations,

$$p_{\omega_0+\delta\omega}(\bar{x}) = p_{\omega_0}(\bar{x}) + \frac{\partial p_{\omega_0}(\bar{x})}{\partial \omega_0} \delta\omega + O(\delta\omega^2)$$

(11)

where all terms fixing the FI are contained. Therefore, all distributions coinciding in zeroth and first order possess the same FI.

To exemplify the formalism now introduced, we directly calculate Eq. (3) for the setup considered in the introduction, without passing through the Bernoulli distribution. We assume the FEP to be repeated $\nu$ times. After each cycle, the possible outcome of each qubit is either $0$ or $1$, hence $\bar{x} = (0, 1)$. Thereby keep in mind that each qubit is independent from the other. Using the additive property we first obtain $F_{\text{cl}}[P_{\omega_0}^n|p_{\omega_0}] = \nu F_{\text{cl}}[p_{\omega_0}]$, then we note that $1 - p_{\omega_0}|(0)) = p_{\omega_0}|(1))$ which plugged into the CRB directly becomes Eq. (3) with $p_h \mapsto p_{\omega_0}|(0)).$ Furthermore, utilization of Eq. (6) directly yields the SQL Eq. (5).

Crucially, as the CRB (9) applies to any unbiased estimator, this proves that by choosing the number of heads (states $|0\rangle$) to be the random variable measured in $N$ rounds and simply from it inferring the parameter $\omega_0$ by inverting Eq. (6)—so that the error propagation formula (3) applies—constituted the best strategy that could have been done.

In general, however, we have no guarantee that a given unbiased estimator $\hat{\omega}$ will be efficient—its MSE will saturate the CRB (9) even in the asymptotic limit. Nevertheless, if $\hat{\omega}$ is built on a random variable (observable) $O(\bar{x})$, which in turn relies on the outcomes $\bar{x}$ whose distribution is $\omega$-dependent, the error propagation formula (3) still applies and generally reads:

$$\Delta^2 \hat{\omega} = \text{var} \left[ O(\bar{x}) \right]_{\omega_0} \left[ \frac{\partial \langle O(\bar{x}) \rangle_{\omega}}{\partial \omega}_{|\omega_0} \right]^2$$

(12)

with $\text{var} \left[ O(\bar{x}) \right]_{\omega} = \langle O(\bar{x})^2 \rangle_{\omega} - \langle O(\bar{x}) \rangle_{\omega}^2$ standing for the variance as before, where now $\langle O(\bar{x}) \rangle_{\omega} = \sum_{\bar{x}} p_{\omega_0}(\bar{x}) O(\bar{x}).$

Nevertheless, let us note that one may always artificially construct $O_{\omega_0}$ that yields an efficient $\hat{\omega}$ sat-
urating Eq. (9). Such an estimator, however, explicitly depends on \( \omega_0 \), what makes the estimation procedure useless, unless one is only interested in sensing small parameter fluctuations around its known value. For a fixed \( \omega_0 \) and outcome probability distribution \( p_{\omega_0}(x) \) (and its derivative \( p_{\omega_0}(x) = \frac{\partial p_{\omega_0}(x)}{\partial \omega_0} \)), one may always construct a (single-outcome) observable \( O_{\omega_0}(x) = \hat{p}_{\omega_0}(x)/p_{\omega_0}(x) \), which satisfies \( \text{var} \left[ O_{\omega_0}(x) \right]_{\omega_0} = F_{\text{cl}}[p_{\omega_0}] \) and \( \frac{\partial}{\partial \omega_0} \langle O_{\omega_0}(x) \rangle_{\omega_0} = F_{\text{cl}}[p_{\omega_0}] \), so that at \( \omega_0 \) Eq. (12) indeed coincides with Eq. (9).

For a further remark, performing a slight generalization of the CRB derivation and considering the estimation process of a smooth function of \( \omega_0 \), one arrives at Eq. (9) that reads [54]:

\[
\Delta^2 \hat{g} \geq \frac{1}{F_{\text{cl}}[p_{\omega_0}]} \left( \frac{\partial g_{\omega_0}}{\partial \omega_0} \right)^2 , \tag{13}
\]

where \( \hat{g} \) denotes now an unbiased estimator of some \( g(\omega_0) \). Importantly, the above expression proves that the efficient estimator saturating Eq. (13) can always be constructed from an efficient estimator of \( \omega_0 \) by considering a smooth function \( g = g(\hat{\omega}) \). Applying the error propagation to such an estimator with \( O \equiv \hat{\omega} \) now in Eq. (12), we obtain

\[
\Delta^2 \hat{g} = \Delta^2 \hat{\omega} \left( \frac{\partial g_{\omega_0}}{\partial \omega_0} \right)^2 , \tag{14}
\]

which after substituting for the efficient \( \Delta^2 \tilde{\omega} \) from Eq. (9) indeed yields the generalized CRB (13).

### 2.3 Noiseless estimation with entangled states - obtaining Heisenberg limited precision

In this section, we will show that quantum features can indeed improve the achievable precision below the SQL. Therefore, we use all \( N \) probes together in a modified Ramsey setup. We stress again that all \( N \) probes are absolutely equal and each local Hamiltonian is of the form given in terms of \( \omega_0 \sigma_z/2 \). The modified setup, see Fig. 1 (b), applies the Hadamard gate only on the first qubit, while there are controlled-not gates \( C_{\text{tot}}^{(1,n)} \) on the \( n \)-th qubit, where the first qubit acts as the control. Instead of preparing the equally weighted superposition \( N \) times, this arrangement creates an entangled GHZ-state [55] using the eigenstates of \( \sigma_z \),

\[
\prod_{n=2}^{N} C_{\text{tot}}^{(1,n)} \otimes_{m=1}^{N} |0\>_m = |0\>^\otimes N + |1\>^\otimes N / \sqrt{2} = |\text{GHZ} \> . \tag{15}
\]

After the encoding, the gates are applied in the reverse order and the state of the first qubit is measured. The probability of finding it in \( |0\> \) is \( p_{\omega_0,t}(|0\>) = \cos^2(N\omega_0 t/2) \) and a direct combination with the CRB [or Eq. (3)] yields (for an efficient estimator)

\[
\Delta^2 \tilde{\omega}_{\text{HL}} = \frac{1}{\sqrt{2}N^2} = \frac{1}{ITN^2} . \tag{16}
\]

This scheme achieves a lower bound than the SQL, by an astounding factor of \( 1/N \), although we used the same number \( N \) of probes and total time \( T \) as before. This limit, scaling with \( N^{-2} \), was named the Heisenberg Limit (HL). It was argued to be the best achievable precision [56] and indeed, this bound can be seen as an instance of the Heisenberg uncertainty relation [57, 58]. Later in Sec. 4.1, we will see how this connection can be made.

The role of entanglement in the preparation of the input state to obtain the HL has been extensively studied [1, 59–61]. Indeed, the presence of entanglement is a strict requirement in the context of qubit probes in the FEP as considered here. However, we want to stress that it is not true that entanglement is a necessary ingredient to beat the SQL or even achieve the HL in isolated quantum systems, when different estimation schemes are considered. We will comment on the latter in Sec. 5.5.3 and exemplify that a scaling similar to the HL can also be reached using a single probe repetitively.

#### 2.4 The impact of noise: Lindbladian dephasing

In a real world experiment, the evolution of the probes is unavoidably affected by noise. To give a flavor of the works presented later in this tutorial, we calculate an explicit example of an evolution under the influence of noise. Each probe is then an open quantum system [62, 63], whose evolution is crucially shaped by the environment surrounding the probe. For the illustration of the peculiarities due to the presence of noise during the encoding stage, we restrict to a very specific kind of noise, i.e. we demand the noise to act independently but identically on each probe. Additionally, it has to be in the Lindblad form [64]. For simplicity, we restrict to pure dephasing, i.e. the probe’s Hamiltonian commutes with the Hamiltonian introducing the noise, or in other words, in the basis which fixes \( \sigma_z \), pure dephasing only damps the coherence elements of the probe’s density matrix. This kind of noise can be seen, e.g., as a random fluctuation of the frequency, i.e., the parameter to be estimated. The evolution is then modeled by a master equation of Lindblad form,

\[
\frac{d\rho}{dt} = -i[H_0, \rho] + \gamma (\sigma_z \rho \sigma_z - \rho) , \tag{17}
\]

where \( \gamma \) is a constant describing the decay strength of the noise.
We now repeat the calculations for the Ramsey scheme. For the scheme using $N$ probes in parallel, we mark all quantities with the subscript “sep” (for separable), while the setup entangling the probes gets the subscript “ent”. We arrive at the probabilities
\begin{align*}
p_{\omega_0, t}^{\text{sep}}(0) &= \frac{1 + e^{-t\gamma} \cos \omega_0 t}{2}, \quad (18) \\
p_{\omega_0, t}^{\text{ent}}(0) &= \frac{1 + e^{-Nt\gamma} \cos N\omega_0 t}{2}, \quad (19)
\end{align*}
respectively, where we recognize the $N$ times higher oscillation frequency for the entangled state, however the exponential decay term stemming from noise obtains the same amplification. A subsequent calculation of the CRB yields
\begin{align*}
\Delta^2 \hat{\omega}^{\text{sep}} &= \frac{1 - e^{-2t\gamma} \cos^2 \omega_0 t}{NT e^{-2t\gamma} \sin^2 \omega_0 t}, \quad (20) \\
\Delta^2 \hat{\omega}^{\text{ent}} &= \frac{1 - e^{-2Nt\gamma} \cos^2 N\omega_0 t}{N^2 T e^{-2Nt\gamma} \sin^2 N\omega_0 t}. \quad (21)
\end{align*}
Indeed, these expressions are much more involved than the corresponding results for the noiseless cases, Eqs. (5) and (16), and intuitively it is clear that the precision ought to possess an optimal interrogation time $t_{\text{opt}}$. Note that for $t$ large enough, the derivatives of the probabilities in Eq. (21) with respect to $\omega_0$ vanish, which in turn causes the FI to vanish and hence the CRB diverges, see Eq. (9). This is also the case for $t = 0$, hence there has to be an optimal time of interrogation. To find this optimal point of operation, we minimize the CRB over the interrogation time, yielding
\begin{align*}
t_{\text{opt}}^{\text{sep}} &= \frac{k\pi}{2\omega_0} \Rightarrow \frac{1}{2\gamma} \Rightarrow \Delta^2 \hat{\omega}_0^{\text{sep}} \geq \frac{2\gamma e}{NT}, \quad (22) \\
t_{\text{opt}}^{\text{ent}} &= \frac{k\pi}{2\omega_0} \Rightarrow \frac{1}{2N\gamma} \Rightarrow \Delta^2 \hat{\omega}_0^{\text{ent}} \geq \frac{2\gamma e}{NT}. \quad (23)
\end{align*}
where $k$ is an integer number. The achievable precision is exactly the same for both cases. This leads to the conclusion that product and entangled states (strategies) are metrologically equivalent under local dephasing Lindbladian noise. While this is certainly true for the scaling in the number of particles, a constant improvement of a factor $1/e$ can be achieved by using different entangled states (instead of GHZ) and measurement strategies [21, 22, 65].

At this point, let us stress a subtlety related with Eqs. (22) and (23) which involve a cyclic dependence of $\omega_0$, $\gamma$ and the optimal time, while $\omega_0$ is actually unknown. Importantly, these, and the following limits derived on $A^2 \hat{\omega}$ are always understood as the best possible precision achievable. One may always interpret these limits as a second step estimation process, where $\omega_0$ is known roughly and the rest of the strategy is adapted according to the current knowledge. This may even be done via the choice of a suitable coordinate frame, see for example [29]. For a more detailed discussion of this issue, see also Sec. 4.3.

Remark.— Note that the just derived bounds for a single probe ($N = 1$) can be associated with the $T_2$ limit in quantum sensing [6, 8]. Here it is used that $\gamma = 1/T_2$, which results in an optimal time $t_{\text{opt}} = T_2/2$, and therefore the precision is said to be $T_2$ limited.

### 3 A primer on open quantum system evolutions

This section is aimed at readers not familiar with the theory of open quantum systems, while experienced readers may skip this section as we will also introduce all required notation at its first appearance after this section. For a closer study of the topic, the reader is referred to the references [62–64, 66, 67].

The initial state $\rho_0$ of a closed system evolves according to the group of unitary operators $U(t)$ generated by the associated Hermitian Hamiltonian $H$, which for the sake of simplicity is to be assumed time independent for this section. The solution for the Schrödinger equation of motion is then immediately given by
\begin{equation}
\rho(t) = U(t) \rho_0 U^\dagger(t) = e^{-iHt} \rho_0 e^{iHt}. \quad (24)
\end{equation}
Crucially, this structure preserves the purity of the system, i.e., $\text{tr} \left[ (\rho(t))^2 \right]$ is conserved and equal to one for pure states. However, often the system of interest is in contact with an environment and hence the state of the now open system is obtained via the partial trace over the environmental degrees of freedom, i.e.
\begin{equation}
\rho(t) = \text{tr}_E \left[ U_{\text{total}}(t) \rho_{0, \text{total}} U_{\text{total}}^\dagger(t) \right]. \quad (25)
\end{equation}
The total evolution operators $U_{\text{total}}(t)$ are fixed by the form of the environment and the accompanied interaction with the open system. Usually the explicit form of these operators escapes our access due to the size of the environment or other technical restrictions which forbid its observation. Often, the structure of the specific environment isn’t even known exactly and one employs a model which introduces the dynamics observed in experiments, e.g. the spin-boson model [68] as we will do later in this work. As a result of the partial trace, the evolution of the open system state is given by a Hamiltonian term $H'(t)$, not necessarily equal to $H$, plus a dissipator $\mathcal{D}_t$, which captures the influence of the environment on the open system and assembles a so called quantum master equation,
\begin{equation}
\frac{d}{dt} \rho(t) = -i [\rho(t), H'(t)] + \mathcal{D}_t [\rho(t)]. \quad (26)
\end{equation}
Note that we already focused on the case where the equation is time-local, i.e. the evolution of $\rho(t)$ only depends on the current time point specified by $t$ and is independent of the previous history. This form can be obtained explicitly with the Born approximation (justified by the weak coupling between the open system and the environment) [62], however, a derivation using the time-convolutionless technique also yields that result without invoking such an assumption.

A practical form of the master equation is the standard form, where the dissipator can be written as [63]

$$\mathcal{D}_t[\rho(t)] = \sum_{r=1}^{d-1} \gamma_r(t) \left[ V_r \rho(t) V_r^\dagger - \frac{1}{2} (V_r V_r^\dagger, \rho(t)) \right]$$

with $d = \dim(\rho)$, possibly time dependent decay rates $\gamma_r(t)$, the operators $V_r$ and the anti-commutator $\{A, B\} = AB + BA$.

For an open system evolution, we define an analogous relation to Eq. (24),

$$\rho(t) = A_{t_2 \rightarrow t_1} \rho_{t_1} = \sum_{r=1}^{R} K_r(t) \rho_{t_1} K_r^\dagger(t),$$

where $A_{t_2 \rightarrow t_1}$ is a so called dynamical map [63] or quantum channel [66] evolving the state from time $0$ to $t$ and $R$ is the rank of the evolution with $R \leq d^2$. For the second equality we used the Kraus-representation of $A_{t_2 \rightarrow t_1}$, invoking the Kraus operators $K_r(t)$ fulfilling $\sum_{r=1}^{R} K_r(t) K_r^\dagger(t) = \mathbb{1}$ which guarantees the preservation of the trace of $\rho$. It is important to stress that this representation only exists, iff the dynamical map $A_t$ is completely positive (CP) [66], i.e. $(A_{t_2 \rightarrow t_1} \otimes \mathbb{1}) [\rho \otimes \mathbb{1}_{\dim \rho}] \geq 0$ for any $\rho \geq 0$ and $\mathbb{1}_d$ the identity of dimension $d$ and $\otimes$ the identity map.

The standard form allows for an easy characterization of the induced dynamics of the open system via the decay rates $\gamma_r(t)$. First of all, if $\gamma_r(t) > 0 \ \forall t, r$ the induced evolution is always completely positive [64] and the solution of the Lindblad equation can always be written via the Kraus operators. For rates $\gamma_r(t) < 0$ the complete positivity has to be validated via the positivity of the Choi matrix [69].

The case when all rates $\gamma_r$ are constant implies that the dynamical maps form a semigroup whose elements only depend on the length of the evolved time interval, $A_{t_2 \rightarrow t_1} = A_{t_1 \rightarrow t_1}$, and the semigroup composition law is fulfilled [63, 64], i.e.

$$A_{t_2 \rightarrow t_1} = A_{t_2} \circ A_{t_1} \quad \forall t_1, t_2.$$  

Such an evolution is called time-homogeneous (due to the constant rates) and was originally defined as the criterion for a Markovian evolution [64]. More recently, different definitions of non-Markovianity have been introduced [63, 67], defined by either the violation of CP-divisibility [70] or the non-monotonicity of the trace distance [71]. The former states that any dynamical map which can be composed via

$$A_{t_2 \rightarrow t_1} = A_{t_1 \rightarrow t_2} \circ A_{t_1 \rightarrow t_1} \quad \forall t_2 \geq t_1, \quad (30)$$

where $A_{t_1 \rightarrow t_2}$ is a completely positive and trace preserving map, describes a Markovian evolution. The latter definition states that iff the evolution is Markovian, it holds that for any two states $\rho$ and $\sigma$

$$||\rho(t) - \sigma(t)||_1 \leq ||\rho(t_1) - \sigma(t_1)||_1 \quad \forall t_2 \geq t_1, \quad (31)$$

where $||A||_1 = \text{tr} \left( \sqrt{AA^\dagger} \right)$ is the trace norm. This notion of non-Markovianity is often associated with a backflow of information from the environment to the open system. We stress that these definitions are not equivalent. However, in both cases, the so called time-inhomogeneous evolution defined by always positive but time dependent rates in the master equation, is counted as Markovian. Consequently, non-Markovianity corresponds to rates $\gamma_r(t)$ which are allowed to be negative, at least for some $t$. Crucially, this will violate both criteria. To this end we want to emphasize that the specific definition of non-Markovianity, apart from the semigroup composition law, does not play any role for the interpretation of the results presented in this tutorial.

4 Ultimate precision limits - analyzing arbitrary quantum channels, initial states and measurements

To evaluate the highest achievable precision of a measurement device operating in the quantum regime it is necessary to specify additional boundary conditions. At first, let us mention the possibility of different initial states which can be prepared. As we have already seen, the employment of entanglement yields a higher scaling of the achievable precision in the number of probes. Second, during the encoding period, the noise affects the system. While this may also be the case for a classical measurement device, here the noise can be purely quantum, e.g., a quantized radiation field [62]. And third, one can consider different possible measurement procedures. Realistically however, experimental realizations often limit this pool to a finite set.

Consequently, we consider a framework where these possibilities are taken into account. Therefore we gener-
alize the FEP to the frequency estimation protocol for arbitrary quantum channels (cFEP) within the independent noise model and arbitrary initial states as well as arbitrary measurements. It is sketched in Fig. 1 (c). In a first step, the N probes are prepared in an arbitrary but chosen state. The specific properties of this state, i.e., whether it carries coherence or correlation, are transferred to an optimization involving all possible input states. Subsequently, the probes evolve for the encoding time t. The evolution of each single probe’s reduced state is described via a completely positive and trace preserving (CPTP) dynamical map [63] or equivalently a CPTP quantum channel [66]. We denote this channel by \( \Lambda_{\omega_0,t} \) which acts on the total input state \( \rho^{(N)}_0 \) of all N probes as

\[
\rho^{(N)}_{\omega_0,t} = \Lambda_{\omega_0,t} \otimes N \left[ \rho^{(N)}_0 \right].
\]  

The definition of the total map as the product of each single qubit channel, i.e., \( \Lambda_{\omega_0,t} = \bigotimes_{n=1}^N \Lambda^{(n)}_{\omega_0,t} \), is a necessity of the independent noise model. It ensures that all probes undergo the same evolution, i.e. the impact of noise on each probe is individual but identical, while it forbids direct and environmentally mediated interactions of the probes during the interrogation time. The index \( \omega_0 \) reminds that the channel possesses a dependence on the parameter to be estimated.

The last step in the protocol is the measurement. Again, this is kept completely general in terms of the allowed measurements, i.e., they may be local on a single probe or global measurements on an arbitrary number of the probes. Needless to say, the choice of the measurement will fix the probability distribution of outcomes, which in turn fixes the Fisher Information and therefore the CRB. In this section, we will see how in the quantum framework it is possible to get an explicit form for the best possible precision, maximized over all the measurement procedures.

### 4.1 Quantum Fisher Information and Quantum-CRB

Indeed, a chosen measurement immediately transfers a statistical operator (quantum state) to a (classical) probability distribution. A generic quantum measurement is described by a positive operator valued measure (POVM), \( \{ M_k \} \), whose elements are positive-semidefinite operators associated with outcome x for which it holds \( \sum_x M_k = I \). Choosing a POVM fixes the probability distribution \( p^{(N)}_{\omega_0,t} \), i.e. the probability to obtain outcome \( x \) is \( p^{(N)}_{\omega_0,t}(x) = \text{tr} \left[ M_k \rho^{(N)}_{\omega_0,t} \right] \). Following [57, 72], the maximization of the FI over all POVMs yields the Quantum-Fisher-Information (QFI)

\[
F_Q \left[ \rho^{(N)}_{\omega_0,t} \right] := \max_{\{ M_k \}} F_{\text{cl}}[p^{(N)}_{\omega_0,t}(x)] = \text{tr} \left[ \rho^{(N)}_{\omega_0,t} L^2_{\omega_0,t} \right].
\]  

Here, \( L_{\omega_0,t} \) is the symmetric logarithmic derivate (SLD) of the state \( \rho^{(N)}_{\omega_0,t} \), which itself completely determines the QFI. Note that here we restrict to POVMs independent of \( \omega_0 \), otherwise additional contributions appear [73]. The SLD is implicitly defined as

\[
\frac{\partial \rho^{(N)}_{\omega_0,t}}{\partial \omega_0} = \frac{1}{2} \left( L_{\omega_0,t} \rho^{(N)}_{\omega_0,t} + \rho^{(N)}_{\omega_0,t} L_{\omega_0,t} \right),
\]  

which is an instance of the Lyapunov equation [74] and merely states one of the core problems in quantum metrology. There exist an explicit solution to this equation, namely in the basis that diagonalizes \( \rho^{(N)}_{\omega_0,t} \), \( L_{\omega_0,t} \) can be expressed as

\[
L_{\omega_0,t} = \sum_{\{ j,k \}} \frac{2}{p_{jk}} \langle j \rangle \frac{\partial \rho^{(N)}_{\omega_0,t}}{\partial \omega_0} \langle k | j \rangle \langle k | \rangle.
\]

Using this equation, it is straightforward to calculate the QFI in case of a noiseless, i.e. a unitary evolution. Assuming we can write the encoding Hamiltonian in the form \( H = \omega_0 H_{\text{red}} \), with some suitable \( \omega_0 \)-independent Hermitian operator \( H_{\text{red}} \), the quantum channel is directly given by \( \Lambda_{\omega_0,t}[\cdot] = U \cdot \cdot \cdot U^\dagger \) with \( U = \exp(-it\omega_0 H_{\text{red}}) \) and one arrives at

\[
F_Q[U | \psi] = 4 t^2 A^2 |H | | \psi |^2.
\]  

Crucially, \( A^2 |H | | \psi |^2 \) is nothing else but the variance of the Hamiltonian generating the dynamics taken with respect to the initial state \( | \psi |) [75]. Note that for \( H = \omega_0 H_{\text{red}} \) the QFI is always independent of \( \omega_0 \) itself [76].

We emphasize that the statistical operator \( \rho^{(N)}_{\omega_0,t} \) is the quantum state of all N particles at once and may contain correlations between the different subsystems. This reduces the additivity of the QFI to the case of uncorrelated states, i.e. \( F_Q[\rho^{(N)}_{\omega_0,t}] = NF_Q[\rho_{\omega_0,t}] \), since this is the only case where the measurements are indeed independent [65]. Analogously to the classical case, this could be thought of as either a parallel measurement on N probes or an N times repetition of the same measurement on a single probe. Furthermore, the QFI is convex under incoherent mixtures of quantum states [77, 78], i.e. for valid states.
Hence, any mixing of states cannot increase the QFI.

An equivalent definition of the QFI can be given in terms of the purification $|\Psi_{\omega_0,t}\rangle$ of the state $\rho_{\omega_0,t}^{(N)}$. By lifting the state into an Hilbert space extended by $\mathcal{H}_E$, the common state can be expressed via the pure state vector $|\Psi_{\omega_0,t}\rangle$, where $\rho_{\omega_0,t}^{(N)} = \text{tr}_E [ |\Psi_{\omega_0,t}\rangle \langle \Psi_{\omega_0,t}|]$. Then, the QFI can be expressed as the minimum over these purifications [22, 65, 79]

$$F_Q[\rho_{\omega_0,t}^{(N)}] = 4 \min_{\Psi_{\omega_0,t}} \langle \partial_{\omega_0} \Psi_{\omega_0,t} | \partial_{\omega_0} \Psi_{\omega_0,t} \rangle .$$

Indeed, the crucial role of the QFI is due to the fact that it bounds the achievable precision for any possible measurement. Recalling the CRB in Eq. (9) and the definition of the QFI in Eq. (33), we arrive in fact at the Quantum Cramér-Rao Bound (QCRB), stating that the estimation error, minimized over any possible measurement for any initial state $\rho_0^{(N)}$, is lower bounded by

$$\Delta^2 \hat{\omega} \geq \min_{t \in [0, T]} T F_Q \{ A_{\omega_0,t}^{\otimes N} | \rho_0^{(N)} \} .$$

Note that we explicitly mention the minimization to be performed over the interrogation time to obtain the optimal performance for the particular input state $\rho_0^{(N)}$.

To simplify the notation, from now on we will denote a derivation with respect to $\omega_0$ with a simple overdot, i.e. $\partial_{\omega_0} \bullet = \dot{\bullet}$.

### 4.2 Achieving maximal precision - bounding the QFI

For the aim of finding the maximal achievable precision for an arbitrary quantum channel, the maximization of the QFI with respect to the initial state is inevitable. While we already removed the necessity of specifying a measurement (POVM) in section 4.1, here we will explore how the optimization of the QFI with respect to the input state can be performed efficiently. The only “free” parameters left are then the encoding time $t$ and the quantum channel itself. In any case, the result of the input state optimization will indeed depend on the channel, hence it is meaningful to define the channel–QFI (cQFI), which is the maximum FI at a time $t$ achievable when input state and readout are optimal. We define the cQFI as in [23, 65],

$$\mathcal{F} [ A_{\omega_0,t}^{\otimes N} ] := \max_{\rho_0^{(N)}} T F_Q \{ A_{\omega_0,t}^{\otimes N} | \rho_0^{(N)} \} .$$

The task of maximization quickly becomes involved, although due to the convexity of the QFI, Eq. (38), the set of states over which the optimization in Eq. 41 is performed can be confined to pure states. For an increasing probe number, it is not a priori given that the optimal input state grows trivially with $N$, e.g., like the GHZ states in Sec. 2.3, but non-trivial correlations may become important for some channels when $N$ is increased. Since the dimension of the state grows exponentially with $N$, numerical computation becomes infeasible even for small $N$ rendering the cQFI out of reach for examinations of an asymptotic scaling law. However, the cQFI can be bounded in terms of the Kraus operators representing the channel on the single probe level. Therefore, we will give an idea of the procedure in the single probe cQFI and state the result for the arbitrary $N$ case.

To avoid the calculation of the SLD, one utilizes the purification-based definition of the QFI, Eq. (39). The channel at any fixed time $t$, $A_{\omega_0,t}(\rho_0)$, can be regarded as a unitary evolution of the system in an extended Hilbert space, i.e. $\mathcal{H}_{ext} = \mathcal{H}_S \otimes \mathcal{H}_E$, and subsequent tracing of this extension, using the Stinespring dilation theorem [66]. Specifically we have

$$A_{\omega_0,t}[\rho_0] = \text{tr}_E \left[ U_{\omega_0}(t) \rho_0 \otimes \rho_E U_{\omega_0}^\dagger(t) \right] = \sum_{j} K_j(t, \omega_0) \rho_0 K_j(t, \omega_0)$$

where $K_j(\omega_0, t)$ are the Kraus operators representing $A_{\omega_0,t}$ and $\rho_E$ is a state of the extending subspace, which can always be assumed to be pure in terms of a purification performed on the extending subspace. Since the convexity of the QFI restricts $\rho_0$ to be pure, $\rho_0 \otimes \rho_E$ is pure and hence we can invoke Eq. (39). All purifications can then be reached by rotating the fixed $\rho_E$ with a unitary acting only on the extending subspace, $V_{\omega_0} \rho_E V_{\omega_0}^\dagger$. Note that these unitaries will in general depend on the frequency $\omega_0$ itself. Thanks to the locality of the QFI, we are allowed to write this unitary in terms of a Hermitian matrix $h$ independent from $\omega_0$, $V_{\omega_0} = \exp (-ih\omega_0)$. Note that after performing the partial trace using the rotated environmental state, the whole transformation boils down to a rotation of the channel’s Kraus operators, i.e. we have $\hat{K}_j(\omega_0, t) = \sum_{ij} (V_{\omega_0})_{ij} K_j(\omega_0, t)$ with $R$ the rank of the channel (note that this conversely implies that the dimension of $\mathcal{H}_E$ is

$$\rho, \sigma, \tau \text{ with } \rho = \lambda \sigma + (1-\lambda) \tau \text{ and } 0 \leq \lambda \leq 1 \text{ we have }$$

$$F_Q[\rho] \leq \lambda F_Q[\sigma] + (1-\lambda) F_Q[\tau].$$

$$\Delta^2 \hat{\omega} \geq \min_{t \in [0, T]} T F_Q \{ A_{\omega_0,t}^{\otimes N} | \rho_0^{(N)} \} .$$

$$\mathcal{F} [ A_{\omega_0,t}^{\otimes N} ] := \max_{\rho_0^{(N)}} T F_Q \{ A_{\omega_0,t}^{\otimes N} | \rho_0^{(N)} \} .$$
Taking the trace yields the cQFI as
\[
\mathcal{F}[A_{\omega_0,t}] = \frac{4}{\hbar} \max_{\rho_0} \operatorname{tr} \left[ \sum_{i=1}^{R} \hat{K}_i(t, \omega_0) \rho_0 \hat{K}_i^\dagger(t, \omega_0) \right],
\]
where
\[
\hat{K}_i(t, \omega_0) = \hat{K}_i(t, \omega_0) - i \sum_{j=1}^{R} h_{ij} \hat{K}_j(t, \omega_0),
\]
while higher order terms in \( \omega_0 \) in \( \hat{K}_i(t, \omega_0) \) do not contribute due to the mentioned locality of the QFI. We want to emphasize, that the environment used to employ Stinespring’s theorem and, at the same time, the purification to obtain the cQFI is not necessarily a physical environment but merely a theoretical construct to avoid calculations involving the SLD.

The remaining maximization over (pure) input states \( \rho_0 \) is still a tedious task, especially for complicated channels or high dimensional systems. Importantly, the order of min and max cannot be exchanged. Nevertheless it turned out that an upper bound to the cQFI, based on the spring’s theorem and, at the same time, the purification to obtain the cQFI is not necessarily a physical environment but merely a theoretical construct to avoid calculations involving the SLD.

Let us now discuss the attainability of the (Q)CRB. The first thing one has to keep in mind is that one is free to choose \( t \ll T \) which increases the number of repetitions \( \nu = T/t \). This provides more measurement data gathered over the total time \( T \), and hence can lead to better precision which then improves at a classical rate \( \sim 1/\nu \).

4.3 Saturation of the (Quantum-)CRB

We stress the dependence of the optimal \( h \) on the number of probes, i.e., the minimization has to be performed for every \( N \). It has been discussed, that indeed this bound provides useful estimates of the QFI for all \( N \), even in the asymptotic regime \( N \to \infty \) [23, 65] and, in fact, this will be the basis for the results presented in the next sections. Indeed, the cQFI in Eq. (44) and the bound in Eq. (45) coincide for \( N = 1 \), as well as when considering any Kraus representation, i.e., \( h \), such that \( \beta = 0 \) (in this case one can show [65] that the second inequality in Eq. (45) is saturated). In the latter case, it might still be convenient to consider Kraus representations such that \( \beta = 0 \) and the optimal \( h \) in Eq. (45) for each finite value of \( N \). This provides the so-called finite-\( N \) channel extension method, which plays a crucial role in frequency estimation, in order to determine how the optimal evaluation time depends on \( N \) and, hence, the best possible scaling of the precision obtained by optimizing also over \( t \) [28, 65]. In any case, the bound requires intensive numerical effort, but can be cast into a semidefinite program to perform the minimization efficiently [23, 65]. Note that, besides this channel extension method, also other methods have been proposed and developed in the literature [22, 23, 82].

\[\mathcal{F}[A_{\omega_0,t}^\otimes N] \leq \mathcal{F}[\mathcal{F} (A_{\omega_0,t} \otimes \mathbb{I}^\otimes N)] \leq 4N \min_{h(N)} \left[ \| \alpha_K \|^2 + (N - 1) \| \beta_K \|^2 \right] = \mathcal{F}^\top (\mathcal{F}[A_{\omega_0,t}^\otimes N]) \]

with
\[
\alpha_K = \sum_{i=1}^{R} \sum_{\omega_0} \hat{K}_i(t, \omega_0) \hat{K}_i^\dagger(t, \omega_0), \quad \beta_K = \sum_{i=1}^{R} \sum_{\omega_0} \hat{K}_i(t, \omega_0) \hat{K}_i(t, \omega_0).
\]
The chain of inequalities for the (Q)CRB mentioned so far is given by
\[
\Delta^2 \hat{\omega} \cdot T \geq \min_i \left( t_i \right) \frac{F_{\text{cl}}}{2}, \quad \min_i \left( t_i \right) \frac{F_{Q}}{2} \geq \Delta^2 \hat{\omega} \cdot T \geq \min_i \left( t_i \right) \frac{F_{\text{cl}}}{2}, \quad \min_i \left( t_i \right) \frac{F_{Q}}{2} \geq \min_i \left( t_i \right) \frac{F_{\text{cl}}}{2},
\]
which has been bounded by several optimization procedures.

Inequality (1). — In fact, one should keep in mind that the saturability of inequality (1) is a non-trivial issue and strongly depends on the properties of the estimator and therefore classical data processing [76]. We already mentioned that any efficient estimator which is unbiased will achieve the CRB, however, such an estimator may not even exist globally, i.e. for any arbitrary value of \( \omega_0 \).

An often constructed estimator is the maximum likelihood estimator (MLE) which profits from the collection of a large data set (Consider for example the estimator for a sample mean \( \bar{x} = \frac{\sum_{i=1}^{N} x_i}{N} \)). Specifically, it is the estimator maximizing the likelihood \( p_{\omega_0}(\bar{x}) \) from Sec. 2.2. One can show that the asymptotic probability distribution of the MLE is a normal distribution with mean \( \omega_0 \) and variance \( F_{\text{cl}}, \) i.e. saturating the CRB [2]. While always being consistent, one also has to keep in mind that an MLE may only be asymptotically unbiased, i.e., the bias \( \beta \) vanishes asymptotically for a large sample size.

On the other hand, in the regime of a finite data set, saturation is as mentioned not guaranteed in general. More specifically, this is true at least on a global level, i.e., irrespectively of the true value \( \omega_0 \). In particular, a globally efficient estimator can only be found if the underlying probability density belongs to the so called exponential family [2]. Crucially, the normal distribution belongs to that family and hence the asymptotic saturability can be understood as an instance of the central-limit-theorem [2, 83].

However, one can always follow a local approach to saturate the CRB locally at a point \( \omega_0 = \omega_L \), where one constructs a locally unbiased estimator which satisfies a local unbiasedness condition [4, 84],
\[
\frac{\partial}{\partial \omega_0} (\hat{\omega}(\bar{x})) \bigg|_{\omega_0 = \omega_L} = 1. \tag{47}
\]
Indeed, when this condition is imposed during the derivation of the CRB, one exactly obtains Eq. (9) with the only restriction that it is only valid (i.e. equality can be reached) for an interval \( \omega_0 = \omega_L \pm \delta \omega \), as one also restricts the FI to this interval, which on the other hand is a local quantity anyways, see Eq. (11). One is tempted to believe, that such a constraint renders the whole formalism impractical, as this restriction is very much present in nearly every estimation scheme since a globally unbiased estimator can almost never be constructed in a useful manner, or can’t even be found for the problem at hand [2]. The usefulness of the local approach traces back to the fact that one often possesses preliminary information about the parameter, such that the scheme becomes applicable to the measurement of small fluctuations in the parameter as it is done in atomic clocks [11], gravitational wave detectors [16, 17] or as in a quantum sensing scenario named “slope detection” [6] employing for example nitrogen-vacancy centers in diamond [8] for magnetometry. Furthermore, one can think of the protocol as a “second step estimation”, where one roughly determines the parameter first and applies the presented protocol for further refinement. Indeed, the local approach may be considered as the one giving the lowest bound hence its analysis may be regarded as the most optimistic one, therefore the derived limits can be considered fundamental. Additionally, the call for locality may be relaxed by allowing adaptive measurements, that is a sequence of MLE estimators based on locally unbiased estimates is consistent and asymptotically efficient [84].

For an approach employing an estimation of the whole parameter range, one has to resort to Bayesian inference techniques to frequency estimation [85]. Here, one requires a new notion of the Heisenberg limit, which is now \( \pi^2 / N^2 \) [86] and can be saturated employing adaptive schemes as examined in [87, 88].

Inequality (2). — The second inequality turns into an equality by choosing the POVM which maximizes the FI \( F_{\text{cl}} \). In particular, this POVM is given in terms of the projectors into the eigenbasis of the SLD operator [72], which in most cases turns out not to be a practical, realizable choice. In the specific case of a unitary evolution we know that Eq. (37) holds, and then the optimal measurement (and input state!) are given by an equally weighted superposition of eigenstates belonging to the Hamiltonian \( H \), as this state maximizes the variance [51], compare Eq. (37). More precisely, for the Hamiltonian \( H = \sum_{n=1}^{N} \omega_0 H_{\text{red}}^{(n)} \) (where all \( H_{\text{red}}^{(n)} \) are identical), the SQL is achieved by the product state \( |\psi\rangle \otimes |\phi\rangle \) where
\[
|\psi\rangle = \text{argmax} \Delta^2 H_{\text{red}}|\phi\rangle, \tag{48}
\]
while the HL is achieved by
\[
|\psi^{(N)}\rangle = \frac{|\mu_{\text{max}}\rangle \otimes |\phi\rangle + |\mu_{\text{min}}\rangle \otimes |\phi\rangle}{\sqrt{2}}, \tag{49}
\]
with \( |\mu_{\text{max/min}}\rangle \) the eigenvectors belonging to the maximal (minimal) eigenvalues of \( H_{\text{red}} \). These states are trivially also the ones maximizing the cQFI and are therefore able to saturate all bounds given in Eq. (46).
**Inequality (3).** — The saturation of the bound given by the cQFI $\mathcal{F}$ is given if all the conditions set by the maximization procedures of the FI are fulfilled. This requires the knowledge of an optimal input state for the FI. In the case of a unitary evolution, these can be found by maximizing the variance of the Hamiltonian, as mentioned in the previous paragraph. For a general open-system dynamics, i.e. an arbitrary quantum channel, the state maximizing the cQFI cannot be generally found explicitly. However, note that if one finds a state and a measurement procedure such that $t/F_\text{cl}$ has the same scaling as $t/F$, one can also argue that the optimal strategy will have such a scaling, as long as the classical CRB (1) is saturated as well.

**Inequality (4).** — This inequality may never be saturated, as the cQFI $\mathcal{F}$ is an upper bound on the QFI $F_\text{Q}$ itself. However, its scaling with the probe number may be reached asymptotically ($N \to \infty$), apart from a possible constant. Analogously to the arguing for inequality (3), if one finds a state and a measurement procedure such that $t/F_\text{cl}$ has the same scaling as $t/F$, given the saturation of the classical CRB (1), the optimal strategy will possess the same scaling.

### 5 Realistic bounds on the precision

The cFEP has been under heavy investigation to determine the best precision achievable under different circumstances and, in particular, the different kinds of noise during the encoding time. The main question is whether the ultimate limit is given by the SQL, or how close one can reach the HL. Thereby one has to keep in mind that these limits have to be understood in an asymptotic sense, i.e. the number of available probes $N$ is large and tends to infinity. As we will see in this section, for a finite number of probes these asymptotic scalings may not yet hold and are usually worse.

Throughout this section, we will use the model from Ref.[29] as a reference for realistic noise. It is capable of reproducing all the scalings we are going to present here, provided the parameters are chosen as such that the correct approximations to reach these regimes are justified. We model each probe via a qubit, which interacts with an infinite number of harmonic oscillators which in turn are independent from each other. This is the regularly invoked spin boson model for quantum dissipation [68], where the Hamiltonian is specified as

$$H = \frac{\omega_0 \sigma_z}{2} + \sum_n \omega_n \sigma_n^a a_n^\dagger + \left( \cos \frac{\theta \sigma_x}{2} + \sin \frac{\theta \sigma_y}{2} \right) \otimes \sum_n \left( g_n a_n + g_n^* a_n^\dagger \right).$$

The transition frequency of the qubit, $\omega_0$, represents the parameter to be estimated. For the bath, we invoke the operators $a_n$ and $a_n^\dagger$, which are the bosonic annihilation and creation operators corresponding to mode $n$ with frequency $\omega_n$. The second line contains the coupling part of the Hamiltonian. Each environmental mode is coupled to the two-level system with strength $g_n$, while the parameter $\theta$ defines the coupling angle between the $x$-axis and the direction of the coupling operator. This allows the identification of different scenarios: For $\theta = \pi/2$ we have pure dephasing (or parallel noise with respect to $z$-direction) interaction, while for $\theta = 0$ we observe a purely transversal (or perpendicular) interaction. Under a weak coupling assumption between the qubit and the bath oscillators, one employs the second order time-convolutionless master equation for the reduced density matrix of the qubit alone [62, 89] and obtains

$$\frac{d\rho(t)}{dt} = -i \left[ \frac{\omega_0}{2} \sigma_z, \rho(t) \right] + \gamma(t) \left( \sigma \rho(t) \sigma^\dagger - \rho(t) \right),$$

where we have abbreviated the quantities

$$\gamma(t) = \frac{\lambda}{\beta} \arctan (\omega_c t),$$

$$\sigma = \cos \theta \sigma_x + \sin \theta \sigma_z.$$

In particular, the following assumptions are included in the derivation of Eq. (51): First, the spectral density used to describe the continuum of bath modes has the Ohmic form $J(\omega) = \sum_n g_n^2 \delta(\omega - \omega_n) \to \lambda \omega \exp (-\omega/\omega_c)$, where “$\to$” describes the continuum limit. Here, $\lambda$ defines an overall coupling strength and $\omega_c$ is a cut off frequency, much larger than $\omega_0$. Second, the total initial state of the bath is a thermal state with a low inverse temperature $\beta$. We want to stress further, that in general the direction of the noise in the master equation (here fixed by $\theta$ in $\sigma$) is a direct consequence of the direction fixed by the interaction Hamiltonian, but the preservation of the same functional dependence is a special case of the regime considered.

Performing the secular approximation [62, 89–91] during the derivation of the master equation corresponds to neglecting fast oscillating terms modifying the evolution [92]. This is always justified in the scenarios where the free dynamics is much faster than the dissipative one. In particular, one separates the timescale $\tau_0 \sim \omega_0^{-1}$ from the relaxation time of the system, $\tau_R$. As long as $\tau_0 \ll \tau_R$, terms
are indeed Lindblad equations (i.e. their solution is a dy-
Markovianity later in this section. Furthermore, this model
has been performed. We will comment on the role of non-
Ohmic spectral density, while no Markov-approximation
that this is a consequence of the specific choice of the
plest the populations and coherences of the qubit. Starting
ω oscillating with ω₀ are averaged out, which in turn decou-
plies the populations and coherences of the qubit. Starting
from Eq. (51), one is left with the master equation
\[
\frac{d\rho(t)}{dt} = -i \left[ \frac{\omega_0}{2} \sigma_z, \rho(t) \right] + \gamma(t) \sum_{j=x,z} d_j \left( \sigma_j \rho(t) \sigma_j - \frac{1}{2} \{ \sigma_j, \rho(t) \} \right)
\]  
(53)

with \( d_+ = d_- = \cos^2 \theta \), while \( d_z = \sin^2 \theta \).

We stress that both these master equations are CPTP,
due to the positivity of \( \gamma(t) \forall t \geq 0 \) [64], which also
categorizes them as time-inhomogeneous Markovian. Note
that this is a consequence of the specific choice of the
Ohmic spectral density, while no Markov-approximation
has been performed. We will comment on the role of non-
Markovianity later in this section. Furthermore, this model
allows for a natural transition to master equations which are
indeed Lindblad equations (i.e. their solution is a dyna-
mailional semigroup [62, 63]), where the decay rate \( \gamma(t) \)
is replaced by a constant. This can be achieved by taking the
limit \( \omega_c \to \infty \) [29], which corresponds to an infinite nar-
rowing of the bath correlation functions (which decay as
\( \sim \omega_c^{-1} \)), which is basically the necessary condition for
the Markov approximation to hold.

As already explained in Sec. 4.3, the attainability of the
QCRB employing the cQFI \( \mathcal{F} \) as a lower bound to the
achievable precision can be shown (at least up to a con-
stant factor) by evaluating the precision, as quantified by
the FI, for a specific measurement and initial state. For
the cases taken into account here, it is enough to con-
sider GHZ-states as the input and the parity operator,
\( P_x = \bigotimes_{n=1}^N \sigma_x^{(n)} \) [43] as the subsequent measurement. Using er-
ror propagation, Eq. (12), the error can be written as
\[
\Delta^2 \hat{\omega}_p \cdot T = t \frac{1 - \langle P_x(t) \rangle^2}{\langle\langle P_x(t)\rangle\rangle^2}
\]
(54)

where further calculations can be found in [29, 93]. Simu-
lating that bound, provides us with a chain of inequalities
\[
\Delta^2 \hat{\omega}_p \cdot T \geq \Delta^2 \hat{\omega} \cdot T \geq \frac{t}{\mathcal{J}[\Lambda_{\omega_0,t}]} \Rightarrow \Delta^2 \hat{\omega} \cdot T \sim \frac{1}{N^k},
\]
(55)

where we justify the implication from the fact that when
both sides approach 0 in the limit \( N \to \infty \) as \( N^{-k} \), the same
will be true for \( \Delta^2 \hat{\omega} \cdot T \).

Remark.— It is important to keep in mind that in gen-
eral the decay rates contained in the dissipator depend on
the frequency \( \omega \) to be estimated. Intuitively, this can be
understood as a different part of the environmental spec-
dral density is probed. These contributions are usually
neglected, although they can change the magnitude of the
QFI [29] and they have also been considered in the con-
text of Gaussian noise [94]. However, in the model chosen
in this work, this dependence is naturally removed by the
choice of the Ohmic spectrum combined with the large cut-
of frequency.

5.1 The Zeno-limit under phase-covariant
noise

Let us start with noise which can be described using the
master equation in Eq. (53). The secular approximation
ensures that the noise induced during the evolution is
phase-covariant (PC) [95–98]. This requirement is de-
defined through the condition that the channel generating the evo-
lution commutes with any rotation \( R_\phi \) [11] = \exp (\pm i\phi \sigma_z) \cdot
\exp (i\phi \sigma_z) of the qubit’s state around the z axis, i.e.,

\[
[A_{\omega_0,t}, R_\phi] = A_{\omega_0,t} \circ R_\phi \circ R_\phi \circ A_{\omega_0,t} = 0
\]
(56)

for any arbitrary angle \( \phi \). In other words, the free evo-
lution and the action of the noise commute. When the
qubit’s state is described in terms of its Bloch vector,
phase-covariance results in a particular geometry of the
available transformations made through the channel. The
volume of available states always contracts isotropically
in x and y direction, preserving the rotational symmetry
around the z axis. Furthermore, contractions and shifts
along the z-axis are allowed, compare also Fig. 3. Indeed,
one can show that any dynamics fulfilling these conditions
possesses a generator of the form
\[
\frac{d\rho(t)}{dt} = -i \left[ \frac{\omega_0}{2} \sigma_z, \rho(t) \right] + \sum_{j=x,z} \gamma_j(t) \left( \sigma_j \rho(t) \sigma_j^\dagger - \frac{1}{2} \{ \sigma_j^\dagger \sigma_j, \rho(t) \} \right)
\]  
(57)

with suitable rates \( \gamma_j(t) \) and a possibly time dependent Lamb-shift \( h_0(t) \) [28].

It has been shown that for any FEP where the channel can be described according to Eq. (57), i.e., the channel is phase-covariant, the ultimate precision is always bounded from below [28] by the asymptotic scaling
\[
\Delta^2 \hat{\varrho}_{\text{Zeno,PC}} \cdot T \geq \frac{C}{N^{3/2}},
\]  
(58)

for a suitable (\( N \)-independent) constant \( C \). Furthermore, it was shown that such a limit can always be achieved (at most up to the constant factor) by means of a GHZ state. First encounters with this scaling have been presented in [99, 100], where it has been linked to the quadratic decay of transition probabilities in the environment on short time scales and was hence called the Zeno-Limit. A general derivation for the case of pure dephasing can also be found in [101]. Indeed, as shown in [28], the Zeno scaling emerges for all evolutions whose dynamics deviate from a Lindbladian (semigroup [63]) evolution at short time scales, while the precision collapses immediately to the SQL when the rates \( \gamma_j(t) \) in Eq. (57) are replaced by constants [21]. In particular, the optimal interrogation time has been proved to scale as
\[
\frac{\varrho_{\text{Zeno,PC}}^{opt}}{\varrho_{\text{PC}}} \propto \frac{1}{N^{1/2}},
\]  
(59)

for any evolution (apart from the unrealistic case of a full revival), thus showing explicitly how the optimal estimation strategy relies on measurements on shorter and shorter time scales.

Note that a Lindbladian (semigroup) evolution corresponding to constant rates in Eq. (57) is generally an approximation to the real dynamics, as it relies on a coarse grained time resolution [62], which neglects times where the environmental correlation functions aren’t decayed yet. However, the total evolution of the system and the bath is always governed by a unitary evolution of a possibly time dependent Hamiltonian \( H(t) \). Hence given an initial pure state of the system \( |\psi_S\rangle \) and the total state \( |\psi\rangle = |\psi_S\rangle \otimes |\psi_E\rangle \), the short time survival probability of the reduced state can be written as [28]
\[
\langle \psi_S | A_1 | \psi_S \rangle \langle \psi_S | \psi_S \rangle = 1 - a^2 + O(t^2),
\]  
(60)

which is always of the order \( O(t^2) \) and \( a^2 = \langle \psi | H(0) | \psi \rangle - \langle \psi_S | \text{tr}_E[ H(0) | \psi \rangle \langle \psi | H(0) ] | \psi_S \rangle \). Hence we can understand a dynamics which is accurately described by a Lindblad master equation as a type of dynamics where the “Zeno regime” (i.e. the regime where terms quadratic in time are relevant) is not accessible. Moreover, since the information about \( \omega_0 \) is encoded in the phase of the qubit’s state, for the special single probe case (i.e. \( N = 1 \)) it was possible to show that the length of the Bloch vector’s projection into the \( xy \) plane determines the achievable precision. In this respect one may observe geometrically the balance between a long evolution time and the decoherence processes diminishing the achievable precision, for that compare also Fig. 4. Both affect the distance between the projections of the two states \( \rho_{\omega_0,t} \) and \( \rho_{\omega_0 + \omega_0,N,t} \), which is given by the line element \( r(t) d\phi(t) = r(t) t \omega_0 \) where \( r(t) \) is the length of the projection and \( d\phi(t) = t \omega_0 \) the phase difference. Obviously, the function \( r(t) \) and \( t \) counteract each other. While \( t \) increases the phase difference and hence provides as better distinguishability of the states, \( r(t) \) pulls the projections towards the origin and thereby decreasing the precision.

We want to emphasize again, that this limit is asymptotic, i.e., it is reached for a larger number of probes which in turn shifts the optimal interrogation time into the short time regime. This shifting can be motivated by the fact that entangled states do not only share their phase evolution, but also collectively gather fluctuations induced by the noise. Hence, the noise is “naively \( N \)-times stronger”, i.e., the phase evolution is lost quicker. In the short time regime, the only time order left to contribute is the second one as shown above, which then yields the mentioned scaling.

As an example, we show here that the microscopic model given by the Hamiltonian (50) induces the Zeno scaling, when we choose dephasing noise that is parallel to the signal encoding, i.e., \( \omega = \pi/2 \). For a Ramsey measurement, we can calculate the CRB analogously to [100]. We remark that for that choice of \( \omega \), Eq.(57) and Eq.(53) coincide since the case of pure dephasing is always PC. Em-
ploying GHZ states (compare also Sec. 2.4) we determine the survival probability
\[ p_{\omega_0,t} = \frac{1}{2} \left\{ 1 + \exp \left[ -\frac{N\lambda}{\beta} \left( t \arctan(\omega_c) - \frac{\log(1 + t^2 \omega_c^2)}{2\omega_c} \right) \right] \right\} \times \cos(Nt\omega_0) \, . \]  
\tag{61}

Since the short time expansion yields \( p_{\omega_0,t} = 1 - t^2(N^2 \omega_c^2 - \lambda N\omega_c/\beta)/4 + O(t^3) \), we expect the precision to be bound by the Zeno limit. Calculating the CRB employing the survival probability in Eq. (61), the subsequent derivations of the CRB with respect to \( \omega_0 \) and \( t \) yield the optimality conditions,
\[ t_{\text{opt}} = \frac{k\pi}{2N\omega_0} \quad \text{and} \quad \beta = 2N\lambda t_{\text{opt}} \arctan(\omega_c t_{\text{opt}}), \]  
\tag{62}
where the second one is a transcendental equation. Expanding it to second order in \( t \), which is justified by the results of [28], we find \( t_{\text{opt}} = \sqrt{\beta/2N\omega_cN} \) which results in the optimal precision as
\[ \Delta^2 \hat{\omega} \cdot T \gtrsim \frac{2\lambda\omega_c}{\beta N^3} e^{\frac{\pi \pi}{2\omega_c}} \left( 1 + \frac{\beta\omega_c}{2\lambda N} \right)^{\frac{N}{\pi N}}, \]  
\[ \text{and is indeed scaling according to the Zeno limit. Additionally, it is possible to show that an infinitely short Zeno regime immediately yields the SQL. Therefore, remember that the model is described by a Lindblad equation when taking the limit \( \omega_c \to \infty \), which reduces the correlation time of the environment to zero. Estimating these limits in Eq. (61) and (62), we obtain \( t_{\text{opt}} = \beta/\pi\lambda N \) and the optimal precision is scaling according to the SQL, \( \Delta^2 \hat{\omega} \cdot T \gtrsim \pi e\lambda/\beta N \).

Remark.— Note that the Zeno scaling can also emerge non-asymptotically, when the function dictating the transversal contraction of the Bloch sphere is always of second order in time. Then the scaling is immediately Zeno-like, e.g. for Gaussian envelopes, as they are encountered in nitrogen-vacancy centers [102].

### 5.2 Transversal noise

A special case is set by noise which is perpendicular to the direction of the frequency encoding (normally chosen as \( z \)). Indeed, for the model presented this corresponds to \( \theta = 0 \), but more general one speaks about perpendicular noise at the level of the ME, i.e., whenever the dissipator is of the form
\[ D_t[\rho] = \gamma(t) (\sigma_x \rho \sigma_x + \sigma_y \rho \sigma_y - \rho), \]  
\tag{64}
with \( \sigma_x + \sigma_y = 1 \), it induces transversal (or perpendicular) noise. Specifically, for a constant rate \( \gamma(t) \), this dissipator was analyzed in [39] and it was found that the ultimate precision is improved beyond the Zeno limit, yielding
\[ \Delta^2 \hat{\omega}_{\perp,\text{SG}} \cdot T \gtrsim \frac{1}{N^{3/3}}, \quad t_{\text{opt},\text{SG}} \sim N^{-1/3}. \]  
\tag{65}

Crucially, perpendicular noise is not phase covariant, i.e., the condition in Eq. (56) does not hold. In particular, the inclusion of PC breaking terms (which are exactly the ones neglected by the secular approximation [29, 98]), allows for non-isotropic contractions of the Bloch sphere in \( x \) and \( y \) direction [see Fig. 3]. Non-phase-covariant (NPC) dynamics then become sensitive to the initial phase of input states of the cFEP [29], which is fixed by the relation of \( \alpha_x \) and \( \alpha_y \). Indeed, a dependence of the initial phase was also predicted in [93], where the noise model was applied to a specific setup in atomic magnetometry [103].

Recently, using the upper bound on the cQFI in Eq. (45) it was shown numerically, that under the dynamics induced by the ME in Eq. (53) with \( \theta = 0 \) the precision is ultimately bounded by [29]
\[ \Delta^2 \hat{\omega} \cdot T \gtrsim \frac{1}{N^{7/4}}, \quad t_{\text{opt}} \sim N^{-1/4}. \]  
\tag{66}

Analogously to the Zeno limit, this scaling emerges under the deviation from pure Lindblad dynamics. Importantly, both scalings, Eq. (66) and (65), are reached by a parity measurement of GHZ states, see Figs. 5 (a) and (b). The latter scaling, \( N^{-7/4} \) is the best one so far achieved using the cFEP employing the independent noise model.

### 5.3 Arbitrary, non-phase-covariant noise

The dynamics under non-phase-covariant, non-transversal noise are a mostly unexplored category so far when regarded in the context of frequency estimation. It is not too long, that these types of dynamics became important, as the secular approximation performed in the master equation has been a rather standard procedure. Recent technological advances however presented methods to access timescales of the system’s dynamics where the contribution of the non-secular terms is not averaged out.
Figure 5: Scaling of the QCRB in the microscopic noise model. Panel (a) illustrates the numerically determined scalings of the QCRB in the case of transversal noise [employing Eq. (45)]. The asymptotic scaling in the semigroup case, given by Eq. (65) (∼ $N^{-5/3}$), is shown in green, the non-semigroup scaling given by Eq. (66) (∼ $N^{-7/4}$) in red. The solid black line marks the HL (∼ $N^{-1/2}$), the dashed black line the SQL (∼ $N^{-1}$), hence the white cone represents the region not accessible by classical strategies. The ZL (∼ $N^{-3/2}$) is shown in blue and supports the claim made in Eq. (67), showing the precision for a noise angle of $\vartheta = \pi/100$. Furthermore, it sets the lower bound for PC noise [see Eq. (58)]. Note that indeed the limits need to be understood in an asymptotic sense, as the initial increase is slower when additional probes are used. All plots are normalized by their value at $N = 1$ such that possible constants are neglected. Panel (b) represents an excerpt from panel (a) and contains also the scalings of the CRB for a parity measurement according to Eq. (54). The curves are plotted with dashed lines while the colors are chosen equivalently to (a). Observe here how the small dephasing component in the blue curves dominates the asymptotic behavior, but for less probes the scaling is closer to the perpendicular cases.

Since an NPC generator does not possess a specific form [conversely they are defined by not being PC, i.e., not of the form in Eq. (57)], it is involved to derive analytic results for the QCRB. Indeed, so far only numerical evidence has been presented, namely bounding the dynamics induced by Eq. (53) in terms of the inequality (45). It was found that, the ultimate scaling for any $\frac{\theta}{2} \geq \gamma > 0$ may also be given by the Zeno limit if the decay rate $\gamma(t)$ is time dependent [29], i.e.

$$\Delta^2 \omega_{\text{Zeno},\text{NPC}} \cdot T \gtrsim \frac{1}{N^{3/2}}.$$  \hspace{1cm} (67)

We emphasize, that any infinitesimal deviation from $\theta = 0$ immediately yields the latter scaling, see also Fig. 5 (b). One observes that in such a case there is always a contribution of the noise in the direction of the parameter imprinting, i.e., a dephasing contribution. Indeed, pure dephasing is always PC, hence it should limit the precision as explained in Sec. 5.1 and derived in [28]. Indeed, there it was also shown that the information content in the FI is directly proportional to the length of the Bloch vector’s projection into the $xy$ plane, and it was argued that pure dephasing is indeed the most detrimental noise in the estimation scheme. In other words, pure dephasing contributions are the limiting noise factors and when additional noise is added to the (even arbitrary small but not negligible dephasing) dynamics, the precision cannot increase. While this seems intuitive, we want to stress that this must not be the case when the asymptotic limit is not reached or when one has a probe-independent constant improvement in mind. In particular, it was shown [29] that NPC contributions can increase the single probe QFI on short times when the considered model is kept slightly more general.

### 5.4 Motivating toy model

To motivate the presented limits pictorially, we dedicate this section to a simple toy model. More precisely, the aim is to illustrate why transversal noise yields an improved scaling and any pure dephasing contribution automatically fixes the precision to be Zeno limited.

Therefore recall that the Ramsey sequence effectively measures the evolved phase of a coherent input state and the precision is fixed by the variance of a corresponding observable which is measured afterwards. For qubit probes, the variance of Pauli operators is completely determined by their expectation value. Let’s assume that the dynamics during the free evolution is governed by the Hamiltonian

$$H = \frac{\omega_0}{2} \sigma_z + \eta \left[ \sigma_x \cos(\theta) + \sigma_z \sin(\theta) \right],$$  \hspace{1cm} (68)

where $\eta$ is the amplitude of a noise process. If an experiment is performed, an amplitude is chosen at random, but
it is fixed for the different runs of the experiment (corresponding to \( v \) in Eq. (9)). We assume that the drawn amplitudes have zero mean and are distributed according to a Gaussian distribution. We interpret the measured expectation as a single realization drawn from the distribution of possible outcomes. In the experiment, for each run we prepare an equally weighted superposition of the \( \sigma_z \) eigenstates analogously to Sec.2.1. Let us now consider 3 cases: (i) For pure dephasing we have \( \theta = \pi/2 \), (ii) for transversal noise we have \( \theta = 0 \) and for a third case (iii) we assume \( \theta = \pi/4 \). We simulate the evolution via the unitary generated by the Hamiltonian (68) such that we have a total evolution of \( \omega t = \pi/2 \). Every result plotted on the Bloch sphere shown in Fig.6 corresponds to the outcome of a different experiment. A \( \pi/2 \) rotation around the \( x \) axis transforms the phase information of the states onto a population difference, where we can extract the distribution of \( \langle \sigma_z \rangle \), see Fig. 6, which show a drastically reduced variance for case (ii) when compared to the cases (i) and (iii), which themselves yield pretty similar results. Note that for case (i), the non-negative expectation value is a result of the particular geometry in combination with small values of \( \eta \).

To that end, this gives a motivation for why transversal noise is a special case, while any longitudinal component will reduce the scaling to the ZL.

5.5 Remarks

5.5.1 The role of non-Markovianity

The role of non-Markovianity in topics referring to quantum metrology is, by far, not sorted out yet. However, we stress that for the configuration of the cFEP non-Markovianity does not play any role when it comes to the ultimate limits in the asymptotic regime. A detailed analysis and the proof for phase covariant noise is given in [28], but we give an intuition in the following.

As shown in [28] and argued in Sec. 5.1, performing measurements at shorter and shorter time scales is crucial in order to overcome the SQL. This not only implies that, as said, the key property is the violation of the semi-group composition law on short time scales (rather than a specific form of non-Markovianity), but one can also show that, apart from the unrealistic case of a full revival, performing a measurement on longer time scales (e.g., waiting for a back-flow of information) would be in any case detrimental and furthermore reducing the scaling of the error to the SQL. Now, such a strong result is certainly a consequence of the asymptotic regime \( N \to \infty \) taken into account in [28]. However, one can easily argue that non-Markovianity is not really a necessary resource for the FEP, even in the finite-\( N \) regime.

Crucially, note that all the Fls defined above are local quantities in time, i.e., they can not capture any temporal
Figure 8: Precision and accuracy. Imagine throws onto a dartboard, each consecutive hit is marked with a circle. The player of board (a) is accurate and precise, as his throws have a small spread and are distributed around the center. The player on (b) is very precise but lacks accuracy. His throws also possess a narrow distribution, however around a point which is displaced from the center of the target. The throws of the last player on (c) are evenly but widely distributed around the center, therefore he is accurate without possessing any precision. To connect this illustration with the estimation task treated in this work, every throw onto the dartboard has to be associated with a whole experiment which is conducted.

correlation in the evolution of the state. In other words, they only take the instantaneous state of the system into account. E.g., as mentioned already in Sec. 5.3, the achievable precision depends on the available coherence orthogonal to the imprinting of $\omega_0$. Any dynamics, whose value of coherence coincide at a given point yield the same cQFI, which means that even if the cQFI increases in time during one evolution due to non-Markovianity, one will always find a different Markovian dynamics reaching the same QFI at the same time and thus providing the same precision. This argument is illustrated in Fig. 7. Nevertheless, we stress that non-Markovianity can be of practical advantage, given a specific setting and hence a restricted set of available dynamics.

Moreover, note that the temporal derivative of the QFI has been proposed as a measure of non-Markovianity as it quantifies the information flow between the system and the environment [104].

5.5.2 Precision, accuracy and sensitivity

In this paragraph we would like to clarify some terms commonly encountered in the literature and often used interchangeably. The notions of an accurate and precise measurement can be linked to properties of the estimator [54]. Any unbiased estimator is accurate. Therefore, asymptotic unbiasedness also guarantees an accurate measurement in the asymptotic regime. The notion of precision is surely connected to the variance of the estimator and for unbiased estimators it is equal to the MSE. Importantly, precision is a term describing the closeness of results obtained by repeated performances of the experiment (as long as the true value does not change), the results may still be biased away from the true value, see the illustration in Fig. 8. Note that, any efficient estimator is accurate and precise as it is consistent. In particular, any MLE is precise and accurate in the asymptotic regime.

A further term often used when quantifying the performance of quantum sensing experiments is sensitivity [6, 8]. Note that this term may be misleading in a broader context, since other communities use the term noise equivalent power (NEP) $\eta$ [105, 106], while sensitivity is then referred to the slope of the response curve [107, 108]. NEP is a measure of the signal-to-noise ratio (SNR), specifically it is defined as the signal yielding the SNR $= 1$. Since this depends on the resources at hand, one usually chooses a fixed total time of $T = 1$ s. For a response curve or signal $S_T(\omega_0)$ and the noise $\sigma_T(\omega_0)$ we have the SNR

$$\text{SNR} = \frac{S_T(\omega_0)}{\sigma_T(\omega_0)}.$$  \hspace{1cm} (69)

Here we include the possibility to repeat measurements and denote the affiliation to the specific total time in the index $T$. This may change the response itself but crucially the repetitions reduce the noise, typically by a factor $\sqrt{T/t}$ where $t$ is the duration of a single run, compare the discussion in Sec. 2. We emphasize that in practical applications $\sigma_T(\omega_0)$ is a sum of noise contributions from different sources, e.g. electrical noise, counting errors of quantized signals like photons or precisely the quantum shot noise (or projection noise) [48].

In principal the NEP is given by $S_T(\omega_0) = \sigma_T(\omega_0)$ for $T = 1$ s, however it is convenient to express it in terms of the quantity to estimate. Since the sensor needs to be calibrated to a known reference point $\omega_L$, we express the response as (recall $\omega_0 = \omega_L + \delta \omega$)

$$S_T(\omega_0) = S_T(\omega_L) + \frac{\partial S_T(\omega_0)}{\partial \omega_0} \bigg|_{\omega_0 = \omega_L} \delta \omega,$$ \hspace{1cm} (70)

and therefore we arrive at the NEP (note that the $\sqrt{\text{Hz}}$ is required to obtain the desired units of $\eta$)

$$\delta \omega = \sigma_T(\omega_0) \left[ \left| \frac{\partial S_T(\omega_0)}{\partial \omega_0} \bigg|_{\omega_0 = \omega_L} \right| \right]^{-1} \bigg|_{T = 1 \text{s}} = \eta \sqrt{\text{Hz}}.$$ \hspace{1cm} (71)

Thereby the value of $S_T(\omega_0)$ is a bias which is known via the calibration and we set it to zero without any loss of generality and we prefer $\delta \omega$ to be positive, hence we take the absolute value of the derivative. The NEP shares similarities with the error propagation Eq. (12) and we may indeed interpret $\delta \omega$ as the upper limit in precision when we understand the sensing experiment as a task of frequency matching, where we aim to tune $\omega_L$ as close as possible to...
\(\omega_0\). Particularly, \(S_T(\omega_0)\) is then the expectation value of a quantum mechanical observable and \(\sigma_T(\omega_0)\) its standard deviation. Furthermore, the requirement of local estimation is implied by Eq. (70) where the derivative is the sensitivity of the sensor. However, as mentioned, be aware that some communities refer to the concept of NEP as sensitivity of the sensor and with that terminology, responsivity is used for the local slope [106].

For illustration purposes, let us again derive the NEP (i.e. the sensitivity) of a single probe Ramsey experiment as used for magnetometry of a magnetic field, i.e., \(\omega_0 = \gamma_0 B\) is determined by the Zeeman interaction of the atomic probe (gyromagnetic ratio \(\gamma_0\)) with a magnetic field with amplitude \(B\). Here, \(S_T(\omega_0)\) is given by the survival probability of the initial state, Eq. (18) and \(\sigma_T(\omega_0)\) represents the shot noise. As already mentioned, the shot noise is given by \(\sigma_T(\omega_0) = \sqrt{S_T(\omega_0)(1 - S_T(\omega_0))}/\nu\) with \(\nu = T/t\). Plugging these expressions into Eq. (71) yields

\[
\delta \omega = \frac{\sqrt{e^{-2\gamma t} - \cos^2(\omega t)}}{\sqrt{T} \sin(\omega t)} \bigg|_{T=\frac{1}{s}},
\]

which is minimized for \(t = \pi/(2\omega)\). Further minimizing over \(t\) yields the optimal time \(t_{opt} = 1/(2\gamma)\) and translating this into the NEP for the field amplitude yields

\[
\delta B = \frac{2e}{\gamma_0 \sqrt{1/s}} = \frac{2e}{\gamma_0 T^2} \sqrt{\text{Hz}}
\]

\[\Rightarrow \eta = \frac{2e}{\gamma_0 T^2} \text{ and } [\eta] = [B] \sqrt{\text{Hz}}^{-1}
\]

In the last step we used that the coherence time of the probe is given by \(T^2 = 1/\gamma\). Note that the NEP \(\eta\) is given in terms of the units of the parameter (here \(B\)) divided by \(\sqrt{\text{Hz}}\) giving a reference to the integration time of \(T = 1\, s\).

### 5.5.3 Ultimate precision without entanglement

As we have seen, in parallel estimation strategies a necessary condition to overcome the SQL with respect to the number \(N\) of probes is the entanglement among the latter. However, it has been shown that the same precision can be achieved in a sequential strategy where, instead of \(N\) initially entangled probes, one has an \(N\)-step protocol with one single probe [109, 110]. For the case of a unitary operator \(\exp\left(-i t \omega_0 \sigma_z/2\right)\) which is applied \(N\) times to an initially equally weighted superposition of \(|0\rangle\) and \(|1\rangle\), one obtains the state of the probe after the interrogation time as \((|0\rangle + e^{-i N \omega_0 t} |1\rangle)/\sqrt{2}\) and the survival probability is hence given by

\[
p_{\omega_0, t} = \frac{1 + \cos(N\omega_0 t)}{2},
\]

yielding the scaling \(1/N^2\) of the precision. However, note that in practice such a protocol is also challenging to implement, as the setup has to stabilized, also against noise, during the total duration \(Nt\) of the experiment.

On the other hand, in case of a bosonic systems whose indistinguishable particles constitute the probe, it is more natural to treat them all together as an isolated quantum system. Then, from such a perspective, one may interpret the HL to be attainable with \(N\) bosonic particles, i.e., \(N\) excitations of a single bosonic mode (given a perfect phase reference) [30, 111]. However, one has to note that such states still carry particle entanglement which is, contrary to mode entanglement, necessary to obtain a quantum advantage in non-sequential schemes. Nevertheless, these details goes far beyond the scope of this tutorial but can be found in [4, 112].

### 5.5.4 Geometrical distance of quantum states

Let us briefly note the connection between the (quantum) Fisher-Information and the distinguishability of different quantum states. Therefore note that, besides in this work we are focusing on frequency estimation, the achievable precision for any other parameter \(\lambda\) can be analyzed using the formalism presented here by making the identification \(\omega_0 \rightarrow \lambda\) in the Eqs. (9) and (40) [113].

As we already noted during the introduction, the problem of a finite estimation precision is emerging from the fact that probability theory is involved in the performance of measurements. Based on classical probability theory, in [114] a notion of statistical distance between two probability distributions was introduced. If one parameterizes these distributions as \(p_{\lambda}\), the distance between \(p_{\lambda}\) and \(p_{\lambda'}\) can be defined as the shortest path between the two, calculated in the space of all \(p_{\lambda}\). An intuitive measure of the length is given in terms of the probabilities which can be distinguished along the path. In the case that \(p_{\lambda}\) is referred to \(N\) possible outcomes, the length (note the appearance of the FI)

\[
l = \frac{1}{2} \int_{\lambda_1}^{\lambda_2} d\lambda \left\{ \sum_{n=1}^{N} \frac{1}{p_{\lambda}(n)} \left[ \frac{dp_{\lambda}(n)}{d\lambda} \right]^2 \right\}^{1/2}
\]

is minimized to yield the statistical distance

\[
d(p_{\lambda}, p_{\lambda'}) = \arccos \left( \sum_{n=1}^{N} \sqrt{p_{\lambda}(n) p_{\lambda'}(n)} \right). \tag{76}
\]

This result has then been transferred to the quantum regime where an \(N\) dimensional pure state \(|\psi_{\lambda}\rangle\) is measured. Crucially, here the probabilities \(p_{\lambda}(n)\) will depend
on the chosen measurement basis and hence a further optimization can be performed. In particular, the optimal measurement basis includes one of the states itself, which yields

$$d\left(\left|\psi_{\lambda_i}\right>, \left|\psi_{\lambda_j}\right>\right) = \arccos \left|\langle\psi_{\lambda_i} | \psi_{\lambda_j}\rangle\right|. \quad (77)$$

Therefore, the distinguishability directly relates to the angle enclosed by two states in the Hilbert space. This result can be transformed into a metric for neighboring pure states $|\psi_{\lambda_i}\rangle$ and $|\psi_{\lambda_i+\Delta\lambda}\rangle$ giving the Fubini-Study metric [115] and in [72] a generalization for mixed states is presented. The statistical distance for two states is then given by the Bures distance [116]

$$d_B(\rho_{\lambda_i}, \rho_{\lambda_j}) = \arccos F(\rho_{\lambda_i}, \rho_{\lambda_j})$$

$$= \arccos \sqrt{\langle\rho_{\lambda_i}\rangle_{\rho_{\lambda_j}} \langle\rho_{\lambda_j}\rangle_{\rho_{\lambda_i}}} \quad (78)$$

where $F$ denotes the Fidelity [66]. Interestingly, for neighboring states this equation can be expanded yielding

$$d_B(\rho_{\lambda_i}, \rho_{\lambda_j}) = \frac{1}{2} \sqrt{F(\rho_{\lambda_i}, \delta\lambda) + O(\delta\lambda^2)}, \quad (79)$$

which shows the connection between the QFI and the notion of statistical distance between quantum states.

6 Outlook beyond the independent noise model: Correlations and control

By now it should be clear that the cFEP employing the independent noise model is an idealization. In addition, the bounds mentioned in this tutorial may be the ultimate bounds in an asymptotic regime, however, current realizations of the protocol in experimental setups struggles to achieve this regime. On top, there can be initial correlations in the noise affecting the individual probes and the probes may also interact with each other in principle. Furthermore one can think of control methods during the interrogation time, which may suppress noise, perform error correction or increase the sensitivity to the frequency to be estimated. The details of these techniques go beyond the scope of this work, however we want to complete it by mentioning the recent progress in the field.

6.1 Correlated noise, and interacting probes

The cFEP sets fixed requirements onto the setup to be analyzed. Indeed, the boundary conditions of independent and identical noise are rather an idealization. Despite the fact that this provides an accurate description of the noise in many circumstances, there are certainly situations of interest where correlations of the noise are actually relevant. On top, the different probes are prohibited to interact during the interrogation time, also a necessity which is not always given. Especially in the context of probes which are desired to be prepared in an entangled state, where corresponding methods relying on the inter-probe interaction exist.

However, it is not a priori given that these flaws in a realization of the cFEP are a disadvantage. Considering pure dephasing, it was shown that noise which is spacially correlated along the used probes can beat the SQL with Lindbladian [35–37] and non-Lindbladian noise [38]. In particular, it was shown that for some antisymmetric entangled preparations of the input state, the correlations in the noise allow for the identification of decoherence free subspaces (DFS) which in turn even allow for the restoration of the HL. In [36] it was calculated that the spacial length over which the correlations decay is crucial for the achievable scaling and the HL manifests for correlation lengths longer than the chain of probes. This infinite correlation length was implicitly assumed in [35] where a linear chain of trapped ions was investigated. To exemplify the latter, consider a master equation describing the total even and odd qubit state which is part of the DFS to satisfy $S_\text{loc}[\rho_{\text{trapped}}(t)] = 0$ at all times. One way to construct such a subspace is the following. Therefore, note that the first two terms in the Hamiltonian can be rearranged as

$$H_0 = \frac{\omega_1 - \omega_2}{4} \left( \sum_{n=1}^{N/2} \sigma_z^{(n)} - \sum_{n=N+1}^{N+2} \sigma_z^{(n)} \right) + \frac{\omega_1 + \omega_2}{4} V. \quad (81)$$

Then, an input state of the form [35]

$$|\psi\rangle = \frac{1}{\sqrt{2}} \left( \bigotimes_{n=1}^{N/2} |1\rangle + \bigotimes_{n=N+1}^{N+2} |1\rangle \right) \left( \bigotimes_{n=1}^{N/2} |0\rangle \right) \left( \bigotimes_{n=N+1}^{N+2} |0\rangle \right). \quad (82)$$
fulfills the DFS criteria and can be used to measure the frequency \( \omega_0 = \omega_1 - \omega_2 \). Interestingly, if one does not exploit the existence of these DFS, under the conditions of correlated noise GHZ states dephase on a timescale \( \propto N^{-2} \) compared to an uncorrelated preparation when employed on conventional Ramsey spectroscopy, i.e., all ions possess an equal splitting. This effect was called superdecoherence [117], implying that GHZ states are strongly disadvantageous. Indeed, it was found that the precision using GHZ states is then independent of \( N \), and furthermore, for optimized input states it was demonstrated that a constant, \( N \) independent part prevails in the precision, i.e.,

\[
\Delta^2 \tilde{\omega} = \frac{\gamma C_1}{I} + \frac{\gamma C_2}{TN^{1.8}},
\]

where \( C_1 \) and \( C_2 \) are some constants determined numerically [35]. To that end, the example presented may suggest that the assumption of local noise in the cFEP is an optimistic one, yielding a better precision than for correlated noise. On the other hand, this is no longer true in the pessimistic one, yielding a better precision than for correlated noise. GHZ states dephase on a timescale \( \propto N^{-2} \), interestingly, if one does not expect the scaling is also maintained under Lindbladian dephasing [121]. An experiment involving Bose-Einstein-Condensates was proposed [122] and performed [123]. Despite the simplified preparation of the initial input product state, the experimental difficulty is shifted to the generation of a \( k \)-body Hamiltonian (in this case \( k = 2 \) was realized). It is worth stressing, that such a scheme also uses exclusive quantum resources as entanglement is generated during the interrogation time. This is in contrast to the cFEP introduced here, where the entanglement is injected during the input state preparation and interaction during the interrogation time is not considered.

### 6.2 External control

A natural approach to an increase of precision is the suppression of noise acting on the probes [124, 125]. Within the cFEP, this corresponds to multiple applications of the channel during the interrogation time, but between the channels it is allowed to perform unitary operations. Assuming time-homogeneous Lindbladian noise, bounds under infinitely fast control have been found. In particular for qubit probes, it was shown that rank one Pauli noise can be eliminated completely, as long as it is not parallel to the imprinting of the parameter [126]. Therefore, assume that a probe which evolves according to the semi-group limit \( (\omega_c \rightarrow \infty) \) of Eq. (51), while it is initially in an entangled GHZ state with a noiseless ancilla. We define a logical qubit (the so called “code space”) via the subspace \( \{|\uparrow\rangle, |\downarrow\rangle\} \) with \( \{\uparrow\rangle\} \) and some arbitrary reference basis \( \{|0\rangle, |1\rangle\} \) for the ancilla. Integrating the master equation over a small time step \( dt \) and projecting into the code space via \( P_e = |\uparrow\rangle \langle \uparrow| + |\downarrow\rangle \langle \downarrow| \) and the error space \( (P_e = I - P_e) \) yields

\[
\rho_C(dt) = \rho(1 - \gamma dt) - i\omega_0 \frac{1}{2} \left[ \kappa, \rho \right] dt + O(dt^2),
\]

\[
\rho_E(dt) = \gamma \bar{\sigma} \rho \bar{\sigma} dt + O(dt^3),
\]

respectively. Note that we implicitly assume the tensor product \( \otimes I_A \) for the ancilla space. In case an error emerges, \( \bar{\sigma} \) is applied to \( \rho_E(dt) \), otherwise the system remains unmodified. After the correction, the system is in a mixed state \( \rho(dt) = \rho_C(dt) + \bar{\sigma} \rho_E(dt) \bar{\sigma} \). Rearranging the terms, yields the differential equation

\[
\frac{d}{dt} \rho = -i \frac{\omega_0}{2} \left[ \kappa, \rho \right]
\]

in the limit \( dt \rightarrow 0 \). This corresponds to a unitary evolution with the effective Hamiltonian \( \kappa = \cos \theta \sigma_z - \sin 2\theta \sigma_x / 2 \), hence the error correction rotates the encoding basis. However, now the analysis of Sec. 2.3 applies. The eigenvalues of \( \kappa \) are given by \( \pm \cos \theta \), representing the only penalty of the scheme, which is a slower encoding of the parameter. Importantly, as soon as \( \theta = \pi / 2 \), the noise and the encoding are parallel and the error correction also removes all information of \( \omega_0 \) encoded during \( dt \).
Importantly, this result has been generalized recently to any finite-dimensional probe [34, 127], showing that one can always restore the HL, if the encoding Hamiltonian is not contained in the linear span of the identity $I$ and the Lindblad operators $V_k, V_k^†, V_j^†, V_j, v_k, j$. In particular, if there is a dephasing term $H = aV_{\text{dephasing}}$ with some constant $a$ the HL can not be reached, confirming the detrimental role of pure dephasing (see Sec. 5.3 and the related discussion).

Relaxing the requirement of a time-homogeneous noise process, it was shown that dynamical decoupling restores the ZL [128]. However, since dynamical decoupling is limited by the correlation time of the environment [129], one resorts to error correction schemes, which in general can be applied on the time scales of the effects of the noise [66, 130, 131]. While these bases on the idea to prolong the coherence time [132, 133] (with experimental implementation [134]), limiting processes as spontaneous emission may be corrected by observation of the environment [135, 136]. Furthermore, a way to utilize open quantum systems is the engineering of noise processes which drive the probes back into the code space [137, 138]. A different approach was aimed to preserve the QFI itself, rather than the input state [139]. Recently, it was also observed that for time-homogeneous processes a continuous measurement [140, 141] of the environment [142] can restore the $1/N^2$ scaling of the error. Interestingly, while in a parallel noise scenario the full noiseless HL can be reached, if the noise is transversal, the noiseless optimal error can be obtained up to a constant factor, showing that in this case the estimation precision is unavoidably lowered by the interaction with the environment, even if all the degrees of freedom of the latter can be accessed. On the other hand, a very recent proposal suggests the implementation of fault tolerant strategies, which could provide a different avenue for counteracting the effects of noise [143].

### 6.3 Time dependent encoding

Recently, interesting progress has been made for the case of time dependent encoding Hamiltonians. Before examining the setting we should stress that in that context the term “frequency estimation” is often referred to the frequency of an ac-signal [6] and thus differs from the definition we adapted in this work. Furthermore, instead of estimating the precision for the best scaling in $N$ one is rather interested in the scaling with the available time $T$ which for time independent encodings is usually given as $\Delta^2 \omega \sim T^{-2}$, compare Sec. 2.2.4 and 2.3. However, with time dependent encodings this scaling can be overcome. A trivial example is the Hamiltonian

$$H_f(t) = f(\omega_0, t) G$$

where $G$ is a time independent hermitian operator and $f(\omega_0, t)$ a real valued function. Employing Eq. (37), the QFI yields

$$F_Q[U | \psi] = 4 \left( \frac{\partial \int_0^T f(\omega_0, \tau) d\tau}{\partial \omega_0} \right)^2 \Delta^2 G \bigl| \psi \bigr>.$$  

Obviously, depending on the form of $f(\omega_0, t)$ the precision $\Delta^2 \omega \geq F_Q^{-1}$ can take a different scalings in $T$ or equivalently in $T$. As exploited in [144], the application of a suitable control Hamiltonian to some time dependent encoding may transform the Hamiltonian to the one in Eq. (87). An elegant way to construct a suitable control Hamiltonian for any time dependent encoding was presented in [145], starting from the observation that $F_Q[U | \psi] = 4\text{var} [\delta(\omega_0, t)]$, where $\delta(\omega_0, t) = -iU(\omega_0, \tau)\partial U(\omega_0, t)/\partial \omega_0$ and $U(\omega_0, t)$ is the unitary operator generating the evolution governed by an arbitrary time dependent Hamiltonian. It was shown that the applied control Hamiltonian should be constructed such that it steers the input state on the path on optimal sensing states as the system evolves. Analogously to the time independent case examined in [51], this state is always given by an equally weighted superposition of the instantaneous eigenstates of $\delta(\omega_0, t)$ with the instantaneous maximum ($\mu_{\text{max}}(t)$) and minimum ($\mu_{\text{min}}(t)$) eigenvalues. Hence at each time $t$ we have $|\psi(t)\rangle \propto |\mu_{\text{max}}(t)\rangle + |\mu_{\text{min}}(t)\rangle$ with $\delta(\omega_0, t) |\mu(t)\rangle = \mu(t) |\mu(t)\rangle$ and the QFI yields [145]

$$F_Q[|\psi(t)\rangle] = \left[ \int_0^T \mu\text{max}(\tau) - \mu\text{min}(\tau) d\tau \right]^2.$$

To consider an explicit example, it was shown that the precision in estimating $\omega_0$ when encoded by $H(t) = -B \left[ a_x \cos(\omega_0 t) + a_z \sin(\omega_0 t) \right]$ scales as $\Delta^2 \omega \geq 1/4BT^2$, which is then also the best precision achievable for that setting. Contrary, it is worth mentioning that estimating the amplitude $B$, i.e., the frequency we were focusing on in all other chapters of this tutorial, scales as $\Delta^2 B \geq 1/4T^2$.

The analytic form of the control Hamiltonian can be found in [145], but one should mention that in general this control depends on the frequency to be estimated. While this seems contradictory, it is enough to recall that the estimation is performed locally. Hence, using a close estimate for the frequency in the control Hamiltonian also improves the precision, as can be seen in [144]. Furthermore, [145] showed that one can use an adaptive scheme, where estimations of the parameter are used as a feedback for
the control and the quartic scaling is then reached in an asymptotic regime of repetitions. A further example of the application of a control Hamiltonian can be found in [146], where the estimation of the speed of a Landau-Zener sweep also shows the quartic scaling in the total time.

A time dependent encoding of the form \( H(t) = A \sin(\omega_0 t) \sigma_z \) has been studied experimentally, exploiting a nitrogen-vacancy center in diamond [147, 148] or involving a superconducting transmon circuit coupled to a waveguide cavity [149]. The latter used a control Hamiltonian constructed via the methods in [145], indeed showing a scaling \( \sim T^{-4} \) for times shorter than the coherence time of the probe. Regarding the scheme employing nitrogen-vacancy centers, a different control was employed where the limiting factor was set by the coherence time of the signal itself. Dividing the total time into small blocks where a dynamical decoupling sequence and a subsequent measurement was performed, the total FI is the sum of the FIs of the different measurements, which resulted in a scaling of \( \Delta^2 \omega \sim \frac{1}{T^3 T_2} \) (90), which holds as long as \( T \) is smaller than the coherence time of the signal and \( T_2 \) the coherence time of the probe.

7 Conclusion

The precision limits typical to classical statistics can be overcome by using quantum metrology protocols. In the absence of environmental noise, so that quantum probes evolve unitarily, the so-called Heisenberg limit can be achieved, i.e., the mean squared error can decrease as fast \( 1/N^2 \) with the number of probes employed — rather than as \( 1/N \) characteristic to the standard quantum limit which is dictated by classical statistics. In the presence of noise, quantum probes are subject to environmental fluctuations that will typically hinder the achievable resolution. In the most unfavourable case, uncorrelated noise can constrain the quantum enhancement to a constant factor, and therefore bound the error to the standard asymptotic scaling [21–23]. That is the case of all types of semigroup (time-homogeneous) dynamics that include phase covariant terms, which commute with the system Hamiltonian. Uncorrelated dephasing noise that can be described by a Linbladian master equation is a relevant example of this situation. Remarkably, the standard scaling can be surpassed when the dynamics is no longer ruled by a semigroup and becomes time-inhomogeneous. In this case, the ultimate precision in frequency estimation is determined by the system’s short-time behaviour, which when exhibiting the natural Zeno regime leads to an asymptotic resolution beyond the SQL, with a standard deviation scaling as \( 1/N^{3/2} \). It is important to emphasize that the relevant noise feature dictating the precision is the violation of the semigroup composition law at short timescales, while specific non-Markovianity does not play any specific role as far as the asymptotic scaling is concerned [28].

The consideration of specific microscopic models allows for the investigation of the physical mechanisms that lead to a reduction of the attainable precision in a metrology protocol. Using the spin-boson model with weak coupling of arbitrary geometry we can show how imposing the secular approximation leads to a phase-covariant dynamics, while the inclusion of non-secular terms breaks the phase-covariance. In the case of baths with an Ohmic spectral density we can provide an exhaustive characterization of the metrological performance and demonstrate the generality of the Zeno bound beyond phase covariance. Zeno scaling holds unless probes are coupled to the baths in the direction perfectly transversal to the encoding, where a novel scaling proportional to \( 1/N^{7/4} \) arises [29].

Many open questions remain to be addressed in the context of open system metrology. We expect that the methods presented in this tutorial can be also useful for the analysis of precision bounds in the small \( N \) domain where most practical applications will be developed and where the intricacy of the combination of coherent and incoherent dynamics is expected to be efficiently exploited for achieving super-classical performance.
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We may stress here, that these terms are neglected after the partial trace over the environmental degrees have been performed. Neglecting fast oscillating terms on the level of the Hamiltonian corresponds to the rotating-wave-approximation. These approximations are not equivalent in general, see for example [90].