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Abstract

In many situations, the notion of function is not su�cient and it needs to be
extended. A classical way to do this is to introduce the notion of weak solution;
another approach is to use generalized functions. Ultrafunctions are a particular
class of generalized functions that has been previously introduced and used to
de�ne generalized solutions of stationary problems in [4, 7, 9, 11, 12]. In this
paper we generalize this notion in order to study also evolution problems. In
particular, we introduce the notion of Generalized Ultrafunction Solution (GUS)
for a large family of PDEs, and we confront it with classical strong and weak
solutions. Moreover, we prove an existence and uniqueness result of GUS's for
a large family of PDEs, including the nonlinear Schroedinger equation and the
nonlinear wave equation. Finally, we study in detail GUS's of Burgers' equation,
proving that (in a precise sense) the GUS's of this equation provide a description
of the phenomenon at microscopic level.

Keywords: PDEs, generalized solutions, Burgers' equation, nonstandard
analysis.
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1. Introduction

In order to solve many problems of mathematical physics, the notion of
function is not su�cient and it is necessary to extend it. Among people working
in partial di�erential equations, the theory of distributions of Schwartz and the
notion of weak solution are the main tools to be used when equations do not
have classical solutions. Usually, these equations do not have classical solutions
since they develop singularities. The notion of weak solution allows to obtain
existence results, but uniqueness may be lost; also, these solutions might violate
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the conservation laws. As an example let us consider the Burgers' equation:

∂u

∂t
+ u

∂u

∂x
= 0. (BE)

A local classical solution u(t, x) is unique and, if it has compact support, it
preserves the momentum P =

´
u dx and the energy E = 1

2

´
u2 dx as well as

other quantites. However, at some time a singularity appears and the solution
can be no longer described by a smooth function. The notion of weak solution
is necessary, but the problem of uniqueness becomes a central issue. Moreover,
in general, E is not preserved.

An approach that can be used to try to overcome these di�culties is the
use of generalized functions (see e.g. [15, 16, 25], where such an approach is
developed using ideas in common with Colombeau theory). In this paper we
use a similar approach by means of non-Archimedean analysis, and we introduce
the notion of ultrafunction solution for a large family of PDEs using some of the
tools of Nonstandard Analysis (NSA). Ultrafunctions are a family of generalized
functions de�ned on the �eld of hyperreals, which are a well known extension
of the reals. They have been introduced in [4], and also studied in [7, 8, 10,
11, 12, 13]. The non-Archimedean setting in which we will work (which is a
reformulation, in a topological language, of the ultrapower approach to NSA
of Keisler) is introduced in Section 2. In Section 3 we introduce the spaces of
ultrafunctions, and we show their relationships with distributions. In Section
4 we introduce the notion of generalized ultrafunction solutions (GUS). We
prove an existence and uniqueness theorem for these generalized solutions, and
we confront them with strong and weak solutions of evolution problems. In
particular, we show the existence of a GUS even in the presence of blow ups
(as e.g. in the case of the nonlinear Schroedinger equation), and we show the
uniqueness of GUS for the nonlinear wave equation. Finally, in Section 5 we
study in detail Burgers' equation and, in a sense precised in Section 5.4, we
show that in this case the unique GUS of this equation provides a description
of the phenomenon at microscopic level.

1.1. Notations

Let Ω be a subset of RN : then

• C (Ω) denotes the set of continuous functions de�ned on Ω ⊂ RN ;

• Cc (Ω) denotes the set of continuous functions in C (Ω) having compact
support in Ω;

• C0
(
Ω
)
denotes the set of continuous functions in C (Ω) which vanish on

∂Ω;

• Ck (Ω) denotes the set of functions de�ned on Ω ⊂ RN which have contin-
uous derivatives up to the order k;

• Ckc (Ω) denotes the set of functions in Ck (Ω) having compact support;
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• D (Ω) denotes the set of the in�nitely di�erentiable functions with compact
support de�ned on Ω ⊂ RN ; D ′ (Ω) denotes the topological dual of D (Ω),
namely the set of distributions on Ω;

• for any set X, Pfin(X) denotes the set of �nite subsets of X;

• if W is a generic function space, its topological dual will be denated by
W ′ and the paring by 〈·, ·〉W , or simply by 〈·, ·〉 .

2. Λ-theory

2.1. Non-Archimedean Fields

In this section we recall the basic de�nitions and facts regarding non-Archimedean
�elds, following an approach that has been introduced in [13] (see also [4, 6, 7,
8, 9, 10, 11, 12]). In the following, K will denote an ordered �eld. We recall
that such a �eld contains (a copy of) the rational numbers. Its elements will be
called numbers.

De�nition 1. Let K be an in�nite ordered �eld. Let ξ ∈ K. We say that:

• ξ is in�nitesimal if, for all positive n ∈ N, |ξ| < 1
n ;

• ξ is �nite if there exists n ∈ N such that |ξ| < n;

• ξ is in�nite if, for all n ∈ N, |ξ| > n (equivalently, if ξ is not �nite).

An ordered �eld K is called non-Archimedean if it contains an in�nitesimal
ξ 6= 0.

It's easily seen that all in�nitesimal are �nite, that the inverse of an in�nite
number is a nonzero in�nitesimal number, and that the inverse of a nonzero
in�nitesimal number is in�nite.

De�nition 2. A superreal �eld is an ordered �eld K that properly extends R.

It is easy to show, due to the completeness of R, that there are nonzero
in�nitesimal numbers and in�nite numbers in any superreal �eld. In�nitesimal
numbers can be used to formalize a notion of "closeness":

De�nition 3. We say that two numbers ξ, ζ ∈ K are in�nitely close if ξ − ζ is
in�nitesimal. In this case we write ξ ∼ ζ.

Clearly, the relation "∼" of in�nite closeness is an equivalence relation.

Theorem 4. If K is a superreal �eld, every �nite number ξ ∈ K is in�nitely
close to a unique real number r ∼ ξ, called the shadow or the standard part

of ξ.

Given a �nite number ξ, we denote its shadow as sh(ξ).
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2.2. The Λ-limit

In this section we introduce a particular non-Archimedean �eld by means
of Λ−theory2, in particular by means of the notion of Λ−limit (for complete
proofs and for further informations the reader is referred to [2], [4], [7] and [13]).
To recall the basics of Λ−theory we have to recall the notion of superstructure
on a set (see also [22]):

De�nition 5. Let E be an in�nite set. The superstructure on E is the set

V∞(E) =
⋃
n∈N

Vn(E),

where the sets Vn(E) are de�ned by induction by setting

V0(E) = E

and, for every n ∈ N,

Vn+1(E) = Vn(E) ∪ P (Vn(E)) .

Here P (E) denotes the power set of E. Identifying the couples with the
Kuratowski pairs and the functions and the relations with their graphs, it fol-
lows that V∞(E) contains almost every usual mathematical object that can be
constructed starting with E; in particular, V∞(R), which is the superstructure
that we will consider in the following, contains almost every usual mathematical
object of analysis.

Throughout this paper we let

L = Pfin(V∞(R))

and we order L via inclusion. Notice that (L,⊆) is a directed set. We add to L
a "point at in�nity" Λ /∈ L, and we de�ne the following family of neighborhoods
of Λ :

{{Λ} ∪Q | Q ∈ U},

where U is a �ne ultra�lter on L, namely a �lter such that

• for every A,B ⊆ L, if A ∪B = L then A ∈ U or B ∈ U ;

• for every λ ∈ L the set Iλ = {µ ∈ L | λ ⊆ µ} ∈ U .
In particular, we will refer to the elements of U as quali�ed sets and we will
write Λ = Λ(U) when we want to highlight the choice of the ultra�lter. We are
interested in considering real nets with indices in L, namely functions

ϕ : L→ R.

2Readers expert in nonstandard analysis will recognize that Λ-theory is equivalent to the
superstructure constructions of Keisler (see [22] for a presentation of the original constructions
of Keisler, and [13] for a comparison between these two approaches to nonstandard analysis).
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In particular, we are interested in Λ−limits of these nets, namely in

lim
λ→Λ

ϕ(λ).

The following has been proved in [13].

Theorem 6. There exists a non-Archimedean superreal �eld (K,+, ·, <) and
an Hausdor� topology τ on the space (L× R) ∪K such that

1. (L× R) ∪K = clτ (L× R) ;

2. for every net ϕ : L→ R the limit

L = lim
λ→Λ

(λ, ϕ(λ))

exists, it is in K and it is unique; moreover for every ξ ∈ K there is a net
ϕ : L→ R such that

ξ = lim
λ→Λ

(λ, ϕ(λ));

3. ∀ c ∈ R we have that
lim
λ→Λ

(λ, c) = c;

4. for every ϕ,ψ : L→ R we have that

lim
λ→Λ

(λ, ϕ(λ)) + lim
λ→Λ

(λ, ψ(λ)) = lim
λ→Λ

(λ, (ϕ+ ψ)(λ)) ;

lim
λ→Λ

(λ, ϕ(λ)) · lim
λ→Λ

(λ, ϕ(λ)) = lim
λ→Λ

(λ, (ϕ · ψ)(λ)) .

Proof. For a complete proof of Theorem 6 we refer to [13]. The idea3 is to set

I = {ϕ ∈ F (L,R) | ϕ(x) = 0 in a quali�ed set} ;

it is not di�cult to prove that I is a maximal ideal in F (L,R) , and hence

K :=
F (L,R)

I

is a �eld. Now the claims of Theorem 6 follows by identifying every real number
c ∈ R with the equivalence class of the constant net [c]I and by taking the
topology τ generated by the basis of open sets

b(τ) = {Nϕ,Q | ϕ ∈ F (L,R) , Q ∈ U} ∪ P(L× R),

where
Nϕ,Q := {(λ, ϕ(λ)) | λ ∈ Q} ∪ {[ϕ]I}

is a neighborhood of [ϕ]I .

3To work, this idea needs some additional requirement on the ultra�lter U , see e.g. [5],
[13].

5



Now we want to de�ne the Λ-limit of nets (λ, ϕ(λ))λ∈L, where ϕ(λ) is any
bounded net of mathematical objects in V∞(R) (a net ϕ : L→ V∞(R) is called
bounded if there exists n such that ∀λ ∈ L, ϕ(λ) ∈ Vn(R)). To this aim, let us
consider a net

ϕ : L→ Vn(R). (2.1)

We will de�ne limλ→Λ (λ, ϕ(λ)) by induction on n.

De�nition 7. For n = 0, lim
λ→Λ

(λ, ϕ(λ)) exists by Theorem (6); so by induction

we may assume that the limit is de�ned for n − 1 and we de�ne it for the net
(2.1) as follows:

lim
λ→Λ

(λ, ϕ(λ)) =

{
lim
λ→Λ

(λ, ψ(λ)) | ψ : L→ Vn−1(R) and ∀λ ∈ L, ψ(λ) ∈ ϕ(λ)

}
.

From now on, we set

lim
λ↑Λ

ϕ(λ) := lim
λ→Λ

(λ, ϕ(λ)) .

Notice that it follows from De�nition 7 that lim
λ↑Λ

ϕ(λ) is a well de�ned object in

V∞(R∗) for every bounded net ϕ : L→ V∞(R).

2.3. Natural extension of sets and functions

In this section we want to show how to extend subsets and functions de�ned
on R to subsets and functions de�ned on K.

De�nition 8. Given a set E ⊆ R, we set

E∗ :=

{
lim
λ↑Λ

ψ(λ) | ∀λ ∈ Lψ(λ) ∈ E
}
.

E∗ is called the natural extension of E.

Thus E∗ is the set of all the limits of nets with values in E. Following the
notation introduced in Def. 8, from now on we will denote K by R∗. Similarly,
it is possible to extend functions.

De�nition 9. Given a function

f : A→ B

we call natural extension of f the function

f∗ : A∗ → B∗

such that

f∗
(

lim
λ→Λ

(λ, ϕ(λ))

)
:= lim

λ→Λ
(λ, f (ϕ(λ)))

for every ϕ : L→ A.
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That De�nition 9 is well posed has been proved in [13]. Let us observe that,
in particular, f∗(a) = f(a) for every a ∈ A (which is why f∗ is called the
extension of f).

3. Ultrafunctions

3.1. De�nition of Ultrafunctions

We follow the construction of ultrafunctions that we introduced in [12]. Let
N be a natural number, let Ω be a subset of RN and let V ⊂ F (Ω,R) be a
function vector space such that D(Ω) ⊆ V (Ω) ⊆ L2(Ω).

De�nition 10. We say that (Vλ(Ω)λ∈L) is an approximating net for V (Ω)
if

1. Vλ(Ω) is a �nite dimensional vector subspace of V (Ω) for every λ ∈ L;

2. if λ1 ⊆ λ2 then Vλ1
(Ω) ⊆ Vλ2

(Ω);

3. if W (Ω) ⊂ V (Ω) is a �nite dimensional vector space then there exists
λ ∈ L such that W (Ω) ⊆ Vλ(Ω) (i.e., V (Ω) =

⋃
λ∈L

Vλ(Ω)).

Let us show two examples.

Example 11. Let V (R) ⊆ L2(R). We set, for every λ ∈ L,

Vλ(Ω) := Span(V (Ω) ∩ λ).

Then (Vλ(Ω))λ∈L is an approximating net for V (Ω).

Example 12. Let
{ea}a∈R

be a Hamel basis4 of V (Ω) ⊆ L2. For every λ ∈ L let

Vλ(Ω) = Span {ea | a ∈ λ} .

Then (Vλ(Ω))λ∈L is an approximating net for V (Ω).

De�nition 13. Let U be a �ne ultra�lter on L, let Λ = Λ(U) and let (Vλ(Ω))λ∈L
be an approximating net for V (Ω). We call space of ultrafunctions gener-
ated by (Vλ(Ω)) the Λ-limit

VΛ(Ω) := lim
λ↑Λ

Vλ(Ω) =

{
lim
λ↑Λ

fλ | ∀λ ∈ L fλ ∈ Vλ(Ω)

}
.

4We recall that {ea}a∈R is a Hamel basis for W if {ea}a∈R is a set of linearly indipendent
elements of W and every element of W can be (uniquely) written has a �nite sum (with
coe�cients in R) of elements of {ea}a∈R . Since a Hamel basis of W has the continuum
cardinality we can use the points of R as indices for this basis.
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In this case we will also say that the space VΛ (Ω) is based on the space V (Ω).
When Vλ(Ω) := Span(V (Ω) ∩ λ) for every λ ∈ L, we will say that VΛ(Ω) is a
canonical space of ultrafunctions.

Using the above de�nition, if V (Ω), Ω ⊂ RN , is a real function space and
(Vλ(Ω)) is an approximating net for V (Ω) then we can associate to V (Ω) the
following three hyperreal functions spaces:

V (Ω)σ = {f∗ | f ∈ V (Ω)} ; (3.1)

VΛ(Ω) =

{
lim
λ↑Λ

fλ | ∀λ ∈ L fλ ∈ Vλ(Ω)

}
; (3.2)

V (Ω)∗ =

{
lim
λ↑Λ

fλ | ∀λ ∈ L fλ ∈ V (Ω)

}
. (3.3)

Clearly we have
V (Ω)σ ⊂ VΛ(Ω) ⊂ V (Ω)∗.

So, given any vector space of functions V (Ω), the space of ultrafunctions
generated by V (Ω) is a vector space of hyper�nite dimension that includes
V (Ω)σ, and the ultrafunctions are Λ-limits of functions in Vλ(Ω). Hence the
ultrafunctions are particular internal functions

u : (R∗)N → C∗.

Since VΛ(Ω) ⊂
[
L2(R)

]∗
, we can equip VΛ(Ω) with the following scalar product:

(u, v) =

ˆ ∗
u(x)v(x) dx, (3.4)

where
´ ∗

is the natural extension of the Lebesgue integral considered as a func-
tional ˆ

: L1(Ω)→ R.

Therefore, the norm of an ultrafunction will be given by

‖u‖ =

(ˆ ∗
|u(x)|2 dx

) 1
2

.

Sometimes, when no ambiguity is possible, in order to make the notation simpler
we will write

´
istead of

´ ∗
.

Remark 14. Notice that the natural extension f∗ of a function f is an ultra-
function if and only if f ∈ V (Ω).

Proof. Let f ∈ V (Ω) and let (Vλ(Ω)) be an approximating net for V (Ω). Then,
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eventually, f ∈ Vλ(Ω) and hence

f∗ = lim
λ↑Λ

f ∈ lim
λ↑Λ

Vλ(Ω) = VΛ(Ω).

Conversely, if f /∈ V (Ω) then f∗ /∈ V ∗(Ω) and, since VΛ(Ω) ⊂ V ∗(Ω), this entails
the thesis.

3.2. Canonical extension of functions, functionals and operators

Let VΛ(Ω) be a space of ultrafunctions based on V (Ω) ⊆ L2(Ω). We have
seen that given a function f ∈ V (Ω), its natural extension

f∗ : Ω∗ → R∗

is an ultrafunction in VΛ(Ω). In this section we investigate the possibility to

associate an ultrafunction f̃ to any function f ∈ L1
loc(Ω) in a consistent way.

Since L2(Ω) ⊆ V ′(Ω), this association can be done by means of a duality method.

De�nition 15. Given T ∈
[
L2(Ω)

]∗
, we denote by T̃ the unique ultrafunction

such that ∀v ∈ VΛ(Ω),

ˆ
Ω∗
T̃ (x)v(x) dx =

ˆ
Ω∗
T (x)v(x) dx.

The map
PΛ :

[
L2(Ω)

]∗ → VΛ(Ω)

de�ned by PΛT = T̃ will be called the canonical projection.

The above de�nition makes sense, as T is a linear functional on V (Ω)∗, and
hence on VΛ(Ω) ⊂ V (Ω)∗.

Since V (Ω) ⊂ L2(Ω), using the inner product (3.4) we can identify L2(Ω)
with a subset of V ′(Ω), and hence

[
L2(Ω)

]∗
with a subset of [V ′(Ω)]

∗
; in this

case, ∀f ∈
[
L2(Ω)

]∗
, ∀v ∈ VΛ(Ω),

ˆ
f̃(x)v(x) dx =

ˆ
f(x)v(x) dx,

namely the map PΛf = f̃ restricted to
[
L2(Ω)

]∗
reduces to the orthogonal

projection
PΛ :

[
L2(Ω)

]∗ → VΛ(Ω).

If we take any function f ∈ L1
loc(Ω) ∩ L2(Ω), then f∗ ∈

[
L1
loc(Ω) ∩ L2(Ω)

]∗ ⊂[
L2(Ω)

]∗
and hence f̃∗ is well de�ned by Def. 15. In order to simplify the

notation we will simply write f̃. This discussion suggests the following de�nition:

De�nition 16. Given a function f ∈ L1
loc(Ω) ∩ L2(Ω), we denote by f̃ the
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unique ultrafunction in VΛ(Ω) such that ∀v ∈ VΛ(Ω),

ˆ
f̃(x)v(x) dx =

ˆ
f∗(x)v(x) dx.

f̃ is called the canonical extension of f.

Remark 17. As we observed, for every f : R → R we have that ∗f ∈ VΛ(Ω) i�
f ∈ V (Ω). Therefore for every f : R→ R

f̃ = f∗ ⇔ f ∈ V (Ω).

Let us observe that we need to assume that V (Ω) ⊂ L∞c (Ω) = (L1
loc(Ω))′ if

we want f̃ to be de�ned for every function f ∈ L1
loc(Ω). Using a similar method,

it is also possible to extend operators:

De�nition 18. Given an operator

A : V (Ω)→ V ′(Ω)

we can extend it to an operator

Ã : VΛ(Ω)→ VΛ(Ω)

in the following way: given an ultrafunction u, Ã(u) is the unique ultrafunction
such that

∀v ∈ VΛ(Ω),

ˆ ∗
Ã(u)v dx =

ˆ ∗
A∗(u)v dx;

namely
Ã = PΛ ◦ A∗,

where PΛ is the canonical projection.

Sometimes, when no ambiguity is possible, in order to make the notation
simpler we will write A(u) instead of Ã(u).

Example 19. The derivative of an ultrafunction is well de�ned provided that
the weak derivative is de�ned from V (Ω) to his dual V ′(Ω) :

∂ : V (Ω)→ V ′(Ω).

For example you can take V (Ω) = C1(Ω), H1/2(Ω), BV (Ω) etc. Following
De�nition 18, we have that the ultrafunction derivative

D : VΛ(Ω)→ VΛ(Ω)

of an ultrafunction u is de�ned by duality as the unique ultrafunction Du such
that

∀v ∈ VΛ(Ω),

ˆ
Du v dx = 〈∂∗u, v〉 . (3.5)
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Notice that, in order to simplify the notation, we have denoted the generalized
derivative by D = ∂̃.

To construct the space of ultrafunctions that we need to study Burgers'
Equation we will use the following theorem:

Theorem 20. Let n ∈ N, Ω ⊆ Rn and let V (Ω) be a vector space of functions.
Let V (Ω)∗ be a |L|+-enlarged5 ultrapower of V (Ω). Then every hyper�nite di-
mensional vector space W (Ω) such that V (Ω)σ ⊆ W (Ω) ⊆ V (Ω)∗ contains an
isomorphic copy of a canonical space of ultrafunctions on V (Ω).

Proof. First of all, we claim that there exist a hyper�nite set H ∈ (Pfin(L))
∗

such that λ ⊆ H for every λ ∈ L and such that B = H ∩W (Ω) is a hyper�nite
basis of W (Ω). To prove this claim we set, for every λ ∈ L,

Hλ =
{
H ∈ (Pfin(L))

∗ | λ∗ ⊆ H andSpan(H ∩ V ∗(Ω)) = W (Ω)
}
.

Clearly, if Hλ 6= ∅ for every λ ∈ L then the family {Hλ}λ∈L has the �nite
intersection property (as Hλ1 ∩ · · · ∩Hλk = Hλ1∪···∪λk). To prove that Hλ 6= ∅
for every λ ∈ L, let λ ∈ L be given and let B be a �xed hyper�nite basis
of W (Ω) with V (Ω)σ ⊆ B (whose existence can be easily deduced from the
enlarging property of the extension, as V (Ω)σ ⊆ W (Ω)). Let λ = λ0 ∪ λ1,
where λ0 ∩ λ1 = ∅ and λ0 = λ ∩ V (Ω), and let H = B ∪ λ∗1. It is immediate
to notice that H ∈ Hλ. Therefore this proves that the family {Hλ}λ∈L has the
�nite intersection property, and so our claim can be derived as a consequence
of the |L|+-enlarging property of the extension. From now on, we let H be an
hyper�nite set with the properties of our claim, and we let B = H ∩W (Ω).
Finally, we set U = {X ⊆ L | H ∈ X∗}. Clearly, U is an ultra�lter on L;
moreover, our construction ofH has been done to have that U is a �ne ultra�lter.
To prove this, let λ0 ∈ L. Then

{λ ∈ L | λ0 ⊆ λ} ∈ U ⇔ H ∈ {λ ∈ L | λ0 ⊆ λ}∗ ⇔ λ0 ⊆ H,

and λ0 ⊆ H by our construction of the set H.
Now we set Vλ(Ω) = Span(V (Ω) ∩ λ) for every λ ∈ L, we set VΛ(U) :=

limλ↑Λ(U) vλ and we let Φ : VΛ(U)(Ω) → W (Ω) be de�ned as follows: for every
v = limλ↑Λ(U) vλ,

Φ

(
lim

λ↑Λ(U)
vλ

)
:= vB ,

where vB is the value of the hyperextension v∗ : L∗ → V ∗(Ω) of the function
v : L→ V (Ω) evaluated in B ∈ L∗. Let us notice that, as vλ ∈ Span(V (Ω)∩ λ)
for every λ ∈ L, by transfer we have that vB ∈ Span(V (Ω)∗ ∩ B) = W (Ω),
namely the image of Φ is included in W (Ω).

5For the notion of enlarging, as well as for other important notions in nonstandard analysis
such as saturation and overspill, we refer to [22, 24].
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To conclude our proof, we have to show that Φ is an embedding (so that we
can take Φ

(
VΛ(U)(Ω)

)
as the isomorphic copy of a canonical space of ultrafunc-

tions contained in W (Ω)). The linearity of Φ holds trivially; to prove that Φ is
injective let v = limλ↑Λ(V) vλ, w = limλ↑Λ(V) wλ. Then

Φ(v) = Φ(w)⇔ vB = wB ⇔ B ∈ {λ ∈ L | vλ = wλ}∗ ⇔

{λ ∈ L | vλ = wλ} ∈ V ⇔ v = w.

Lemma 21. Let V (Ω) be given, let (Vλ(Ω))λ∈L be an approximating net for
V (Ω) and let VΛ(Ω) = limλ↑Λ Vλ(Ω). Finally, let u ∈ V (Ω)∗ \ VΛ(Ω). Then
W (Ω) := Span (VΛ(Ω) ∪ {u}) is a space of ultrafunctions on V (Ω).

Proof. Let u = limλ↑Λ uλ, where uλ /∈ Vλ(Ω) for every λ ∈ L, and let, for every
λ ∈ L, Wλ = Span (Vλ ∪ {uλ}). Clearly, (Wλ)λ∈L is an approximating net
for V (Ω). We claim that W (Ω) = WΛ(Ω) = limλ↑ΛWλ(Ω). Clearly, VΛ(Ω) ⊆
WΛ(Ω) and u ∈WΛ(Ω), and henceW (Ω) ⊆WΛ(Ω). As for the reverse inclusion,
let w ∈ WΛ(Ω) and let w = limλ↑Λ wλ. For every λ ∈ L let wλ = vλ + cλuλ,
where vλ ∈ Vλ. Then

w = lim
λ↑Λ

vλ + lim
λ↑Λ

cλ · lim
λ↑Λ

uλ

so, as limλ↑Λ vλ ∈ VΛ(Ω) and limλ↑Λ uλ = u, we have that w ∈W (Ω), and hence
the thesis is proved.

Theorem 22. There is a space of ultrafunctions UΛ(R) which satis�es the fol-
lowing assumptions:

1. H1
c (R) ⊆ UΛ(R);

2. the ultrafunction 1̃ is the identity in UΛ(R), namely ∀u ∈ UΛ(R), u · 1̃ = u;

3. D1̃ = 0;

4. ∀u, v ∈ UΛ(R),
´ ∗

(Du) v dx = −
´ ∗
u (Dv) dx.

Proof. We set

H1
[ (R) = Span{u ∈ L2(R) | ∃n ∈ N s.t. supp(u) ⊆ [−n, n] ,

u(n) = u(−n), u ∈ H1([−n, n])}.

Let β ∈ N∗ \ N; we set

W (R) :=
{
v ∈

[
H1
[ (R)

]∗ | supp(u) ⊆ [−β, β], u(−β) = u(β)
}

and we let VΛ(R) be a hyper�nite dimensional vector space that contains the
characteristic function 1[−β,β](x) of [−β, β] and such that6[

H1
[ (R)

]σ ⊆ VΛ(R) ⊆W (R).

6To have this property we need the nonstandard extension to be a |P(R)|+-enlargment.
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As W (R) ⊆
[
H1
[ (R)

]∗
we can apply Theorem 20 to deduce that VΛ(R) contains

an isomorphic copy of a canonical space of ultrafunctions on H1
[ (R). If this

isomorphic copy does not contain 1[−β,β], we can apply Lemma 21 to construct
a space of ultrafunctions included in VΛ(Ω) that contains 1[−β,β]. Let UΛ(Ω)
denote this space of ultrafunctions on H1

[ (R).
Condition (1) holds as H1

c (R) ⊆ H1
[ (R). To prove condition (2) let us show

that 1̃ = 1[−β,β] : in fact, for every u ∈ UΛ(R) we have

ˆ
1̃ · u dx =

ˆ
1 · u dx =

ˆ β

−β
u dx =

ˆ
1[−β,β] · u dx.

Henceforth condition (2) holds as 1[−β,β] · u = u for every u ∈ UΛ(R). To prove
condition (3) let u ∈ UΛ(R). Then

ˆ
D
(
1[−β,β]

)
· u dx =

ˆ
∂
(
1[−β,β]

)
· u dx = u(β)− u(−β) = 0,

namely D
(
1[−β,β]

)
= 0. Finally, as UΛ(R) ⊆ [BV (R)]

∗
, by equation (3.5), we

have that ˆ
Du v dx = 〈∂∗u, v〉 = −〈u, ∂∗v〉 = −

ˆ
u Dv dx

and so condition (4) holds.

Remark 23. Let UΛ(R) be the space of ultrafunctions given by Theorem 22.
Then for every ultrafunction u ∈ UΛ(R) we have

ˆ ∗
u(x)dx =

ˆ ∗
u(x) · 1dx =

ˆ ∗
u(x) · 1̃dx =

ˆ β

−β
u(x)dx.

We will use this property in Section 5 when talking about Burgers' equation.

3.3. Spaces of ultrafunctions involving time

Generic problems of evolution are usually formulated by equations of the
following kind:

∂tu = A(u), (3.6)

where
A : V (Ω)→ L2(Ω)

is a di�erential operator.
By de�nition, a strong solution of equation (3.6) is a function

φ ∈ V (I × Ω) := C0(I, V (Ω)) ∩ C1(I, L2(Ω))

where I := [0, T ) is the interval of time and Ck(I,B), k ∈ N, denotes the space
of functions from I to a Banach space B which are k times di�erentiable with
continuity.
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In equation (3.6), the independent variable is (t, x) ∈ I × Ω ⊂ RN+1, I =
[0, T ). A disappointing fact is that a ultrafunction space based on V (I × Ω) is
not a convenient space where to study this equation, since these ultrafunctions
spaces are not homogeneous in time in the following sense: if for every t ∈ I∗
we set

VΛ,t(Ω) = {v ∈ V (Ω)∗ | ∃u ∈ VΛ(I × Ω) : u(t, x) = v(x)} ,

for t2 6= t1 we have that
VΛ,t2(Ω) 6= VΛ,t1(Ω).

This fact is disappointing since we would like to see u(t, ·) as a function de�ned
on the same space for all the times t ∈ I∗. For this reason we think that a
convenient space to study equation (3.6) in the framework of ultrafunctions is

C1(I∗, VΛ(Ω)),

de�ned as follows:

De�nition 24. For every k ∈ N we set

Ck(I∗, VΛ(Ω)) =
{
u ∈

[
Ck(I, V (Ω))

]∗ | ∀t ∈ I∗, ∀i ≤ k, ∂itu(t, ·) ∈ VΛ(Ω)
}
, k ∈ N.

The advantage in using C1(I∗, VΛ(Ω)) rather than VΛ(I × Ω) relays in the
fact that we want to consider our evolution problem as a dynamical system on
VΛ(Ω), and the time as a continuous and homogeneous variable. In fact, at
least in the models which we will consider, we have a better description of the
phenomena in C1(I∗, VΛ(Ω)) rather than in VΛ(I ×Ω) or in the standard space
C0(I, V (Ω)) ∩ C1(I, L2(Ω)).

3.4. Ultrafunctions and distributions

One of the most important properties of spaces of ultrafunctions is that they
can be seen (in some sense that we will make precise later) as generalizations
of the space of distributions (see also [10], where we construct an algebra of
ultrafunctions that extends the space of distributions). The proof of this result
is the topic of this section.

Let E ⊂ RN be a set not necessarily open. In the applications in this paper
E will be Ω ⊂ RN or [0, T )× Ω ⊂ RN+1.

De�nition 25. The space of generalized distribution on E is de�ned as
follows:

D ′G(E) = L2(E)∗/N,

where

N =

{
τ ∈ L2(E)∗ | ∀ϕ ∈ D(E)

ˆ
τϕ dx ∼ 0

}
.

The equivalence class of u in L2(E)∗, with some abuse of notation, will be
denoted by

[u]D .
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De�nition 26. For every (internal or external) vector space W (E) ⊂ L2(E)∗,
we set

[W (E)]B =

{
u ∈W (E) | ∀ϕ ∈ D(E)

ˆ
uϕ dx is �nite

}
.

De�nition 27. Let [u]D be a generalized distribution. We say that [u]D is a
bounded generalized distribution if u ∈

[
L2(E)∗

]
B
.

Finally, we set

D ′GB(E) := [D ′G(E)]B .

We now want to prove that the space D ′GB(E) is isomorphic (as a vector
space) to D ′(E). To do this we will need the following lemma.

Lemma 28. Let (an)n∈N be a sequence of real numbers and let l ∈ R. If
limn→+∞ an = l then sh(limλ↑Λ a|λ|) = l.

Proof. Since limn→+∞ an = l, for every ε ∈ R>0 the set

Iε = {λ ∈ L | |l − a|λ|| < ε} ∈ U .

In fact, let N ∈ N be such that |am − l| < ε for every m ≥ N . Then for every
λ0 ∈ L such that |λ0| ≥ N we have that Iε ⊇ {λ ∈ L | λ0 ⊆ λ} ∈ U , and this
proves that Iε ∈ U . Therefore for every ε ∈ R>0 we have

|l − lim
λ↑Λ

a|λ|| < ε,

and so sh(limλ↑Λ a|λ|) = l.

Theorem 29. There is a linear isomorphism

Φ : D ′GB(E)→ D ′(E)

de�ned by the following formula:

∀ϕ ∈ D , 〈Φ ([u]D) , ϕ〉D(E)
= sh

(ˆ ∗
u ϕ∗ dx

)
.

Proof. Clearly the map Φ is well de�ned (namely u ≈D v ⇒ Φ ([u]D) =
Φ ([v]D)), it is linear and its range is in D ′(E). It is also immediate to see
that it is injective. The most delicate part is to show that it is surjective. To
see this let T ∈ D ′(E); we have to �nd an ultrafunction uT such that

Φ ([uT ]D) = T. (3.7)

Since L2(E) is dense in D ′(E) with respect to the weak topology, there is a
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sequence ψn ∈ L2(E) such that ψn → T. We claim that

uT = lim
λ↑Λ

ψ|λ|

satis�es (3.7) and [uT ]D ∈ D ′GB(E). Since uT is a Λ-limit of L2(E) functions,
we have that uT ∈ L2(E)∗, so [uT ]D ∈ D ′G(E). It remains to show that [uT ]D
is bounded and that Φ ([uT ]D) = T . Take ϕ ∈ D ; by de�nition,

〈T, ϕ〉D(E) = lim
n→+∞

ˆ ∗
ψn · ϕdx = lim

n→+∞
an,

where we have set an =
´
ψn · ϕdx. Then by Lemma 28 we have

lim
n→+∞

an = sh

(
lim
λ↑Λ

a|λ|

)
= sh

(
lim
λ↑Λ

ˆ
ψ|λ| · ϕdx

)
=

sh

(ˆ ∗(
lim
λ↑Λ

ψ|λ| · ϕ
)
dx

)
= sh

(ˆ ∗
uT · ϕdx

)
= 〈Φ ([uT ]D) , ϕ〉D(E)

,

therefore 〈Φ ([uT ]D) , ϕ〉D(E)
= 〈T, ϕ〉D(E) ∈ R and the thesis is proved.

From now on we will identify the spaces D ′GB(E) and D ′(E); so, we will
identify [u]D with Φ ([u]D) and we will write [u]D ∈ D ′(E) and

〈[u]D , ϕ〉D(E) := 〈Φ[u]D , ϕ〉 = sh

(ˆ ∗
u ϕ∗ dx

)
.

Moreover, with some abuse of notation, we will write also that [u]D ∈
L2(E), [u]D ∈ V (E), etc. meaning that the distribution [u]D can be identi�ed
with a function f in L2(E), V (E), etc. By our construction, this is equivalent
to say that f∗ ∈ [u]D . So, in this case, we have that ∀ϕ ∈ D(E)

〈[u]D , ϕ〉D(E)
= sh

(ˆ ∗
u ϕ∗ dx

)
= sh

(ˆ ∗
f∗ϕ∗dx

)
=

ˆ
f ϕ dx.

An immediate consequence of Theorem 29 is the following:

Proposition 30. The space
[
C1(I, VΛ(Ω))

]
B

can be mapped into a space of

distributions by setting, ∀u ∈
[
C1(I, VΛ(Ω))

]
B
,

∀ϕ ∈ D(I × Ω),
〈

[u]D(I×Ω) , ϕ
〉

= sh

ˆ ˆ
u(t, x)ϕ∗(t, x)dxdt. (3.8)

Finally, let us also notice that the proof of Theorem 29 can be modi�ed to
prove the following result:

Proposition 31. If W (E) is an internal space such that D∗(E) ⊂ W (E) ⊂
L2(E)∗, then every distribution [v]D has a representative u ∈ W (E) ∩ [v]D .
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Namely, the map
Φ : [W (E)]B → D ′(E)

de�ned by
Φ(u) = [u]D

is surjective.

Proof. We can argue as in the proof of Theorem 29, by substituting L2(E) with
D(E). This is possible since D(E) is dense in L2(E) (and so, in particular,
W (E) is dense in L2(E)), and the density property was the only condition
needed to prove the surjectivity of the embedding.

In the following sections we want to study problems such as equation (3.6) in
the context of ultrafunctions. To do so we will need to restrict to the following
family of operators:

De�nition 32. We say that an operator

A : V (Ω)→ V ′(Ω)

is weakly continuous if, ∀u, v ∈ [VΛ(Ω)]B , ∀ϕ ∈ D(Ω), we have that if

ˆ
uϕ∗ dx ∼

ˆ
vϕ∗ dx

then ˆ
A∗(u) ϕ∗ dx ∼

ˆ
A∗(v) ϕ∗ dx.

For our purposes, the important property of weakly continuous operators is
that if

A : V (Ω)→ V ′(Ω)

is weakly continuous then it can be extended to an operator

[A]D : D ′(Ω)→ D ′(Ω)

by setting
[A]D ([u]D) = [A (w)]D ,

where w ∈ [u]D ∩ V (Ω). In the following, with some abuse of notation we will
write [A (u)]D instead of [A]D ([u]D) .

Remark 33. De�nition 32 can be reformulated in the classical language as fol-
lows: A is weakly continuous if for every weakly convergent sequence un in
D ′(Ω) the sequence A (un) is weakly convergent in D ′(Ω).

4. Generalized Ultrafunction Solutions (GUS)

In this section we will show that an evolution equation such as equation (3.6)
has Generalized Ultrafunction Solutions (GUS) under very general assumptions
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on A, and we will show the relationships of GUS with strong and weak solu-
tions. However, before doing this, we think that it is helpful to give the feeling
of the notion of GUS for stationary problems. This will be done in Section
4.1 providing a simple typical example. We refer to [4], [7] and [9] for other
examples.

4.1. Generalized Ultrafunction Solutions for stationary problems

A typical stationary problem in PDE can be formulated ad follows:

Find u ∈ V (Ω) such that

A(u) = f, (4.1)

where V (Ω) ⊆ L2(Ω) is a vector space and A : V (Ω) → V ′(Ω) is a di�erential
operator and f ∈ L2(Ω).

The "typical" formulation of this problem in the framework of ultrafunctions
is the following one:

Find u ∈ VΛ(Ω) such that

Ã(u) = f̃ . (4.2)

In particular, if A : V (Ω) → L2(Ω) and f ∈ L2(Ω), the above problem can be
formulated in the following equivalent "weak form":

Find u ∈ VΛ(Ω) such that

∀ϕ ∈ VΛ(Ω),

ˆ ∗
Ω∗
A∗(u)ϕdx =

ˆ ∗
Ω∗
f∗ϕdx. (4.3)

Such an ultrafunction u will be called a GUS of Problem (4.2).
Usually, it is possible to �nd a classical solution for problems of the type

(4.1) if there are a priory bounds, but the existence of a priori bounds is not
su�cient to guarantee the existence of solutions in V (Ω). On the contrary, the
existence of a priori bounds is su�cient to �nd a GUS in VΛ(Ω) (as we are going
to show).

Following the general strategy to �nd a GUS for Problem (4.2), we start by
solving the following approximate problems for every λ in a quali�ed set :

Find uλ ∈ Vλ(Ω) such that

∀ϕ ∈ Vλ(Ω),

ˆ
Ω

A(uλ)ϕdx =

ˆ
Ω

fϕdx.

A priori bounds in each space Vλ(Ω) are su�cient to guarantee the existence
of solutions. The next step consists in taking the Λ-limit. Clearly, this strategy
can be applied to a very large class of problems. Let us consider a typical
example in details:
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Theorem 34. Let A : V (Ω)→ V ′(Ω) be a hemicontinuous7 operator such that
for every �nite dimensional space Vλ ⊂ V (Ω) there exists Rλ ∈ R such that

if u ∈ Vλand ‖u‖] = Rλ then 〈A(u), u〉 > 0, (4.4)

where ‖·‖] is any norm in V (Ω). Then the equation (4.2) has at least one solution
uΛ ∈ VΛ(Ω).

Proof. If we set

Bλ =
{
u ∈ Vλ| ‖u‖] ≤ Rλ

}
and if Aλ : Vλ → Vλ is the operator de�ned by the following relation:

∀v ∈ Vλ, 〈Aλ(u), v〉 = 〈A(u), v〉

then it follows from the hypothesis (4.4) that deg(Aλ, Bλ, 0) = 1, where deg(·, ·, ·)
denotes the topological degree (see e.g. [1]). Hence, ∀λ ∈ L,

∃u ∈ Vλ,∀v ∈ Vλ, 〈Aλ(u), v〉 = 0.

Taking the Λ-limit of the net (uλ) we get a GUS uΛ ∈ VΛ(Ω) of equation
(4.2).

Example 35. Let Ω be an open bounded set in RN and let

a(·, ·, ·) : RN × R× Ω→ RN , b(·, ·, ·) : RN × R× Ω→ R

be continuous functions such that ∀ξ ∈ RN ,∀s ∈ R,∀x ∈ Ω we have

a(ξ, s, x) · ξ + b(ξ, s, x)s ≥ ν (|ξ|) , (4.5)

where ν is a function (not necessarely negative) such that

ν (t)→ +∞ for t→ +∞. (4.6)

We consider the following problem:

Find u ∈ C2(Ω) ∩ C0(Ω) s.t.

∇ · a(∇u, u, x) = b(∇u, u, x). (4.7)

In the framework of ultrafunctions this problem becomes

Find u ∈ V (Ω) :=
[
C2(Ω) ∩ C0(Ω)

]
Λ

such that

7An operator between Banach spaces is called hemicontinuous if its restriction to �nite
dimensional subspaces is continuous.
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∀ϕ ∈ V (Ω),

ˆ
Ω

∇ · a(∇u, u, x) ϕ dx =

ˆ
Ω

b(∇u, u, x)ϕdx.

If we set
A(u) = −∇ · a(∇u, u, x) + b(∇u, u, x)

it is not di�cult to check that conditions (4.5) and (4.6) are su�cient to guar-
antee the assumptions of Theorem 34. Hence we have the existence of a ultra-
function solution of problem (4.7). Problem (4.7) covers well known situations
such as the case in which A is a maximal monotone operator, but also very
pathological cases. E.g., by taking

a(∇u, u, x) = (|∇u|p−2 −∇u); b(∇u, u, x) = f(x),

we get the equation
∆pu−∆u = f.

Since ˆ
Ω

(−∆pu+ ∆u) u dx = ‖u‖p
W 1,p

0

− ‖u‖2H1
0
,

it is easy to check that we have a priori bounds (but not the convergence) in
W 1,p

0 (Ω). Therefore we have GUS, and it might be interesting to study the kind
of regularity of these solutions.

4.2. Strong and weak solutions of evolution problems

As usual, let
A : V (Ω)→ V ′(Ω)

be a di�erential operator.
We are interested in the following Cauchy problem for t ∈ I := [0, T ): �nd

u such that  ∂tu = A(u);

u (0) = u0.
(4.8)

A solution u = u(t, x) of problem (4.8) is called a strong solution if

u ∈ C0(I, V (Ω)) ∩ C1(I, V ′(Ω)).

It is well known that many problems of type (4.8) do not have strong solutions
even if the initial data is smooth (for example Burgers' equation BE). This is
the reason why the notion of weak solution becomes necessary. If A is a linear
operator and A (D(Ω)) ⊂ D ′(Ω), classically a distribution T ∈ V ′(I × R) is
called a weak solution of problem (4.8) if

∀ϕ ∈ D(I × R), −〈T, ∂tϕ〉+

ˆ
Ω

u0(x) ϕ(0, x)dx =
〈
T,A†ϕ

〉
,

where A† is the adjoint of A.
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If A is not linear there is not a general de�nition of weak solution. For exam-
ple, if you consider Burgers' equation, a function w ∈ L1

loc(I ×Ω) is considered
a weak solution if

∀ϕ ∈ D(I×Ω), −
ˆ ˆ

w∂tϕ dxdt−
ˆ

Ω

u0(x) ϕ(0, x)dx+
1

2

ˆ ˆ
w2∂xϕ dxdt = 0.

However, if we use the notion of generalized distribution developed in section
3.4 we can give a de�nition of weak solution for problems involving weakly
continuous operators that generalizes the classical one for linear operators:

De�nition 36. Let A : W → D ′ be weakly continuous. We say that u ∈ W
is a weak solution of Problem (4.8) if the following condition is ful�lled: ∀ϕ ∈
D(I × Ω)

ˆ
u(t, x)ϕt(t, x) dxdt−

ˆ
u(0, x)ϕ(0, x)dx = 〈A(u), ϕ〉.

From the theory developed in Section 3.4, the notion of weak solution given
by De�nition 36 can be written in nonstandard terms as follows: [w]D is a weak
solution of Problem (4.8) if

w ∈
[
C1(I, V (Ω))∗

]
B

;

∀ϕ ∈ D(I × Ω),
´ T

0

´
Ω
∂twϕ

∗dxdt+
´ T

0
A (w)ϕ∗dt ∼ 0;

w (0, x) = u0(x).

By the above equations, any strong solution is a weak solution, but the con-
verse is not true. A very large class of problems (such as BE) which do not
have strong solutions have weak solutions, or even only distributional solutions.
Unfortunately, there are problems which do not have even weak (or distribu-
tional) solutions, and worst than that there are problems (such as BE) which
have more than one weak solution, namely the uniqueness of the Cauchy prob-
lem is violated, and hence the physical meaning of the problem is lost. This is
why we think that it is worthwhile to investigate these kind of problems in the
framework of generalized solutions in the world of ultrafunctions.

4.3. Generalized Ultrafunction Solutions and their �rst properties

In Section 4.1 we gave the de�nition of GUS for stationary problems. The
de�nition of GUS for evolution problems is analogous:

De�nition 37. An ultrafunction u ∈ C1(I∗, VΛ(Ω)), is called a Generalized
Ultrafunction Solution (GUS) of problem (4.8) if ∀v ∈ VΛ(Ω),

´
∂tuv dx =

´
A∗(u)v dx;

u (0, x) = u0 (x) .
(4.9)
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Problem (4.9) can be rewritten as follows:
u ∈ C1(I∗, VΛ);

∂tu = PΛA∗(u);

u (0, x) = u0 (x) ,

where PΛ is the orthogonal projection. The main Theorem of this section states
that problem (4.8) locally has a GUS. As for the ordinary di�erential equations
in �nite dimensional spaces, this solution is de�ned for an interval of time which
depends on the initial data.

Theorem 38. Let A|Vλ(Ω) be locally Lischitz continuous ∀λ ∈ L; then there
exists a number TΛ(u0) ∈ (0, T ]R∗ such that problem (4.8) has a unique GUS
uΛ in [0, TΛ(u0))R∗ .

Proof. For every λ ∈ L let us consider the approximate problem
u ∈ C1(I, Vλ(Ω)) and ∀v ∈ Vλ(Ω);

´
Ω
∂tu(t, x) v(x)dx =

´
Ω
A(u(t, x)) v(x)dx;

uλ (0) =
´

Ω
u0(x) v(x)dx.

(4.10)

It is immediate to check that this problem is equivalent to the following one
u ∈ C1(I, Vλ(Ω));

∂tu(t, x) = PλA(u(t, x));

uλ (0) = Pλu0,

(4.11)

where the "projection" Pλ : L2(Ω)→ Vλ(Ω) is de�ned by

ˆ
Ω

Pλw(x)v(x)dx = 〈w, v〉 , ∀v ∈ Vλ(Ω). (4.12)

The Cauchy problem (4.11) is well posed since Vλ(Ω) is a �nite dimensional
vector space and Pλ◦ A is locally Lipschitz continuous on Vλ. Then there exists
a number Tλ(u0) ∈ (0, T ]R such that problem (4.11) has a unique solution in
[0, Tλ(u0))R . Taking the Λ-limit, we get the conclusion.

De�nition 39. We will refer to a solution uΛ given as in Theorem 38 as to a
local GUS.

Clearly the GUS is a global solution (namely a function de�ned for every
t ∈ [0, T )) if Tλ(u0) is equal to T . In concrete applications, the existence of a
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global solution usually is a consequence of the existence of a coercive integral of
motion. In fact, we have the following corollary:

Corollary 40. Let the assumptions of Theorem 38 hold. Moreover, let us as-
sume that there exists a function I : V (Ω)→ R such that if u(t) is a local GUS
in [0, Tλ), then

∂tI
∗ (u(t)) ≤ 0 (4.13)

(or, more in general, that I∗ (u(t)) is not increasing) and such that ∀λ ∈
L, I|Vλ(Ω) is coercive (namely if un ∈ Vλ(Ω) and ‖un‖ → ∞ then I (un)→∞).
Then u(t) can be extended to the full interval [0, T ) .

Proof. By our assumptions, there is a quali�ed set Q such that ∀λ ∈ Q, if uλ(t)
is de�ned in [0, Tλ) , then

∂tI (uλ(t)) ≤ 0 (4.14)

since otherwise the inequality (4.13) would be violated. By (4.14) and the
coercivity of I|Vλ(Ω) we have that Tλ(u0) = T. Hence also u(t) is de�ned in the
full interval [0, T ) .

4.4. GUS, weak and strong solutions

We now investigate the relations between GUS, weak solutions and strong
solutions.

Theorem 41. Let u ∈ C1(I∗, VΛ(Ω)) be a GUS of Problem (4.8), and let us
assume that A is weakly continuous. Then

1. if
u ∈

[
C1(I∗, VΛ(Ω))

]
B

then the distribution [u]D is a weak solution of Problem (4.8);
2. moreover, if

w ∈ [u]D ∩ C
1(I, V (Ω))

then w is a strong solution of Problem (4.8).

Proof. (1) In order to simplify the notations, in this proof we will write
´

instead of
´ ∗

. Since u is a GUS, then for any ϕ ∈ D (I × Ω) ⊂ C∞B (I∗, VΛ(Ω))
(we identify ϕ and ϕ∗) we have that

ˆ T

0

ˆ
Ω∗
∂tuϕ dx dt =

ˆ T

0

ˆ
Ω∗
A∗(u)ϕdx dt.

Integrating in t, we get

ˆ T

0

ˆ
Ω∗
u(t, x) ∂tϕdx dt−

ˆ
Ω

u0(x)ϕ(0, x)dx+

ˆ T

0

ˆ
Ω∗
A∗(u(t, x))ϕdx dt = 0.

By the de�nition of [u]D , and as A is weakly continuous, we have that

ˆ T

0

ˆ
Ω∗
u(t, x) ∂tϕdx dt ∼

ˆ T

0

ˆ
Ω

[u]D(t, x) ∂tϕdx dt,
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ˆ
Ω∗
u0(x)ϕ(0, x)dx ∼

ˆ
Ω

([u]D)0 (x)ϕ(0, x)dx,

ˆ T

0

ˆ
Ω∗
A∗(u(t, x))ϕdx dt ∼

ˆ T

0

ˆ
Ω

A([u]D(t, x))ϕdx dt.

Henceforth

ˆ T

0

ˆ
Ω

[u]D(t, x) ∂tϕdx dt−
ˆ

Ω

([u]D)0 (x)ϕ(0, x)dx+

ˆ T

0

ˆ
Ω

A([u]D(t, x))ϕdx dt ∼ 0.

Since all three terms in the left hand side of the above equation are real numbers,
we have that their sum is a real number, and so

ˆ T

0

ˆ
Ω

[u]D(t, x) ∂tϕdx dt−
ˆ

Ω

([u]D)0 (x)ϕ(0, x)dx+

ˆ T

0

ˆ
Ω

A([u]D(t, x))ϕdx dt = 0,

namely [u]D is a weak solution of Problem (4.8).
(2) If there exists w ∈ [u]D ∩ C1(I, V (Ω)) then u ∈

[
C1(I∗, VΛ(Ω))

]
B
, so

from (1) we get that w is a weak solution of Problem (4.8). Moreover, w ∈
C1(I, V (Ω)) ⊆ C0(I, V (Ω))∩C1(I, V ′(Ω)), and hence w is a strong solution.

Usually, if problem (4.8) has a strong solution w, it is unique and it coincides
with the GUS u in the sense that [w∗]D = [u]D and in many cases we have also
that

‖u− w∗‖ ∼ 0. (4.15)

If problem (4.8) does not have a strong solution but only weak solutions, often
they are not unique. Thus the GUS selects one weak solution among them.

Now suppose that w ∈ L1
loc is a weak solution such that [u]D = [w∗]D but

(4.15) does not hold. If we set

ψ = u− w∗

then ‖ψ‖ is not an in�nitesimal and ψ carries some information which is not
contained in w. Since u and w de�ne the same distribution, [ψ]D = 0, i.e.

∀ϕ ∈ D ,

ˆ
ψϕ∗ dx = 0.

So the information contained in ψ cannot be contained in a distribution. Nev-
ertheless this information might be physically relevant. In Section 5.4, we will
see one example of this fact.

4.5. First example: the nonlinear Schroedinger equation

Let us consider the following nonlinear Schroedinger equation in RN :

i∂tu = −1

2
∆u+ V (x)u− |u|p−2u; p > 2, (4.16)
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where, for simplicity, we suppose that V (x) ∈ C1(RN ) is a smooth bounded
potential. A suitable space for this problem is

V (RN ) = H2(RN ) ∩ Lp(RN ) ∩ C(RN ).

In fact, if u ∈ V (RN ), then the energy

E(u) =

ˆ [
1

2
|∇u|2 + V (x) |u|2 +

2

p
|u|p

]
dx (4.17)

is well de�ned; moreover, if u ∈ V (RN ) we have that

−1

2
∆u+ V (x)u− |u|p−2u ∈ V ′(RN ),

so the problem is well-posed in the sense of ultrafunctions (see Def. 37). It is
well known, (see e.g. [18]) that if p < 2 + 4

N then the Cauchy problem (4.16)
(with initial data in V (RN )) is well posed, and there exists a strong solution

u ∈ C0(I, V (RN )) ∩ C1(I, V ′(RN )).

On the contrary, if p ≥ 2 + 4
N , the solutions, for suitable initial data, blows up

in a �nite time. So in this case weak solutions do not exist. Nevertheless, we
have GUS:

Theorem 42. The Cauchy problem relative to equation (4.16) with initial data
u0 ∈ VΛ(RN ) has a unique GUS u ∈ C1(I, VΛ(RN )); moreover, the energy (4.17)
and the L2-norm are preserved along this solution.

Proof. Let us consider the functional

I(u) =

ˆ
|u|2dx.

On every approximating space Vλ(Ω) we have that

d

dt

ˆ
|u|2dx =

ˆ
d

dt
|u|2dx = 2Re

ˆ (
u,

d

dt
u

)
= 0,

therefore I∗ (namely, the L2-norm) is constant on GUS. A similar direct compu-
tation can be used to prove that also the energy is constant on GUS. Moreover,
it is easily seen that ∀λ ∈ L, I|Vλ(Ω) is coercive. Since also the other hypotheses
of Theorem 38 are veri�ed, we can apply Corollary 40 to get the existence and
uniqueness of the GUS.

Now it is interesting to know what these solutions look like, and if they
have any reasonable meaning from the physical or the mathematical point of
view. For example, when p < 2 + 4

N the dynamics given by equation (4.16),
for suitale initial data, produces solitons (see e.g. [14] or [3]); so we conjecture
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that in the case p ≥ 2 + 4
N solitons with in�nitesimal radius will appear at

the concentration points and that they will behave as pointwise particles which
follow the Newtonian Dynamics.

4.6. Second example: the nonlinear wave equation

Let us consider the following Cauchy problem relative to a nonlinear wave
equation in a bounded open set Ω ⊂ RN :

�ψ + |ψ|p−2ψ = 0 in I × Ω;

ψ = 0 on I × ∂Ω;

ψ(0, x) = ψ0(x), ∂tψ(0, x) = ψ1(x),

(4.18)

where � = ∂2
t − ∆, p > 2 , I = [0, T ). In order to formulate this problem in

the form (4.8), we reduce it to a system of �rst order equations (Hamiltonian
formulation):  ∂tψ = φ;

∂tφ = ∆ψ − |ψ|p−2ψ.

If we set

u =

[
ψ
φ

]
; A(u) =

[
φ

∆ψ − |ψ|p−2ψ

]
,

then problem (4.18) reduces to a particular case of problem (4.8).
A suitable space for this problem is

V (Ω) =
[
C2(Ω) ∩ C0(Ω)

]
× C(Ω).

If u ∈ V (Ω), the energy

E(u) =

ˆ
Ω

[
1

2
|φ|2 +

1

2
|∇ψ|2 +

1

p
|ψ|p

]
dx (4.19)

is well de�ned.
It is well known, (see e.g. [23]) that problem (4.18) has a weak solution;

however, it is possible to prove the global uniqueness of such a solution only if
p < N

N−2 (any p if N = 1, 2).
On the contrary, in the framework of ultrafunctions we have the following

result:

Theorem 43. The Cauchy problem relative to equation (4.18) with initial data
u0 ∈ VΛ(Ω) has a unique solution u ∈ C1(I∗, VΛ(Ω)); moreover, the energy
(4.19) is preserved along this solution.

Proof. We have only to apply Theorem 38 and Corollary 40, where we set

I(u) := E(u) =

ˆ
Ω

[
1

2
|φ|2 +

1

2
|∇ψ|2 +

1

p
|ψ|p

]
dx.
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5. The Burgers' equation

5.1. Preliminary remarks

In section 4.5 we have shown two examples which show that:

• equations which do not have weak solutions usually have a unique GUS;

• equations which have more than a weak solution have a unique GUS.

So ultrafunctions seem to be a good tool to study the phenomena modelled by
these equations. At this point we think that the main question is to know what
the GUS look like and if they are suitable to represent properly the phenomena
described by such equations from the point of view of Physics. Of course this
question might not have a unique answer: probably there are phenomena which
are well represented by GUS and others which are not. In any case, it is worth-
while to investigate this issue relatively to the main equations of Mathematical
Physics such as (4.16), (4.18), Euler equations, Navier-Stokes equations and so
on.

We have decided to start this program with the (nonviscous) Burgers' equa-
tion

∂u

∂t
+ u

∂u

∂x
= 0,

since it presents the following peculiarities:

• it is one of the (formally) simplest nonlinear PDE;

• it does not have a unique weak solution, but there is a physical criterium
to determine the solution which has physical meaning (namely the entropy
solution);

• many solutions can be written explicitly, and this helps to confront clas-
sical and ultrafunction solutions.

We recall that an other interesting approach to Burgers' equation by means of
generalized functions (in the Colombeau sense) has been devoloped by Biagioni
and Oberguggenberger in [16].

5.2. Properties of the GUS of Burgers' equations

The �rst property of Burgers' equation (BE) that we prove is that its smooth
solutions with compact support have in�nitely many integrals of motion:

Proposition 44. Let G(u) be a di�erentiable function, G ∈ C1(R), G(0) = 0,
and let u(t, x) be a smooth solution of (BE) with compact support. Then

I(u) =

ˆ
G(u(t, x))dx

is a constant of motion of (BE) (provided that the integral converges).
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Proof. The proof of this fact is known, we include it here only for the sake of
completeness. Multiplying both sides of equation (BE) by G′(u), we get the
equation

G′(u)∂tu+G′(u)u∂xu = 0,

which gives
∂tG(u) + ∂xH(u) = 0,

where

H(u) =

ˆ u

0

sG′(s)ds. (5.1)

Since u has compact support, we have that −
´
∂xH(u)dx = 0, and hence

∂t

ˆ
G(u)dx = −

ˆ
∂xH(u)dx = 0.

Let us notice that Proposition 44 would hold also if we do not assume that
u has a compact support, provided that it decays su�ciently fast.

In the literature, any function G as in the above theorem is called entropy
and H is called entropy �ux (see e.g. [17, 19]), since in some interpretation of
this equation G corresponds (up to a sign) the the physical entropy. But this is
not the only possible interpretation.

If we interpret (BE) as a simpli�cation of the Euler equation, the unknown
u is the velocity; then, for G(u) = u and G(u) = 1

2u
2, we have the following

constants of motion: the momentum

P (u) =

ˆ
udx

and the energy

E(u) =
1

2

ˆ
u2dx.

However, in general the solutions of Burgers' equation are not smooth; in
fact, if the initial data u0(x) is a smooth function with compact support, the
solution develops singularities. Hence we must consider weak solutions which, in
this case, are solutions of the following equation in weak form: w ∈ L1

loc(I×Ω),
and ∀ϕ ∈ D(I × Ω)

ˆ T

0

ˆ
Ω

w(t, x)∂tϕ(t, x) dxdt−
ˆ

Ω

u0(x)ϕ(0, x)dx+

1

2

ˆ T

0

ˆ
Ω

w(t, x)2∂xϕ(t, x) dxdt = 0. (5.2)

Nevertheless, the momentum and the energy of the GUS of Burgers' equation
are constants of motion as we will show in Theorem 46. This result holds if we
work in C1(I∗, UΛ(R)), where UΛ (R) is the space of ultrafunctions described in
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Theorem 22.
With this choice of the space of ultrafunctions, a GUS of the Burgers' equa-

tion, by de�nition, is a solution of the following problem:
u ∈ C1(I∗, UΛ(R)) and ∀v ∈ UΛ(R)

´
(∂tu) vdx = −

´
(u∂xu) vdx;

u (0, x) = u0 (x) ,

(5.3)

were u0 ∈ UΛ(R) (mostly, we will consider the case where u0 ∈
(
H1
c (R)

)σ
). Let

us recall that, by De�nition 24, for every u ∈ C1(I∗, UΛ(R)), we have ∂tu(t, ·) ∈
UΛ(R).

We have the following result:

Theorem 45. For every initial data u0 ∈ UΛ(R) the problem (5.3) has a GUS.

Proof. It is su�cient to apply Theorem 38 to obtain the local existence of a
GUS u, and then Corollary 40 with

I(w) = E(w) =
1

2

ˆ
w2dx

to deduce that the local GUS is, actually, global. In fact if we take v(t, x) =
u(t, x) in the weak equation that de�nes Problem (5.3), we get

ˆ
(∂tu)udx = −

ˆ
[u∂xu]udx =

−
ˆ

[u∂xu]u · 1̃dx = −
ˆ β

−β
[u∂xu]udx =

−1

3

ˆ β

−β
∂xu

3dx = 0,

as u(β) = u(−β). Then
∂tE(u) = 0

and hence Corollary 40 can be applied.

Theorem 46. Problem (5.3) has two constants of motion: the energy

E =
1

2

ˆ
u2 dx

and the momentum

P =

ˆ
u dx.

Proof. We already proved that the energy is constant in the proof of Theorem
45. In order to prove that also P is constant take v = 1̃ ∈ UΛ(R) in equation
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(5.3). Then we get

∂tP = ∂t

ˆ
udx =

ˆ
∂tu1̃dx = −

ˆ
u∂xu1̃dx = −1

2

ˆ +β

−β
∂xu

2dx = 0,

as u(−β) = u(β).

Let us notice that Theorems 45 and 46 hold even if u0 is a very singular
object, e.g. a delta-like ultrafunction.

Remark 47. Proposition 44 shows that the strong solutions of (BE) have in-
�nitely many constants of motion; is this fact true for the GUS? Let us try to
prove that ˆ

G(u(t, x))dx

is constant following the same proof used in Theorem 45 and 46. We set

v(t, x) = PΛG
′(u) ∈ C(I∗, UΛ)

and we replace it in eq. (5.3), so that

∂t

ˆ
G(u(t, x))dx =

ˆ
∂tuG

′(u)dx

=

ˆ
∂tuPΛG

′(u)dx (since ∂tu(t, ·) ∈ UΛ)

= −
ˆ
u∂xuPΛG

′(u)dx.

Now, if we assume that G′(u(t, .)) ∈ UΛ(R), we have that PΛG
′(u) = G′(u)

and hence

∂t

ˆ
G(u(t, x))dx = −

ˆ
u∂xuG

′(u)dx

= −
ˆ
∂xH(u)dx = 0

where H(u) is de�ned by (5.1). Thus
´
G(u(t, x))dx is a constant of motion

provided that
G′(u) ∈ C(I, UΛ). (5.4)

However, this is only a su�cient condition. Clearly, in general the analogous of
condition (5.4) will depend on the choice of the space of ultrafunctions VΛ(R):
di�erent choices of this space will give di�erent constants of motion. Our choice
VΛ(R) = UΛ(Ω) was motivated by the fact that GUS of equation (5.3) in UΛ(Ω)
preserves both the energy and the momentum.
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5.3. GUS and weak solutions of BE

In this section we consider equation (5.3) with u0 ∈
(
H1
c (R)

)σ
. Our �rst

result is the following:

Theorem 48. Let u be the GUS of problem (5.3) with initial data u0 ∈
(
H1
c (R)

)σ
.

Then [u]D(I×Ω) is a weak solution of problem BE.

Proof. From Theorem 45 we know that the problem admits a GUS u, and from
Theorem 46 we deduce that [u]D is a bounded generalized distribution: in fact,
for every ϕ ∈ D(I × R) we have∣∣∣∣ˆ uϕdx

∣∣∣∣ ≤ (ˆ u2dx

) 1
2
(ˆ

ϕ2dx

) 1
2

< +∞

as
´
u2dx =

´
u2

0dx < +∞ by the conservation of energy on GUS. Therefore,
from Theorem 41 we deduce that w := [ū]D(I×Ω) is a weak solution of problem
BE.

Thus the GUS of problem 5.3 is unique and it is associated with a weak
solution of problem BE. It is well known (see e.g. [17] and references therein)
that weak solutions of (BE) are not unique: hence, in a certain sense, the ultra-
functions give a way to choose a particular weak solution among the (usually
in�nite) weak solutions of problem BE.

However, among the weak solutions there is one that is of special interest,
namely the entropy solution. The entropy solution is the only weak solution of
(BE) satisfying particular conditions (the entropy conditions) along the curves
of discontinuity of the solution (see e.g. [20], Chapter 3). For our purposes, we
are interested in the equivalent characterization of the entropy solution as the
limit, for8 ν → 0, of the solutions of the following parabolic equations:

∂u

∂t
+ u

∂u

∂x
= ν

∂2u

∂x2
(5.5)

(see e.g. [21] for a detailed study of such equations). These equations are called
the viscous Burgers' equations and they have smooth solutions in any reasonable
function space. In particular, in Lemma 49, we will prove that the problem 5.5
has a unique GUS in UΛ(R) for every initial data u0 ∈ UΛ(R). Now, if ū is the
GUS of problem 5.5 with a classical initial condition u0 ∈ L2(R), then [u]D is
bounded: in fact, for every ϕ ∈ D(I × R) we have∣∣∣∣ˆ uϕdx

∣∣∣∣ ≤ (ˆ u2dx

) 1
2
(ˆ

ϕ2dx

) 1
2

< +∞

as
´
u2dx ≤

´
u2

0dx < +∞. Therefore, from Theorem 41 we deduce that w :=
[ū]D(I×Ω) is a weak solution.

8In this approach, ν is usally called the viscosity.
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We are now going to prove that it is possible to choose ν in�nitesimal in such
a way that w is the entropy solution. This fact is interesting since it shows that
this GUS represents properly, from a Physical point of view, the phenomenon
described by Burgers' equation. In order to see this let us consider the problem
(5.5) with ν hyperreal.

Lemma 49. The problem
u ∈ C1(I, UΛ(Ω)) and ∀v ∈ UΛ(R)

´
(∂tu(t, x) + u∂xu(t, x)) v(x)dx =

´
ν∂2

xu(t, x)v(x)dx,

u (0) = u0

(5.6)

has a unique GUS for every ν ∈ (R+)
∗
and every u0 ∈ UΛ(R).

Proof. Let (Uλ(R))λ∈L be an approximating net of UΛ(R). Since ν ∈ (R+)
∗
and

u0 ∈ UΛ(R), we have that for every λ ∈ L there exist νλ ∈ R+ and u0,λ ∈ Uλ(R)
such that

ν = lim
λ↑Λ

νλ and u0 = lim
λ↑Λ

u0,λ.

Thus, we can consider the approximate problems
u ∈ C1(I, Uλ(R)) and ∀v ∈ Uλ(R)

´
(∂tu(t, x) + u∂xu(t, x)) v(x)dx =

´
ν∂2

xu(t, x)v(x)dx,

u (0) = u0,λ.

(5.7)

For every λ, the problem (5.7) has a unique solution uλ. If we let uΛ = limλ↑Λ uλ
we have that uΛ is the unique ultrafunction solution of problem (5.6).

Let us call uν the GUS of Problem (5.6). A natural conjecture would be
that, if u0 is standard, then for every ν in�nitesimal the distribution [uν ]D(I×Ω)

is the entropy solution of Burgers' equation. However, as we are going to show
in the following Theorem, in general this property is true only �when ν is a large
in�nitesimal�:

Theorem 50. Let u0 be standard, let z be the entropy solution of Problem
BE with initial condition u0 and, for every ν ∈ R∗, let uν be the solution of
Problem 5.6 with initial condition u∗0. Then there exists an in�nitesimal number
ν0 such that, for every in�nitesimal ν ≥ ν0, [uν ]D(I×Ω) = z; namely, the GUS

of Problem 5.6, for every in�nitesimal ν ≥ ν0, correspond (in the sense of
De�nition 25) to the entropy solution of Problem BE.
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Proof. For every real number ν we have that the standard problem
w ∈ C1(I,H1

[ (R)),

∂tw(t, x) + w∂xw(t, x) = ν∂2
xw(t, x),

w (0) = u0

has a unique solution wν . Therefore for every real number ν we have uν = w∗ν .
For overspill we therefore have that there exists an in�nitesimal number ν0 such
that, for every in�nitesimal ν ≥ ν0, uν = wν , where wν is the solution of the
problem 

w ∈ C1(I,H1
[ (R))∗,

∂tw(t, x) + w∂xw(t, x) = ν∂2
xw(t, x),

w (0) = u∗0.

But as z = lim
ε→0+

vε, we have that for every in�nitesimal number ν, for every

test function ϕ we have that

〈z∗ − vν , ϕ∗〉 ∼ 0.

In particular for every in�nitesimal ν ≥ ν0,

〈z∗ − uν , ϕ∗〉 ∼ 0,

and as this holds for every test function ϕ we have our thesis.

Theorem 50 shows that, for a standard initial value u0, there exists a ultra-
function which corresponds to the entropy solution of Burgers' equation; more-
over, this ultrafunction solves a viscous Burgers' equation for an in�nitesimal
viscosity (namely, it is the solution of an in�nitesimal perturbation of Burgers'
equation). However, within ultrafunctions theory there is another �natural� so-
lution of Burgers' equation for a standard initial value u0, namely the unique
ultrafunction u that solves Problem 5.3. We already proved in Theorem 48 that
u corresponds (in the sense of De�nition 25) to a weak solution of Burgers' equa-
tion. Our conjecture is that this weak solution is precisely the entropy solution;
however, we have not been able to prove this (yet!). Nevertheless, in any case
it makes sense to analyse this solution: this will be done in the next section.

5.4. The microscopic part

Let u ∈ C1(I∗, UΛ) be the GUS of (5.3) and let w = [u]D . With some abuse
of notation we will identify the distribution w with a L2 function. We want to
compare u and w∗ and to give a physical interpretation of their di�erence.

Since we have that
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[u]D = [w∗]D

we can write
u = w∗ + ψ;

we have that

∀ϕ ∈ D (I × Ω) ,

ˆ ˆ ∗
uϕ∗ dx dt ∼

ˆ ˆ
wϕ dx dt

and ˆ ˆ ∗
ψϕ∗ dx dt ∼ 0. (5.8)

We will call w (and w∗) the macroscopic part of u and ψ the microscopic part
of u; in fact, we can interpret (5.8) by saying that ψ does not appear to a
mascroscopic analysis. On the other hand,

´ ∗
ψϕ dx dt 6∼ 0 for some ϕ ∈

C1(I∗, UΛ)\D (I × Ω). Such a ϕ �is able� to detect the in�nitesimal oscillations
of ψ. This justi�es the expression "macroscopic part" and "microscopic part".
So, in the case of Burgers equation, the ultrafunctions do not produce a solution
to a problem without solutions (as in the example of section 4.5), but they
give a di�erent description of the phenomenon, namely they provide also the
information contained in the microscopic part ψ.

So let us analyze it:

Proposition 51. The microscopic part ψ of the GUS solution of problem (5.3)
satis�es the following properties:

1. the momentum of ψ vanishes:

ˆ
ψ dx = 0;

2. w∗ and ψ are almost orthogonal:

ˆ ˆ
ψw∗ dxdt ∼ 0;

3. the energy of u is the sum of the kinetic macroscopic energy,
´
|w(t, x)|2 dx,

the kinetic microscopic energy (heat)
´
|ψ(t, x)|2 dx and an in�nitesimal

quantity;

4. if w is the entropy solution then the �heat�
´
|ψ(t, x)|2 dx increases.

Proof. 1)
´
ψ dx =

´
u dx −

´
w∗ dx, and the conclusion follows as both u and

w preserve the momentum.
2) First of all we observe that the L2 norm of ψ is �nite, as ψ = u − w∗

and the L2 norms of u and w are �nite. Now let {ϕn}n∈N be a sequence in
D(I ×Ω) that converges strongly to w in L2. Let {ϕν}ν∈N∗ be the extension of
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this sequence. As ϕn ⇀ w in L2, we have that for any in�nite number N ∈ N
‖ϕN − w∗‖L2 ∼ 0. For every �nite number n ∈ N∗ we have that

ˆ
ψϕndxdt = 0,

as ϕn ∈ D(I × Ω). By overspill, there exists an in�nite number N such that´
ψϕNdxdt = 0. If we set η = w∗ − ϕN , we have ‖η‖L2 ∼ 0. Then∣∣∣∣ˆ ψw∗dxdt

∣∣∣∣ =

∣∣∣∣ˆ ψ(ϕN + η)dxdt

∣∣∣∣
=

∣∣∣∣ˆ ψϕNdxdt+

ˆ
ψηdxdt

∣∣∣∣ ∼ 0,

as
´
ψϕNdxdt = 0 and

∣∣´ ψηdxdt∣∣ ≤ ´ |ψ| |η| dxdt ≤ (‖ψ‖L2 · ‖η‖L2)
1
2 ∼ 0.

3) This follows easily from (2).
4) The energy of u = w∗ + ψ is constant, while the energy of w∗, if w is the

entropy solution, decreases. Therefore we deduce our thesis from (3).

Now let Ω ⊂ I × R be the region where w is regular (say H1) and let
Σ = (I × R) \Ω be the singular region. We have the following result:

Theorem 52. ψ satis�es the following equation in the sense of ultrafunctions:

∂tψ + ∂x (Vψ) = F,

where

V = V(w,ψ) = w(t, x) +
1

2
ψ(t, x) (5.9)

and
supp (F (t, x)) ⊂ Nε(Σ),

where Nε(Σ) is an in�nitesimal neighborhood of Σ∗.

Proof. In Ω we have that
∂tw + w∂xw = 0

Since u = w+ψ satis�es the following equation (in the sense of ultrafunctions),

Dtu+ P (ux∂u) = 0

we have that ψ satis�es the equation,

Dtψ + P

[
∂x

(
wψ +

1

2
ψ2

)]
= 0

in Ω∗\Nε(Σ) where Nε(Σ) is an in�nitesimal neighborhood of Σ∗.

As we have seen ψ2 can be interpreted as the density of heat. Then V can be
interpreted as the �ow of ψ; it consists of two parts: w which is the macroscopic
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component of the �ow and 1
2ψ(t, x) which is the transport due to the Brownian

motion.

References

[1] Ambrosetti A., Malchiodi A., Nonlinear Analysis and Semilinear Elliptic
Problems, Cambridge University Press, Cambridge (2007).

[2] Benci V., An algebraic approach to nonstandard analysis, in: Calculus of
Variations and Partial di�erential equations, (G. Buttazzo, et al., eds.),
Springer, Berlin (1999), 285�326.

[3] Benci V., Hylomorphic solitons,, Milan J. Math. 77 (2009), 271�332.

[4] Benci V., Ultrafunctions and generalized solutions, in: Adv. Nonlinear
Stud. 13 (2013), 461�486.

[5] Benci V., Di Nasso M., A ring homomorphism is enough to get nonstan-
dard analysis, Bull. Belg. Math. Soc. Simon Stevin 10 (2003), 481�490.

[6] Benci V., Di Nasso M., Alpha-theory: an elementary axiomatic for non-
standard analysis, Expo. Math. 21 (2003), 355�386.

[7] Benci V., Luperi Baglini L., A model problem for ultrafunctions, in: Vari-
ational and Topological Methods: Theory, Applications, Numerical Sim-
ulations, and Open Problems. Electron. J. Di�. Eqns., Conference 21
(2014), 11�21.

[8] Benci V., Luperi Baglini L., Basic Properties of ultrafunctions, in: Anal-
ysis and Topology in Nonlinear Di�erential Equations (D. G. Figuereido,
J. M. do O, C. Tomei eds.), Progress in Nonlinear Di�erential Equations
and their Applications 85 (2014), 61�86.

[9] Benci V., Luperi Baglini L., Ultrafunctions and applications, DCDS-S 7
(2014), 593�616.

[10] Benci V., Luperi Baglini L., A non archimedean algebra and the Schwartz
impossibility theorem,, Monatsh. Math. (2015), 503�520.

[11] Benci V., Luperi Baglini L., Generalized functions beyond distributions,
AJOM 4, (2014), 231�253.

[12] Benci V., Luperi Baglini L., A generalization of Gauss' divergence theo-
rem, in: Recent Advances in Partial Di�erential Equations and Applica-
tions, Proceedings of the International Conference on Recent Advances in
PDEs and Applications (V. D. Radulescu, A. Sequeira, V. A. Solonnikov
eds.), Contemporary Mathematics (2016), 69�84.

36



[13] Benci V., Luperi Baglini L., A topological approach to non-Archimedean
mathematics, in: Geometric Properties for Parabolic and Elliptic PDE
(F. Gazzola, K. Ishige, C. Nitsch, P. Salani eds.), Springer Proceedings
in Mathematics & Statistics, Vol. 176 (2016), 17�40.

[14] Benci V. Fortunato D.,Variational methods in nonlinear �eld equations,
Springer Monographs in Mathematics 2014.

[15] Biagioni H. A., Generalized solutions to nonlinear �rst-order systems,
Monatsh. Math 118 (1994), 7�20.

[16] Biagioni H. A., Oberguggenberger M., Generalized solutions to Burgers'
equation, J. Di�er. Equations 97 (1992), 263�287.

[17] Bianchini S., Marconi E., On the concentration of entropy for scalar
conservation laws, DCDS-S 9 (2016), 73�88.

[18] Cazenave T., Semilinear Schrödinger equations, Courant Lecture Notes
in Mathematics, vol. 10, New York University Courant Institute of Math-
ematical Sciences, New York (2003).

[19] De Lellis C., Otto F., Westdickenberg M., Minimal entropy conditions
for Burgers equation, Quart. Appl. Math. 62 (2004), 687�700.

[20] Evans C., Partial di�erential equations, Graduate Studies in Mathemat-
ics 19, AMS, Providence (1991).

[21] Hopf E., The partial di�erential equation ut + uux = µuxx, Comm. Pure
Appl. Math. 3 (1950), 201�230.

[22] Keisler H. J., Foundations of In�nitesimal Calculus, Prindle, Weber &
Schmidt, Boston (1976).

[23] Lions J. L., Quelques methodes de resolution des problemes aux limites

non lineaires, Paris, Dunod (1969).

[24] Robinson A., Non-standard Analysis, Proceedings of the Royal Academy
of Sciences, Amsterdam (Series A) 64 (1961), 432�440.

[25] Rosinger E. E., Generalized solutions of nonlinear partial di�erential
equations, North-Holland Math. Studies 146, North-Holland, Amsterdam
(1987).

37


	Introduction
	Notations

	L-theory
	Non-Archimedean Fields
	The L-limit
	Natural extension of sets and functions

	Ultrafunctions
	Definition of Ultrafunctions
	Canonical extension of functions, functionals and operators
	Spaces of ultrafunctions involving time
	Ultrafunctions and distributions

	Generalized Ultrafunction Solutions (GUS)
	Generalized Ultrafunction Solutions for stationary problems
	Strong and weak solutions of evolution problems
	Generalized Ultrafunction Solutions and their first properties
	GUS, weak and strong solutions
	First example: the nonlinear Schroedinger equation
	Second example: the nonlinear wave equation

	The Burgers' equation
	Preliminary remarks
	Properties of the GUS of Burgers' equations
	GUS and weak solutions of BE
	The microscopic part


