Accepted Manuscript

On the nonexistence of degenerate phase-shift multibreathers in Klein-Gordon models with interactions beyond nearest neighbors

T. Penati, V. Koukouloyannis, M. Sansottera, P.G. Kevrekidis, S. Paleari

PII: S0167-2789(18)30113-1
DOI: https://doi.org/10.1016/j.physd.2019.06.002
Reference: PHYSD 32136

To appear in: Physica D

Received date: 6 March 2018
Revised date: 21 May 2019
Accepted date: 3 June 2019

Please cite this article as: T. Penati, V. Koukouloyannis, M. Sansottera et al., On the nonexistence of degenerate phase-shift multibreathers in Klein-Gordon models with interactions beyond nearest neighbors, Physica D (2019), https://doi.org/10.1016/j.physd.2019.06.002

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.
On the nonexistence of degenerate phase-shift multibreathers in Klein-Gordon models with interactions beyond nearest neighbors

T. Penati\textsuperscript{a,b}, V. Koukouloyannis\textsuperscript{a}, M. Sansottera\textsuperscript{a,b}, P.G. Kevrekidis\textsuperscript{d}, C. Palma\textsuperscript{a,b}

\textsuperscript{a}Department of Mathematics “F.Enriques”, Milano University, via Saldini 50, 20133 Milano, Italy
\textsuperscript{b}GNFM (Gruppo Nazionale di Fisica Matematica) – Indam (Istituto Nazionale di Alta Matematica “F. Severi”), Roma, Italy
\textsuperscript{c}Department of Mathematics, Statistics and Physics, College of Arts and Sciences, Qatar University, P.O. Box 2713, Doha, Qatar
\textsuperscript{d}Department of Mathematics and Statistics, University of Massachusetts, Amherst, MA 01003-4515, USA

Abstract

In this work, we study the existence of, low amplitude, phase-shift multibreathers for small values of the linear coupling in Klein-Gordon chains with interactions beyond the classical nearest-neighbor (NN) ones. In the proper parameter regimes, the considered lattices bear connections to models beyond one spatial dimension, namely the so-called zigzag lattice, as well as the two-dimensional square lattice or coupled chains. We examine initially the necessary persistence conditions of the system derived by the so-called Effective Hamiltonian Method, in order to seek for unperturbed solutions whose continuation is feasible. Although this approach provides useful insights, in the presence of degeneracy, it does not allow us to determine if they constitute true solutions of our system. In order to overcome this obstacle, we follow a different route. By means of a Lyapunov-Schmidt decomposition, we are able to establish that the bifurcation equation for our models can be rewritten, in the small energy and small coupling regime, as a perturbation of a corresponding, beyond-nearest-neighbor, discrete nonlinear Schrödinger equation. There, nonexistence results of degenerate phase-shift discrete solitons can be demonstrated by an additional Lyapunov-Schmidt decomposition, and translated to our original problem on the Klein-Gordon system. In this way, among other results, we can prove nonexistence of four-sites vortex-like waveforms in the zigzag Klein-Gordon model. Finally, briefly considering a one-dimensional model bearing similarities to our original problem on the Klein-Gordon system. In this way, among other results, we can prove nonexistence of four-sites vortex-like waveforms in the zigzag Klein-Gordon model. Finally, briefly considering a one-dimensional model bearing similarities to our original problem on the Klein-Gordon system.

1. Introduction

The study of nonlinear dynamical lattices of Klein-Gordon (KG) and Fermi-Pasta-Ulam types has received considerable attention over the past two decades. This can be partially attributed to the intense interest in waveforms which are exponentially localized in space and periodic in time \[8, 18\]. Such discrete breather states have been recognized as emerging generically in systems that combine discreteness and nonlinearity. Relevant experimental examples abound and involve, e.g., Josephson junction arrays \[6, 52\], electrical transmission lines \[16\], micro-mechanical cantilever arrays \[48, 49\], coupled torsion pendula \[12\], coupled antiferromagnetic layers \[50\] and granular crystals \[7, 10\].

Most of these studies concern fundamental localized states. Typically also, they are predominantly in simpler, more controllable one-dimensional models \[1\]. However, optical \[34\], atomic \[25\], solid-state \[14\] and other settings suggest an interest in exploring higher-dimensional systems. Here, there may exist energy thresholds for breather existence \[17\]. Additionally, one can find novel discrete vortex structures \[11, 13\]. These are also referred to as phase-shift multibreathers. In fact, it may happen that higher charge vortices are more stable than their lower charge counterparts under appropriate conditions \[27\]. It has been argued that suitable adaptations of beyond-nearest-neighbor interactions \[29\] and the so-called zigzag \[15\] chains share some of the intriguing features of higher-dimensional settings. At the same time, such settings remain effectively one-dimensional in their formulation. For this reason, lattices with beyond-nearest-neighbor interactions represent a focal point in our study.

It is worthwhile to stress here that, on a more mathematical side, the proof of existence of these objects (discrete breathers and their variants that we consider in the present paper) is nowadays fairly standard in the limit of small coupling, provided a suitable nondegeneracy allows to apply the Implicit Function Theorem \[35\]. A key feature of our work is the development of a rather general technique to deal with degenerate situations, in order to prove existence or non-existence of continuation of solutions from the zero-coupling limit, when the standard approach does not work. Our technique will be shown to be applicable to several systems. Among them, the zigzag model is particularly relevant. This is because it represents a prototypical system for which a rather nontrivial form of degeneracy appears.

More specifically, in this work, we are interested in KG models with range of interactions beyond nearest-neighbor, with Hamiltonian

\[
\mathcal{H} = \sum_{j \in \mathbb{Z}} \left( \frac{1}{2} \dot{y}_j^2 + V(x_j) \right) + \sum_{h=1}^r \epsilon_h \frac{(x_{j+h} - x_j)^2}{2}.
\]

In the present paper we will actually restrict to the case of the hard quartic potential, i.e.

\[
V(s) = \frac{1}{2} s^2 + \frac{1}{4} s^4,
\]

although, in the limit of small enough amplitude, the results presented here hold true for generic symmetric potentials.
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The Hamiltonian above describes an infinite chain of anharmonic oscillators with linear interactions between them up to $r$ neighbors and vanishing boundary conditions at infinity $\lim_{n \to \pm \infty} x_n = \lim_{n \to \pm \infty} y_n = 0$, which are automatically satisfied since we set $\mathcal{E}^1(\mathbb{R}) \times \mathcal{E}^1(\mathbb{R})$ as the phase space of the system. We will denote by $E$ the energy of the system, i.e., the (conserved along the dynamics) value of the Hamiltonian $\mathcal{H}(x, y) = E$.

In what follows we will limit our analysis to range of interaction $r = 3$. By considering $\epsilon_j = k_j \epsilon$, with $k_1 = 1$, the above Hamiltonian becomes

$$\mathcal{H} = \mathcal{H}_0 + \epsilon \mathcal{H}_1$$

$$\mathcal{H}_0 = \sum_{j \in \mathbb{Z}} \left( \frac{y_j^2}{2} + V(x_j) \right)$$

$$\mathcal{H}_1 = \frac{1}{2} \sum_{j \in \mathbb{Z}} \left( (x_j - x_{j+1})^2 + k_2(x_j - x_{j+2})^2 + k_3(x_j - x_{j+3})^2 \right).$$

We are interested in the existence, in the small coupling limit (i.e., for values of the coupling close to the anticontinuum limit $|\epsilon| \to 0$), of multibreather solutions. These constitute a class of periodic orbits whose energy is spatially localized on few oscillators (or sites). More precisely, we will denote by $S = \{j_1, j_2, \ldots, j_m\}$ the set of their indices. In the case of the zigzag model, four adjacent oscillators will be considered (namely with indices $j \in S = \{1, 2, 3, 4\}$, see Figures 1 and 2). If these four oscillators are given the same energy for $\epsilon = 0$, any orbit is periodic. This is so regardless of the phase differences between them. In this way, a completely resonant four-dimensional torus is formed for the zigzag system.

The Hamiltonian above describes an infinite chain of anharmonic oscillators with linear interactions between them up to $r$ neighbors and vanishing boundary conditions at infinity $\lim_{n \to \pm \infty} x_n = \lim_{n \to \pm \infty} y_n = 0$, which are automatically satisfied since we set $\mathcal{E}^1(\mathbb{R}) \times \mathcal{E}^1(\mathbb{R})$ as the phase space of the system. We will denote by $E$ the energy of the system, i.e., the (conserved along the dynamics) value of the Hamiltonian $\mathcal{H}(x, y) = E$.

In what follows we will limit our analysis to range of interaction $r = 3$. By considering $\epsilon_j = k_j \epsilon$, with $k_1 = 1$, the above Hamiltonian becomes

$$\mathcal{H} = \mathcal{H}_0 + \epsilon \mathcal{H}_1$$

$$\mathcal{H}_0 = \sum_{j \in \mathbb{Z}} \left( \frac{y_j^2}{2} + V(x_j) \right)$$

$$\mathcal{H}_1 = \frac{1}{2} \sum_{j \in \mathbb{Z}} \left( (x_j - x_{j+1})^2 + k_2(x_j - x_{j+2})^2 + k_3(x_j - x_{j+3})^2 \right).$$

We are interested in the existence, in the small coupling limit (i.e., for values of the coupling close to the anticontinuum limit $|\epsilon| \to 0$), of multibreather solutions. These constitute a class of periodic orbits whose energy is spatially localized on few oscillators (or sites). More precisely, we will denote by $S = \{j_1, j_2, \ldots, j_m\}$ the set of their indices. In the case of the zigzag model, four adjacent oscillators will be considered (namely with indices $j \in S = \{1, 2, 3, 4\}$, see Figures 1 and 2). If these four oscillators are given the same energy for $\epsilon = 0$, any orbit is periodic. This is so regardless of the phase differences between them. In this way, a completely resonant four-dimensional torus is formed for the zigzag system.

Our investigation can thus be reduced to all within the general question of the perturbation of four-dimensional invariant resonant tori in Hamiltonian dynamics; generically, only a finite number of periodic orbits are expected to survive to the breaking of the resonant torus. Lower bounds for the minimal number of such persisting solutions can be derived by means of geometric methods, such as in the so-called Moser-Weinstein theory (see [54, 38], but also Chapter 1 of [5] for a simpler exposition of main results in this direction). In the case of resonant tori of maximal dimension, classical results of perturbation theory due to Poincaré [46, 47] allow to identify these orbits as critical points of the averaged perturbation on a torus, under some suitable nondegeneracy conditions; degenerate cases, still considering tori of maximal dimension, have been instead the object of more recent papers, such as in [37, 53] or in [44], where normal form techniques and fixed point arguments were combined. One of the first extensions to low-dimensional tori can be found in [51], still under suitable nondegeneracy assumptions (see also [55] for a contemporary extension to multiscale systems). However, to our knowledge, none of the above results provides a constructive and applicable perturbation strategy. Thus, the object of the present investigation will be the proposal of such a strategy for the continuation of periodic orbits in the degenerate and low-dimensional case.

When we consider only nearest neighbors interactions in (2), i.e., setting $k_2 = k_3 = 0$, and consecutive oscillators, it is well known that only multibreathers with standard phase differences ($\varphi = 0$ or $\pi$) between adjacent oscillators survive the breaking of the resonant torus [30]. If next-to-nearest (or longer range) neighbor interactions are added, other solutions with non-standard phase differences may survive: these are called phase-shift multibreathers (see e.g. [32, 43]). The emergence of phase-shift multibreathers in both one-dimensional KG and discrete nonlinear Schrödinger (dNLS) models with interactions beyond those of the nearest-neighbor interactions, have been investigated in some recent works [9, 24, 29]. This issue partially overlaps with the study of vortex structures in two-dimensional lattices, like in [13, 28, 41]. Indeed, a suitable beyond nearest neighbor interaction in a one-dimensional lattice allows to reproduce the local interactions involved in a two-dimensional vortex, for example in a hexagonal or square lattice, thus providing an emulation of the two-dimensional object by a one-dimensional one at leading order in the coupling perturbation parameter $\epsilon$; such an approximation clearly fails at higher orders, due to the differences in terms of lattice shape and interaction among sites.

As an intermediate case between a one- and a two-dimensional lattice we can consider the aforementioned zigzag lattice [15]. This lattice can be seen to consist of just two oscillator chains which are connected as shown in Figure 1. In this case, we can easily see that vortex solutions of Figure 1 correspond to four-site multibreathers in the one-dimensional system of Figure 2. The zigzag system is described by a Hamiltonian

$$\mathcal{H}_{10} = \sum_{j \in \mathbb{Z}} \left[ \left( \frac{1}{2} y_j^2 + \frac{1}{2} x_j^2 + \frac{1}{4} x_j^4 \right) + \frac{\epsilon}{2} \left( (x_{j+1} - x_j)^2 + (x_{j+2} - x_j)^2 \right) \right].$$

![Figure 1](image-url) Figure 1: The two-dimensional zigzag model: all the interactions are nearest-neighbor ones with the same strength. The diagonal (red) springs are those which give the nearest-neighbor interaction in the corresponding one-dimensional version (see Figure 2), while the (blue) horizontal ones correspond to the next-to-nearest (NNN) neighbor interaction in that representation. The indexing indicates the energy flow of the vortex solutions. Color online.

![Figure 2](image-url) Figure 2: The corresponding one-dimensional zigzag model. The numbers indicate the correspondence to the two-dimensional zigzag model. For the color meaning, please refer to the caption of Figure 1. Color online.
that corresponds to a Hamiltonian (2) with \( k_2 = 1 \) and \( k_3 = 0 \). Indeed, the subscript of \( H \) refers to the values of the coupling constants \( k \) (including \( k_1 \) which is always 1 in our notation).

As we anticipated before, both in the one-dimensional and in the two-dimensional case, the existence of multibreathers is typically established via implicit function theorem arguments, which rely on the non-degeneracy of some linearized equation. This is the case, for example, of the classical result in [1], where true multibreather solutions are obtained from approximate solutions which correspond to critical points of an averaged (effective) Hamiltonian: in this context, an approximate solution has to satisfy some persistence conditions (see e.g. [29]) which select admissible candidates of phase-differences for a possible continuation. The same analytical tool, i.e., the implicit function theorem, can be used also in a different scheme: approaching the original problem with a Lyapunov-Schmidt decomposition (with the torus being resonant), it is used to solve the Range equation, and then the use of some symmetry, like time-reversibility, can remove the Kernel directions (see [43]). However, in some degenerate cases, the candidate solutions we get from the persistence conditions do not correspond to true solutions of our systems. In such cases, a deeper analysis is required which typically involves higher order terms of the bifurcation (kernel) equation.

In particular, by studying persistence conditions, one realizes that candidate solutions are not isolated in degenerate systems, but appear in families. In the following section it will be illustrated how a simple form of degeneracy arises when in the multibreather configuration there are holes between oscillators which are large in comparison with the interaction range. More subtle mechanisms are related to particular symmetries in the interactions beyond nearest neighbor ones even for consecutive sites configurations. A prototypical case is that of the zigzag system (3), for which we realize that the candidate vortex solutions of Figure 1 appear as two one-parameter families intersecting in two highly symmetric configurations.

To get a complete description of the continuation we exploit the corresponding dNLS model

\[
H = \sum_{j \in \mathbb{Z}} \left( \left| \psi_j \right|^2 + \frac{3}{8} \left| \psi_j \right|^4 + \epsilon \left( \left| \psi_{j+1} - \psi_j \right|^2 + k_2 \left| \psi_{j+2} - \psi_j \right|^2 + k_3 \left| \psi_{j+3} - \psi_j \right|^2 \right) \right),
\]

as a bridge to the KG system \( \mathcal{H} \). Indeed, in the framework of resonant normal form theory, the former can be shown to be a good approximation of the latter, the energy regime \( E \ll 1 \) and for couplings \( \epsilon \ll \sqrt{E} \) (see e.g. [42], or the proofs in Section 3); this means that by a close to the identity symplectic change of coordinates, the difference between the two models (2) and (4) is shown to be small in some norm of analytic functions. Moreover, although the system \( H \) shares the same degeneracy as the original KG model \( \mathcal{H} \), it is easier to derive the nonexistence of any phase-shift discrete soliton of \( H \) following the scheme of [45], by expanding its bifurcation equation to leading order and verifying a sufficient condition on it. Since such a condition is robust under small perturbations, we are then able to transfer the nonexistence result of \( H \) to the original system \( \mathcal{H} \), showing the nonexistence of any vortex solution (symmetric or asymmetric) for the corresponding degenerate KG models, in the prescribed regime of the two main parameters \( E \) and \( \epsilon \).

We present here, among the possible statements, the one concerning the four-sites multibreathers for the zigzag model. We thus introduce the four-dimensional resonant torus filled by periodic orbits, belonging to the possible solutions of \( \mathcal{H}_{110} \) for \( \epsilon = 0 \)

\[
\bar{u}_{j}(\tau) = \begin{cases} 0, & j \notin S, \\ (x(\tau + \theta_j), \bar{y}(\tau + \theta_j), \bar{z}(\tau + \theta_j), \bar{w}(\tau + \theta_j)), & j \in S. 
\end{cases}
\]

with \( S = \{1, 2, 3, 4\} \) and \( x(\cdot) \) is a nonlinear oscillation of normalized period \( 2\pi \)

\[
\gamma^2 x'' + x + x^3 = 0, \quad x(0) = \rho,
\]

where \( \tau := t \) is the rescaled time induced by the frequency \( \gamma \) associated to the (small) amplitude \( \rho \) of the oscillation; we also introduce the phase differences \( \varphi_j \), between the above mentioned successive oscillators, as

\[
\varphi_j := \theta_j - \theta_{j-1}, \quad j \in S' = \{1, 2, 3\}.
\]

As we previously mentioned, in this case, the configurations stable for continuation lie in two one-parameter families within the three-dimensional manifold of phase-differences variables \( \varphi \).

These two families intersect in what we call symmetric vortex configuration, since it features the standard vortex phase differences \( \Phi^{(\text{v})} \equiv \varphi = \pm (\pi/2, \pi, -\pi/2) \), where \( \varphi = (\varphi_1, \varphi_2, \varphi_3) \), according to (7). The reason that the \( \Phi^{(\text{v})} \) configuration is the one with \( \pm (\pi/2, \pi, -\pi/2) \) and not the \( \pm (\pi/2, \pi, 2\pi/2) \) as one could have expected, is that, as we can see from Figure 1, the vortex-flow is \( 1 \rightarrow 2 \rightarrow 4 \rightarrow 3 \rightarrow 1 \) while the phase differences are calculated using consecutive oscillators. On the other hand, we will call all the other solutions of these two families, with \( \varphi \neq \Phi^{(\text{v})} \) as asymmetric vortices. Let us note here that these families also include some of the standard \( \varphi \in \{0, \pi\} \) multibreather solutions in addition to the isolated standard solutions of the persistence conditions.

The next theorem claims that these standard multibreathers are the only periodic orbits persisting under a small perturbation effect, and thus no phase-shift multibreathers exist upon continuation from the zero-coupling limit, in the small amplitude regime.

**Theorem 1.1.** For \( \epsilon \) and \( \rho \) small enough (\( \epsilon \neq 0 \)), the only four-site unperturbed solutions (5) that can be continued, at fixed frequency \( \gamma \), to solutions \( u_{j}(\rho, \epsilon, \gamma) \) of (3), correspond to \( \varphi_j \in \{0, \pi\} \).

Moreover, in all the cases which appear to be non-degenerate, the "dNLS approximation" strategy, allows to derive any existence result for (2) from the existence result for the corresponding dNLS model (4). The implementation of this transfer-of-results technology between the dNLS and the corresponding KG lattices is one of the central contributions of the present work. The price one has to pay for the use of this strategy lies in the restrictions in the regime of parameters for which the models (2) are well approximated by the corresponding averaged normal forms (4).

It is important to remark that degeneracy may appear with different "degrees" (see Definition 3.2). Indeed, within the family (2), a very degenerate system is given by the Hamiltonian \( \mathcal{H}_{101} \) (see (17)) which has \( k_2 = 0 \) and \( k_3 = 1 \) and it is used to offer insights towards vortex-like configurations in
two-dimensional square lattices (due to the absence of diagonal interactions when considering 4 nodes as lying at the vertices of a square). This system admits, at the level of the persistence condition, three vortex families, having the symmetric vortex configuration in their triple intersection, giving thus a high degree of degeneracy. We stress that the corresponding dNLS model is exactly the one studied in [45], but within the scheme implemented in the present paper, the high degree of degeneracy of $H_{\text{eff}}$ does not allow us to transfer the nonexistence result proved in [45] to the corresponding KG chain. We are presently exploring a different normal form strategy which works directly on the original KG model and interprets the problem in the classical sense of breaking of a completely resonant low-dimensional torus [44].

Due to the degeneracy, which manifests itself through the presence of families of candidate solutions, and even more through their intersection points, we attempt to complement our analysis by performing a numerical investigation of the persistence conditions of the full problem (2) in the neighborhood of the parameter-values $(k_2, k_3) = (1, 0)$ and $(k_2, k_3) = (0, 1)$, which correspond to the zigzag and $H_{\text{eff}}$ configurations. In this study, we realize there exist families of solutions in the $(k_2, k_3)$-space which are non-degenerate and consequently easily continued to real solutions. But, as the $k$-parameters converge to the above mentioned set of values, the originally non-degenerate families become degenerate and the persistence conditions cannot provide a definite answer on the existence or not of the corresponding multibreather configurations.

This paper is structured as follows. In Section 2 we discuss the problem of degeneracy, reviewing the classical Effective Hamiltonian Method, and providing several examples of degenerate and non-degenerate systems. The core of the mathematical content of the paper is in Section 3, where after some settings and a precise definition of degeneracy (see Definition 3.2), the abstract results (Theorems 3.1 and 3.2) are formulated. The proofs, described by an extensive roadmap, and divided in three main steps, follow in a subsequent subsection. In Section 4, by applying the previous general statements, existence and nonexistence results are proved for the various models presented in Section 2. The numerical explorations of the persistence conditions close to the parametric regions which correspond to the zigzag and $H_{\text{eff}}$ systems are reported in Section 5. Finally, Section 6 includes some concluding remarks about possible future directions on the topic.

2. The problem of degeneracy

In the present Section we discuss the main mathematical issue, i.e. the presence of degeneracy, which motivates the developments discussed in the present paper. In particular, we will define what we mean by degeneracy presenting a classical technique used to discuss the existence of multibreathers (MB); among the requested hypothesis for the result to hold, we will emphasize the “non-degeneracy” one.

Then, after presenting a simple non-degenerate case, we will show two different types of configurations which lead to degeneracies.

2.1. The Effective Hamiltonian Method

Here we review the Effective Hamiltonian Method for the investigation of the existence of multibreather solutions introduced in [3], extended in [1, 36], and revisited and applied in several papers, like e.g. [29, 31, 32, 33].

We very briefly recall that the idea behind such a method is to calculate the critical points of an “effective” Hamiltonian $H_{\text{eff}}$ which are in a one-to-one correspondence with the multibreather periodic orbits of the original system.

First, we consider the $m$ oscillators (sometimes referred to as “central”, a term we avoid here since it may generate confusion in the case of non-consecutive configurations) which are involved in the MB and enumerate them according to the set $S = \{j_1, j_2, \ldots, j_m\}$, then we are adopting a general enumeration of the “active oscillators in order to be able to consider not only adjacent oscillators, but also configurations with “holes” between them in what follows. In the uncoupled limit $\epsilon = 0$ we consider them moving in periodic orbits with the same frequency but arbitrary initial phase. Then, in order to better detail the procedure, we introduce action-angle variables $(\theta, J)$, through the displacement equation of an individual central oscillator:

$$x(\theta, J) = \sum_{n=1}^{\infty} a_{n-1}(J) \cos[(2n-1)\theta] .$$

The lack of the even terms $A_{2n}$ in the Fourier expansion stems from the symmetry of the potential $V$. We thus get a Hamiltonian $H(x_i, y_i, J_i, \theta_i, \epsilon)$, with $j \in S$ and $i \in \mathbb{Z} \setminus S$. Now, with an additional linear canonical transformation we introduce a new set of action-angle variables

$$\varphi = \theta_{i+1} - \theta_i , \quad I_{i} = \sum_{k=1}^{m_i} J_{k} , \quad \ell = 1, \ldots, m - 1 ,$$

with $\varphi$ representing the phase differences between “consecutive” (within $S$, according to our enumeration) sites. The above set of coordinates represents the natural introduction of $m - 1$ slow angles $\varphi$ and a fast angle $\theta$, associated to the resonances among the equally excited oscillators: indeed, since at $\epsilon = 0$ we consider the oscillators $J_i, \epsilon \in S$ with the same action $J^{*}$ (in order to have also the same frequency), they lie in the so-called $1 : 1$ resonance.

With the Hamiltonian in the form $H(\varphi, I_{\ell}, x_i, y_i, \epsilon)$, it is possible to introduce the effective Hamiltonian as

$$H_{\text{eff}} := \frac{1}{\epsilon} \int_{0}^{T} H(\varphi(t), I_{\ell}, x(t), y(t), \epsilon) dt ,$$

where $z$ is a periodic trajectory in the phase space obtained, as illustrated in [1], by a continuation procedure, at constant $A$, starting from the object defined in the $\epsilon = 0$ limit.

From a practical point of view, $H_{\text{eff}}$ being defined in terms of an object (the closed path $z$) which is not known explicitly, the relation between MB solutions and the critical points of $H_{\text{eff}}$ seems useless. Here comes the role of (non)degeneracy. Indeed, expanding everything in powers of $\epsilon$, at the leading order the effective Hamiltonian can be calculated explicitly using $z_0$, the periodic orbit in the uncoupled limit. If the critical points found in such a case are non-degenerate, they can be continued to critical points of the full effective Hamiltonian, i.e. to true MB solutions.

Since by construction $H_{\text{eff}}$ does not depend on $\varphi$, then $A$ is constant and will be omitted. Recalling the general structure of
(2) the leading order of the effective Hamiltonian is simply the sum of the uncoupled Hamiltonian $\mathcal{H}_0$ (which depends solely on the actions being the integrable part of the Hamiltonian) plus the average $\langle \mathcal{H}_1 \rangle$ of the coupling terms with respect to the uncoupled periodic orbits:

$$\mathcal{H}_{\text{eff}}(\varphi, I, \epsilon) = \mathcal{H}_0(I) + \epsilon \langle \mathcal{H}_1 \rangle(\varphi, I) + O(\epsilon^2),$$

where

$$\langle \mathcal{H}_1 \rangle(\varphi, I) := \frac{1}{T} \int_0^T \mathcal{H}_1 o z_0(t) dt.$$

Critical points of the effective Hamiltonian can now be found as continuations, to nonzero $\epsilon$, of non-degenerate equilibria $(\varphi_1^*, I_1^*)$ of its leading order, with respect to $\epsilon$, part. The values of the actions $I_1^*$ correspond to the unperturbed solution $J_l = J^*$, while the existence of $\{\varphi_1^*\}$ is given by the persistence (necessary) condition

$$\mathcal{P}(\varphi) := \frac{\partial \langle \mathcal{H}_1 \rangle}{\partial \varphi_1} |_{I_l = I_1^*} = 0;$$

(10)

the above condition provides critical points of $\langle \mathcal{H}_1 \rangle(\varphi, I_1)$ on the torus $T^{3m-1}$ of the slow angles. Solutions $\varphi^*$ of (10) such that $\varphi_1 \in [0, \pi]$ will be referred to as standard configurations, while in the $\varphi_1 \notin [0, \pi]$ case they will be called phase-shift configurations. The possibility of their continuation is given by the following set of non-degeneracy conditions at $(\varphi_1^*, I_1^*)$

$$\Omega \neq k \gamma,$$

(ND-K)

$$\frac{\partial^2 \langle \mathcal{H}_1 \rangle}{\partial \varphi_1^2} |_{I_l = I_1^*} \neq 0,$$

(ND-2)

where $\Omega = V'(0)$ is the frequency of the small oscillations at the elliptic equilibrium of the anharmonic oscillator, and $\gamma$ is the frequency of the periodic orbit we are looking for, and coincides with all the $\frac{\partial^2 \langle \mathcal{H}_1 \rangle}{\partial I_j \partial I_i} |_{I_l = I_1^*}$, which are all equal since we are in the 1:1 resonance. Instead of using numbers to refer to the above conditions, we use letters which remind to the name of the condition itself. Indeed condition (ND-K) is often known in the KAM literature as Kolmogorov’s nondegeneracy (see for example the classical works [1, 25]), and encodes the fact that the resonant torus is isolated in the space of actions; condition (ND-P) is instead known as Poincaré nondegeneracy, since it appears already in well-known results of continuations of periodic orbits due to Poincaré [26, 27]; and condition (NR) is a classical (first Melnikov) condition of nonresonance, needed to “remove” leading order interactions between action-angle variables $(\varphi, I_1)$ and the transversal variables $(x, y)$. With the above conditions, MB solutions can be obtained via Implicit Function Theorem.

**Remark 2.1.** We stress now that in the class of models we are dealing with, both conditions (ND-K) and (NR) are obviously satisfied given the nonlinearity of the oscillators and their small amplitude (since for higher amplitudes we could have resonances and (NR) wouldn’t hold). Thus, the actual nondegeneracy condition reduces to (ND-P). Moreover, standard Multibreathers, corresponding to solutions $\varphi^*$ of (10) with $\varphi_1^* \in \{0, \pi\}$, can be continued independently of the validity (ND-P), as proved in [43].

It is possible to exploit the introduction of action-angle variables (8) to give a more explicit expression of $\langle \mathcal{H}_1 \rangle$ and its derivatives (see, e.g., [32] for a detailed derivation in the nearest-neighbor case): we will show it in the particular situations analyzed below.

In the following subsections we will first illustrate some typical examples of non-degenerate situations, and then we will investigate in some interesting cases the appearance of degeneracy through the two different mechanisms already mentioned in the Introduction.

### 2.2. Non-degenerate situations

Let us first show the actual implementation of the Effective Hamiltonian Method in some non-degenerate cases.

In particular, let us recall that in the nearest-neighbor setting, with consecutive sites $S = \{1, \ldots, m\}$, it is shown in [30, 32] that continuation from the zero coupling limit is possible only for standard configurations, i.e. the so called in/out of phase MB (see Figure 3 for an illustration of the possible configurations in the 3 sites case). In this case an explicit calculation brings the averaged Hamiltonian in the form

$$\langle \mathcal{H}_1 \rangle = -\frac{3}{2} \sum_{n=1}^{m-1} \sum_{j=1}^{\infty} A_{2n-1}^2 \cos((2n-1)\varphi_j);$$

it is easy to see that $\varphi = 0, \pi$ are critical points for $\langle \mathcal{H}_1 \rangle$; we refer again to the above quoted papers for the proof that these are the only configuration that can be continued.

Another example is the triangular configuration of consecutive sites $S = \{1, 2, 3\}$ in the zigzag model, i.e. with first and second neighbor interactions. For this configuration, one could also refer to the study of proper vortex solutions in two-dimensional lattices, e.g. [28, 33], since the corresponding effective Hamiltonian functions are equivalent at leading order of approximation. In this case we have

$$\langle \mathcal{H}_1 \rangle = -\frac{1}{2} \sum_{n=1}^{\infty} A_{2n-1}^2 \left[ \cos((2n-1)\varphi_1) + \cos((2n-1)\varphi_2) + \cos((2n-1)(\varphi_1 + \varphi_2)) \right];$$

the persistence condition (10) is easily derived (see also Section 3 of [28]) and nondegeneracy (ND-P) is easily checked, showing

Figure 3: An example of the four possible 3-sites MB, in the uncoupled case, with different choices of the phase shifts $(\varphi_1, \varphi_2)$.  

(0,0)  (0,\pi)  (\pi,\pi)  (\pi,0)
that there exists an isolated phase shift $\mathrm{MB}$ with $\varphi = 2\pi/3$, i.e. a vortex solution.

As a last simple example of non degeneracy we might consider again the zigzag model as above, but in a configuration of non consecutive sites: $S = \{1,3\}$ (see Table 1, bottom-left panel). We stress that in this case we have a hole from the point of view of the configuration, but due to the second neighbor interaction (see the blue spring among sites 1 and 3, in figure 1) actually there is no degeneracy at first order. Indeed, recalling our notation with enumerated sites $S = \{j_1,j_2\}$,

$$
\langle \mathcal{H}_1 \rangle = -\frac{1}{2} \sum_{n=1}^{\infty} A_{2n-1}^2 \cos((2n-1)\varphi_1)
$$

with $\varphi_1 = \theta_3 - \theta_1$ the only phase difference available.

### 2.3. Degeneracy from “holes”

In this part we will show that suitable combination of configuration holes and interaction types may lead to “effective holes” at first order; this will generate in an obvious way a problem of degeneracy. The first simple example is given by a chain with only nearest-neighbor interaction, and a configuration with a hole like $S = \{1,3\}$ (see Table 1, top-right panel). Let us recall that in such a case the interaction part $\mathcal{H}_1$ contains only terms of the form $x_j x_{j+1}$, besides the quadratic terms $x_j^2$ which depend only on the actions. Thus performing the average along $z_0$ we have that $\mathcal{J} x_0 x_1 = \mathcal{J} x_1 x_2 = \mathcal{J} x_2 x_3 = \mathcal{J} x_3 x_4 = 0$ are all zero, because in each product one of the factors is identically zero, since only $x_1$ and $x_3$ belong to the chosen configuration. The only contributing terms are the averages of $x_1^2$ and $x_3^2$:

$$
\langle \mathcal{H}_1 \rangle = \frac{1}{T} \int (x_1^2 + x_3^2) \circ z_0(t) dt = C(J^*)
$$

where $J^*$ are the fixed vales of the original actions of the unperturbed orbit $z_0$. Thus there is no dependence on the phase shifts $\varphi$, and this brings a complete degeneracy. Therefore it is not possible to proceed with the standard technique to check whether some configuration (and in the case, which ones) can be continued to the interacting regime $\varepsilon \neq 0$.

<table>
<thead>
<tr>
<th>Type of interaction</th>
<th>Presence of an “effective hole”</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>no</td>
</tr>
<tr>
<td>NN+NNN</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 1: Possible configurations of a 2-sites MB, in the uncoupled case, with or without “holes”. Supposing a NN interaction in the first row, and a NN+NNN interaction in the second one, the situations with “effective holes” are only in the second column.

A further example that, like the previous one, we will be able to deal with, using the results presented in the present paper, is given by a zigzag model (i.e. with first and second neighbor interaction having the same strength) and a double hole configuration $S = \{1,4\}$ (see Table 1, bottom-right panel). Here the interaction part of the Hamiltonian contains terms (among those depending on the phases) of the form $x_j x_{j+1}$ and $x_j x_{j+2}$, but again we have $\mathcal{J} x_0 x_1 = \mathcal{J} x_1 x_2 = \mathcal{J} x_3 x_4 = 0$ and $\mathcal{J} x_1 x_2 = \mathcal{J} x_2 x_4 = \mathcal{J} x_4 x_6 = 0$ for the same reason as before.

### 2.4. Hidden degeneracy in beyond-nearest-neighbor models: four-site non-vortex-like configurations

In the previous subsection we illustrated the appearance of a degeneracy whose source is very clear and somewhat elementary: the presence of an “effective hole”, in the sense of both configuration and interaction, leads to the lack of some terms in the averaged Hamiltonian, thus trivially producing a degeneracy. We here want to show a more subtle form of degeneracy which is not due to “holes”, but is related to “internal symmetries” generated by beyond nearest-neighbor interactions and their relative strength. We will consider two examples, both with a 4 consecutive sites configuration $S = \{1,2,3,4\}$: the first one will be again the zigzag model, while the second will be a model with first (NN) and third (next-to-next-nearest NNNN) neighbor interactions system.

We recall that both the above mentioned models belong to the family (2): the zigzag one is indeed given by $\mathcal{H}_{110}$ as in (3), and the second model will be accordingly denoted as $\mathcal{H}_{101}$ (see (17) later). Since we want to study structures with four central oscillators, only three phase differences $\varphi_i$ between them are defined as in (7). The average value of the coupling term of the Hamiltonian (2) $\langle \mathcal{H}_1 \rangle$ is calculated along the unperturbed orbit and reads

$$
\langle \mathcal{H}_1 \rangle = -\frac{1}{2} \sum_{m=1}^{\infty} A_m^2 \left( \cos(m\varphi_1) + \cos(m\varphi_2) + \cos(m\varphi_3) + k_2 \cos(m(\varphi_1 + \varphi_2)) + \cos(m(\varphi_2 + \varphi_3)) + k_3 \cos(m(\varphi_1 + \varphi_2 + \varphi_3)) \right).
$$

#### 2.4.1. The $\mathcal{H}_{110}$ (zigzag) model

The persistence conditions (10) for the case of the zigzag system (3), i.e., with $k_2 = 1$ and $k_3 = 0$, read

$$
P_{110}(\varphi) \equiv \begin{cases} 
M(\varphi_1) + M(\varphi_1 + \varphi_2) = 0, \\
M(\varphi_2) + M(\varphi_1 + \varphi_2) + M(\varphi_3 + \varphi_2) = 0, \\
M(\varphi_3) + M(\varphi_2 + \varphi_3) = 0
\end{cases}
$$

with

$$
M(\varphi) \equiv \sum_{m=1}^{\infty} (2m-1) A_m^2 \sin((2m-1)\varphi),
$$

with $A_1$ as in (8). Taking under consideration the symmetries of $M(\varphi)$

$$
M(\pi + \varphi) = -M(\varphi), \quad M(-\varphi) = -M(\varphi) = M(2\pi - \varphi), \quad M(\pi - \varphi) = +M(\varphi), \quad M(0) = M(\pi) = 0,
$$

(13)
it is straightforward to check that the persistence conditions for the zigzag-KG case, i.e., (11) and (12), admit two families of solutions

\[ F_1: \varphi = (\varphi, \pi, -\varphi), \quad F_2: \varphi = (\varphi, \pi, \pi + \varphi), \]

the members of which we call as asymmetric vortices. In addition, there exist also four standard isolated solutions \( F_{iso} = \varphi \in \{(0, 0, 0), (0, 0, \pi), (\pi, 0, 0), (\pi, 0, \pi)\} \). The latter four solutions, being isolated, do not present difficulties concerning the application of standard techniques for their continuation. The former solutions, given by (14), present a clear degeneracy, i.e., (ND-P) is not satisfied, since they belong to a family and thus are not isolated.

In principle, all combinations of 0’s, 1’s, and \( \pi \)’s work trivially, since all the terms in the persistence condition simply vanish. We have to note here that the rest of the standard multibreather solutions are part of the \( F_1 \) and \( F_2 \) families.

It is important to stress that conditions (11) are necessary but not sufficient for the existence of multibreather solutions. Indeed, in order to continue to real solutions of (3), the corresponding Jacobian matrix \( D_{\phi}(P_{110}) \) needs to be non-degenerate, which is actually the (ND-P) condition. The matrix \( D_{\phi}(P_{110}) \) is given by

\[
\begin{pmatrix}
M'(\varphi_1 + \varphi_2) + M'(\varphi_1 + \varphi_2) & M'(\varphi_2) + M'(\varphi_1 + \varphi_2) & M'(\varphi_2 + \varphi_2) + M'(\varphi_1 + \varphi_2) & M'(\varphi_2) + M'(\varphi_1 + \varphi_2) \\
M'(\varphi_2) + M'(\varphi_1 + \varphi_2) & M'(\varphi_1 + \varphi_2) + M'(\varphi_2 + \varphi_2) & M'(\varphi_1 + \varphi_2) + M'(\varphi_2 + \varphi_2) & M'(\varphi_1 + \varphi_2) + M'(\varphi_2 + \varphi_2)
\end{pmatrix},
\]

where \( M'(\varphi) \equiv \sum_{m=1}^{\infty} (2m - 1)^2 A_{2m-1} \cos((2m - 1)\varphi) \). By using the symmetries of \( M'(\varphi) \)

\[ M'(2\pi - \varphi) = M'(\varphi), \quad M'(\pi - \varphi) = M'(\varphi + \pi), \quad M'(\pi/2) = M'(3\pi/2) = M'(\pi/2) = \cdots, \]

it is easy to check that for the isolated solutions \( F_{iso} \) the matrix \( D_{\phi}(P_{110}) \) is non-degenerate so these solutions will be continued for \( \epsilon \neq 0 \) to provide multibreathers.

On the other hand, for the \( F_1, F_2 \) families of asymmetric vortices, \( D_{\phi}(P_{110}) \), degenerate possessing one zero eigenvalue, reflecting the freedom of these solutions with respect to variations in \( \varphi \). So, we cannot know at this level of perturbation theory if – or which of – these solutions can be continued to true multibreather solutions of the system.

In particular, for the configurations where the two families cross each other and correspond to the two symmetric vortices, \( \varphi = \pm \Phi^{(s)} \equiv \pm (\pi/2, \pi, -\pi/2) \), the matrix \( D_{\phi}(P_{101}) \) reads

\[
D_{\phi}(P_{101})|_{\phi^{(s)}} = \begin{pmatrix}
0 & 0 & 0 \\
0 & M'(\pi) & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

This means that its degeneracy is even higher since the dimension of its kernel is exactly two, i.e., given by the tangent directions to the two independent families in the vortex solutions. We will also attempt to numerically demonstrate this degeneracy in Section 5.

2.4.2. The \( H_{101} \) model.

The second example we consider is the \( H_{101} \) model, i.e., the model (2) with \( k_2 = 0 \) and \( k_3 = 1 \) which is described by the Hamiltonian

\[
H_{101} = \frac{1}{2} \sum_{j \in \mathbb{Z}} \left( \frac{1}{2} y_j^2 + \frac{1}{2} z_j^2 + \frac{1}{2} x_j^2 \right) + \epsilon \sum_{j \in \mathbb{Z}} \left[ (x_{j+1} - x_j)^2 + (x_{j+1} - x_j)^2 \right].
\]

Such a system represents a first order approximation of a square NN lattice and a four-site multibreather solution of (17) can be thought of as representing a one-dimensional analogue of a four-site vortex for the two-dimensional square KG lattice and as it will be shown it constitutes a more degenerate case than the one of the \( H_{101} \) model (see Figures 4 and 5).
We consider again the persistence condition for this system, which are given by

\[ P_{101}(\varphi) \equiv \begin{cases} 
M(\varphi_1) + M(\varphi_1 + \varphi_2 + \varphi_3) = 0 \\
M(\varphi_2) + M(\varphi_1 + \varphi_2 + \varphi_3) = 0 \\
M(\varphi_3) + M(\varphi_1 + \varphi_2 + \varphi_3) = 0 
\end{cases} \tag{18} \]

where \( M(\varphi) \) is given by (12). By using the symmetries of \( M(\varphi) \) given in (13), it is easy to verify that Eqs. (18) and (12) admit three families of asymmetric vortex solutions

\[ F_1: \varphi = (\varphi, \varphi, \pi - \varphi), \]
\[ F_2: \varphi = (\varphi, \pi - \varphi, \varphi), \]
\[ F_3: \varphi = (\varphi, \pi - \varphi, \pi - \varphi), \tag{19} \]

in addition to the two isolated standard in/out-of phase solutions \( F_{100} \varphi \in \{(0,0,0), (\pi,\pi,\pi)\} \).

Again, the rest of the standard configurations of this case are part of the \( F_1, F_2, F_3 \) families. These families are degenerate since the corresponding Jacobian \( D_\varphi(P_{101}) \) possesses a zero eigenvalue, while the symmetric vortex solutions

\[ \Phi_{101}^{(\varphi)} \equiv \varphi = \pm \frac{\pi}{2} \frac{\pi}{2} \frac{\pi}{2} \]

are fully degenerate, hence \( D_\varphi(P_{101}) \) equals the null matrix.

The latter can be seen both by a direct computation, or by observing that in these solutions we have three independent Kernel directions, one for each family passing through the solution. This degeneracy, which is higher of the one in the zigzag model, will be also numerically illustrated in Section 5.

2.4.3. Degeneracy in the corresponding dNLS models

The same classification of degeneracies illustrated in the previous paragraphs naturally emerge also in the dNLS systems (4) which can be derived from the corresponding KG model (2) by introducing complex variables \( \psi_j = \frac{1}{\sqrt{2}}(x_j + iy_j) \) and keeping only terms resonant with respect to the periodic flow \( \psi_j = e^{it} \).

The Effective Hamiltonian Method clearly applies also to this class of models; however, the persistence condition (10) always leads to a set of trigonometric equations which \( M(\varphi) \) given just by

\[ M(\varphi) \equiv \sin(\varphi). \tag{20} \]

For example, if we study continuation of discrete solitons corresponding to the set \( S = \{1,2,3,4\} \) is the zigzag-dNLS

\[ H_{110} = \sum_j |\psi_j|^2 + \frac{3}{8} \sum_j |\psi_j|^4 + \frac{\epsilon}{2} \sum_j [|\psi_{j+1} - \psi_j|^2 + |\psi_{j+3} - \psi_j|^2], \tag{21} \]

we note that condition (11) hold but with the function \( M \) given by (20). Thus, the become

\[ \begin{align*}
\sin(\varphi_1) + \sin(\varphi_1 + \varphi_2 + \varphi_3) &= 0 \\
\sin(\varphi_2) + \sin(\varphi_1 + \varphi_2) + \sin(\varphi_3 + \varphi_2) &= 0 \\
\sin(\varphi_3) + \sin(\varphi_2 + \varphi_3) &= 0 
\end{align*} \tag{22} \]

due to the rotational symmetry of the model (and of its discrete soliton solution); i.e. only the first mode of the Fourier expansion (8) contributes. In this case, it is straightforward to check that the persistence conditions (22) admit the two families of solutions given in (14), and that, apart from the other isolated and non-degenerate solutions, these are the only ones. Such a uniqueness-type of result is true also for the zigzag-KG problem, i.e., (11) and (12), in the limit of small enough action \( J^* \); indeed, due to the exponentially fast decay of the coefficients \( A_{2m-1}(J^*) \) in the Fourier expansion (8), in such a regime the higher harmonics in (8) are a very small perturbation of the first term \( \cos(\theta) \), and one can observe that the solutions of the persistence condition (10) in the two models coincide. Indeed, it is clear that families of solutions of (22) are also solutions of (11). On the other hand, there are no other solutions for \( J^* \) small enough due to topological reasons: these families are non-degenerate in the transversal directions, hence there exists a neighborhood of them independent of the energy, where \( P \) vanishes only on the family itself. Outside this neighborhood, the persistence condition (22) is not satisfied, hence \( P \neq 0 \), and the same holds for a small enough perturbation (11). In other words, the solutions (11) with \( M(\varphi) \) given by (12) can be obtained, in the limit of small enough \( J^* \), solving the system (22).

The same kind of correspondence can be noted between the KG model (11) and its corresponding dNLS system

\[ H_{110} = \sum_j |\psi_j|^2 + \frac{3}{8} \sum_j |\psi_j|^4 + \frac{\epsilon}{2} \sum_j [|\psi_{j+1} - \psi_j|^2 + |\psi_{j+3} - \psi_j|^2]; \tag{23} \]

indeed, if we study continuation of discrete solitons corresponding again to the set \( S = \{1,2,3,4\} \) in the above model (23), we note that the conditions (18) hold but with \( M \) once again given by (20), i.e.,

\[ \begin{align*}
\sin(\varphi_1) + \sin(\varphi_1 + \varphi_2 + \varphi_3) &= 0 \\
\sin(\varphi_2) + \sin(\varphi_1 + \varphi_2) + \sin(\varphi_3 + \varphi_2) &= 0 \\
\sin(\varphi_3) + \sin(\varphi_2 + \varphi_3) &= 0 
\end{align*} \tag{24} \]

which has been the subject of a detailed investigation performed in [45]. Here again, in the limit of vanishing \( J^* \), the families of solutions of (18) and (12) are independent on \( J^* \) and are the same for (24).

The exact correspondence of solutions between the persistence condition in KG models and in dNLS models is even more evident, if not obvious, in the other examples of degeneracies illustrated in the paragraph 2.3, being those cases totally degenerate (the whole resonant torus \( S^2 \) is a solution of the persistence condition (10), also with (20)).

3. Abstract (non)existence results

As remarked in the final part of the previous section, in the regime of small energy and for some combination of excited sites \( S \) and linear interactions \( \kappa_i \), solutions of the persistence condition (10) in the KG model, namely with \( M(\varphi) \) given by (12), coincide with those in the corresponding dNLS model, where \( M(\varphi) \) is given by (20).

Thus, restricting to this class of degenerate scenarios, we want to present two abstract statements allowing to rigorously derive results on the continuation of Multibreathers in the KG models from results on the continuation of discrete solitons in the “corresponding” dNLS models.
3.1. Setting and formulation

Let us consider the KG Hamiltonian (2) and its equations of motion
\[ \ddot{x}_j = -x_j - x_j^3 + \epsilon (Lx)_j , \]  
(25)  
with the interaction terms encoded in
\[ L := \Delta_1 + k_2 \Delta_2 + k_3 \Delta_3 , \]
\[ (\Delta_m x)_j := x_{j - m} - x_j + x_{j + m} . \]
We look for a periodic orbit with frequency \( \gamma \); hence by introducing the time scaled variable \( u_j(t) := x_j(\tau) \), where \( \tau := \gamma t \), we rewrite (25) as
\[ \gamma^2 u'' + u + u^3 - \epsilon L u = 0 . \]
(26)

By defining the operators
\[ L_0 := \gamma^2 \partial^2_x + 1 , \quad L_\epsilon := L_0 - \epsilon L , \quad N(u) := u^3 , \]
and by restricting to the Sobolev spaces of periodic functions \( X_n := H^s([0, 2\pi], \mathbb{C}^2) \) (with \( H^0 = L^2 \)), the equation (26) for a generic periodic orbit becomes
\[ \mathcal{F}(\epsilon, u) := L_\epsilon u + N(u) = 0 , \]
(28)  
with
\[ \mathcal{F} : \mathbb{R} \times X_2 \rightarrow X_0 , \]
where \( \ell^2 = \ell^2(\mathbb{Z}, \mathbb{R}) \) and \( X_{0,2} \) are endowed with the usual norms
\[ \|u\|^2_{\ell^2_k} := \sum_k \|u_j(t)\|^2_{\ell^2_h} , \quad k = 0, 2 . \]

In the unperturbed case \( \epsilon = 0 \), we consider a periodic orbit \( \bar{u}(\tau, \rho) \) which lies on the \( m \)-dimensional completely resonant torus (associated to \( S = \{j_1, \ldots, j_m\} \))
\[ \bar{u}_i(\tau, \rho) := \begin{cases} 0 , & l \notin S \\ x(\tau + \theta_l) , & l \in S , \end{cases} \]
(29)
\[ x(\theta) = \rho \]
where \( \bar{u}(\tau, \rho) \) is the frequency detuning depending on the amplitude of the unperturbed solution \( \phi(0) \). We introduce the unperturbed discrete soliton profile \( u := \phi(0) \) of unit amplitude, which has the form
\[ u(\tau, \rho) := 3 \epsilon + \omega_0 = 0 , \]
(32)

We consider a solution \( v \) of the uncoupled problem and ask for its continuation for \( \epsilon \neq 0 \); we thus look for a correction \( w(\epsilon) \) around \( v \), namely
\[ w(\epsilon, v) := \phi(\epsilon) - v , \quad \text{with} \quad w(\epsilon, 0) = 0 , \]
that is continuous in \( \epsilon \) and such that \( \phi(\epsilon) \) solves (32).

Inserting the above definition, and exploiting that \( v \) is a solution for \( \epsilon = 0 \), equation (32) takes the form
\[ F(\epsilon; v, \epsilon) = 0 , \quad \text{with} \quad F(\epsilon; 0, 0) = 0 . \]
(36)

The usual strategy to solve (36) is to probe the applicability of the implicit function theorem, by considering the linear operator
\[ \Lambda := (D_w F)(v; 0, 0) . \]
(37)
It is not difficult to check that \( \Lambda \) has a \( m \)-dimensional kernel which inhibits the application of the implicit function theorem; this justifies the need of a Lyapunov-Schmidt decomposition. By following the same strategy of [45], we introduce the splitting \( w = k + h \) where
\[ k \in K := \text{Ker}(\Lambda) \simeq \mathbb{R}^m , \quad h \in H := \text{Range}(\Lambda) \simeq K^\perp , \]
so that equation (36) is equivalent to the system
\[ \begin{cases} F_H(v; k + h, \epsilon) = 0 \\ F_K(v; k + h, \epsilon) = 0 \end{cases} , \]
where the subscripts \( H \) and \( K \) denote the corresponding projections \( \Pi_H \) and \( \Pi_K \) over \( \text{Range}(\Lambda) \) and \( \text{Ker}(\Lambda) \), respectively.
The Range equation $F_H = 0$ can be solved locally by the implicit function theorem and provides

$$h = h(v; k, \epsilon) ; \quad (38)$$

inserting (38) into $F_K = 0$ we get the bifurcation equation, redefining $F_K$ as

$$0 = F_K(v; k, \epsilon) := F_K(v + h(v, k, \epsilon), \epsilon), \quad (39)$$

where now

$$F_K : \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R}^m,$$

is defined once given the unperturbed reference solution $v$ and is analytic in $\epsilon$. We here recall that $v \in H$ and that

$$F_K(v; k, 0) = 0, \quad \forall v \in H, \quad \forall k \in K;$$

indeed, geometrically speaking, for any tangential displacement $k$ there exists a unique transversal displacement $h(k)$ such that

$$\phi = v + w$$

is a solution of the equation (32) with $\epsilon = 0$. As a consequence, $F_K$ is at least of order $O(\epsilon)$, namely

$$F_K(v; k, \epsilon) = \epsilon P(v; k, \epsilon), \quad (40)$$

and (39) becomes

$$P(v; k, \epsilon) = 0. \quad (41)$$

For a given $v \in H$, we are interested in a small correction $h(k) \in K$, continuous in $\epsilon$ for small enough $|\epsilon| < 1$, such that $P(v; k, \epsilon) = 0$. We start with some definitions:

**Definition 3.2.** We denote by $v^*$ any solution of

$$P(v; 0, 0) = 0, \quad (42)$$

and by $p$ an integer such that

$$\text{dim}(\text{ker}(D_k P(v^*; 0, 0))) = p + 1.$$

Then

1. $v^*$ is said non-degenerate if $p = 0$;
2. a solution $\phi = v^* + w(v^*, \epsilon)$ of (32) is said to be non-degenerate if $v^*$ is non-degenerate;
3. $v^*$ is said $p$-degenerate if $1 \leq p \leq m - 1$.

In more geometrical terms, nondegeneracy means that the only kernel direction of $D_k P(v^*; 0, 0)$ is given by the velocity of the unperturbed orbit, that in the case of discrete solitons coincides with the gauge vector field. On the other hand, $v^*$ is said to be degenerate if there exist at least two independent kernel directions for $D_k P(v^*; 0, 0)$, as in the examples illustrated in the previous Section for the KG model, degeneracy typically arises when solutions of (42) appear in $d + 1$ families $v^*(\theta_j, \varphi)$, with

$$\varphi = (\varphi_1, \ldots, \varphi_d), \quad 1 \leq d \leq m - 1$$

being a local parametrization of the subtorus $\mathbb{T}^d \subset \mathbb{T}^m$. In general, we expect that a given $v^*$ on such a family is $d$-degenerate, with the Kernel of $D_k P(v^*; 0, 0)$ being given by the tangent directions $\partial_{\theta_j} v^*$ and $\partial_{\varphi_j} v^*$. However, families can intersect each other, like in the four-sites examples of Section 2.4, where either two (see (14)) or three families (see (19)) intersect in vortex configurations: hence, transversal intersections are even more degenerate and we can expect $p$-degeneracy with $d < p \leq m - 1$.

Equation (42) selects those unperturbed solutions $v^*$ which might survive to the breaking of the resonant torus due to the effect of the perturbation. By introducing the resonant set of angles (9), it turns out that $v^*$ can be parameterized by $m - 1$ slow angles $\varphi_l$ and one fast angle $\theta_j$, namely $v(\theta_j, \varphi_1, \ldots, \varphi_{m-1})$. The next Lemma provides the connection between the persistence condition (10) emerging in the framework of averaging theory, and equation (42), which naturally arises as a necessary condition to solve the bifurcation equation.

**Lemma 3.1.** The above condition (42) is equivalent (in the sense of coincidence of solutions) to the persistence condition (10) with $M(\varphi)$ given by (20).

**Proof:** We suppose two different proofs. The most direct one, is based on the explicit expression of $P(v; 0, 0)$, from a straightforward calculation one gets

$$P(v; 0, 0) = t_{lv} Lv = 0;$$

Once the core of $K$ is given, projections of $Lv$ over vectors belonging to $K$ are performed using the complex inner scalar product $a \cdot b = \sum \Re(a_j b_j)$, where a basis $\{e_j\}_{j=1,...,m}$ for $K$ is given by

$$e_1 = \omega_j v^*(\theta_j, \varphi), \quad e_\ell = \partial_{\theta_j} v^*(\theta_j, \varphi).$$

Explicit calculations show the equivalence between the two systems of trigonometric equations, namely (10) and (42). As a second proof, we recall that the equivalence of the two systems is a consequence of the variational Lyapunov-Schmidt decomposition of (32) (see [5], Section 1.2), according to which the bifurcation equation (41) can be obtained differentiating with respect to the kernel variables $k$ the restriction to $\phi = v + k + w(v, k, \epsilon)$ of the dNLS functional $S(\phi, \hat{\phi}, \epsilon)$ associated to (32). Expanding $S$ in powers of $\epsilon$, namely $S = S_0 + \epsilon S_1 + \epsilon^2 S_2 + \cdots$, it turns out that the system (42) is equivalent to finding critical points of $S_1(v)$ (as already shown by Kapitula in [21]; see also applications in [22, 24]). □

Now we can move to claim the two following statements. The first one allows to derive, in a suitable regime of small energy $H(x, y) = E$ and coupling $\epsilon$, an existence and approximation result for a solution $\psi(\rho, \epsilon, \tau)$ of (26), from the existence of a non-degenerate dNLS discrete soliton $\phi(\epsilon)$ which is solution of (32):

**Theorem 3.1.** Let $\phi(\epsilon)$ be a non-degenerate $\epsilon$-family of solutions for

$$-\Delta \phi - \epsilon L \phi + 3|\phi|^2 \phi = 0$$

with $\phi(0)$ given by (33), and let

$$\psi(\epsilon, \tau) := \frac{\rho}{\sqrt{2}} [e^{-\tau} \phi(\epsilon) + c.c.] \quad (43)$$

be the corresponding real solution of amplitude $\rho$. Then, there exist $E^*$ and $\epsilon^*$ such that, for $0 < E < E^*$ and $\epsilon < \epsilon^*$, there exist a constant $C_\epsilon$ and a unique non-degenerate two parameter family $u(\rho, \epsilon, \tau)$, solutions of (28), which fulfills

$$u(\rho, \epsilon, \tau) = \psi(\epsilon, \cdot) + O(\rho^3). \quad (44)$$
A couple of remarks are in order:

- The true solution and its approximation are of order \( O(\rho) \sim O(\sqrt{E}) \), thus the correction, being of order \( O(\rho^3) = O(E^{3/2}) \), is a small perturbation. We stress that two different kind of remainders contribute to the \( O(\rho^3) \) correction. The first one is due to the fact that, in the small amplitude regime, higher harmonics of the time-Fourier decomposition of the periodic solution \( u(\rho, \tau) \) are a perturbation of the first harmonic \( e^{-i\tau} \) (see Step \( A \) of Section 3.3 for details). The second one is instead due to the fact that \( \phi(\epsilon) \) represents only a leading order approximation of the Fourier coefficient of \( e^{-i\tau} \) (see Step \( C \) of Section 3.3 for details).

- since the expansion (44) holds even at \( \epsilon = 0 \), it means that the nondegeneracy of an unperturbed discrete soliton \( \phi(0) \) guarantees, provided \( \rho \) small enough, the existence of a “corresponding” unperturbed solution \( \bar{u}(\rho, \tau) \), close to \( \rho \phi(0) \), which can be uniquely continued to \( u(\rho, \epsilon, \tau) \).

The second statement, dealing with degenerate scenarios, holds true under the following more restrictive assumption:

**Assumption 3.1 (H0).** There exists \( E^* \) such that, for \( 0 < E < E^* \) degenerate solutions of (10) with (12) and with (20) coincide.

We are going to provide a criterion to derive, for the KG model, the nonexistence of degenerate phase-shift (i.e. those which are not continuations of \( \bar{u}_m \)) Multibreathers, on the base of the nonexistence of degenerate phase-shift discrete solitons of the dNLS; we have to first recall that (42) always admits standard configurations

\[
\bar{u}_{m, l} : \begin{cases} 
0, & l \notin S \\
\epsilon^{-\theta_l}, & l \in S, \\
\theta_l - \theta_m \in \{0, \pi\} 
\end{cases} \tag{45}
\]

independently of their degeneracy.

**Theorem 3.2.** Assume that for any \( p \)-degenerate \( \tau \), with any \( 1 \leq p \leq m \) and different from the standard ones \( \bar{u}_m \), the following conditions hold true

- \( \text{rk}(D_u P(v^*; 0, 0)) = m - p - 1 \),
- \( \partial_t P(v^*; 0, 0) \neq 0 \),
- \( \partial_t P(v^*; 0, 0) \notin \text{Range}(L_0 D_t P(v^*; 0, 0)) \).

Then, in the limit of vanishing energy \( E \), only \( \bar{u}_m \) can be continued at \( \epsilon \neq 0 \) to Multibreathers solutions \( u(\tau, \rho, \epsilon) \) of (26).

Here we have to stress some facts:

- It follows by direct calculations that
  \[ \partial_t P(v_{m, l}^*; 0, 0) = 0, \]
  as expected from the fact that real discrete solitons \( \phi \in l^2(\mathbb{Z}, \mathbb{C}) \) always exist in models (32).
- **Assumption (H1) is equivalent to assuming the algebraic and geometric multiplicity of the zero eigenvalue of \( D_u P(v^*; 0, 0) \) to be equal, which provides**
  \[ \text{rk}(D_u P(v^*; 0, 0)) + \text{dim(Ker}(D_u P(v^*; 0, 0))) = m. \]

This allows to perform a second Lyapunov-Schmidt decomposition on the equation (41).

- **Theorem 3.2 does not exclude that phase-shift Multibreathers might appear for large enough \( \epsilon \). It only claims that there do not exist continuous (in \( \epsilon \)) branches starting at \( \epsilon = 0 \) from degenerate solutions \( u \neq \bar{u}_m \).**

In cases of complete degeneracy, when the persistence condition (42) is trivially satisfied

\[ P(v; 0, 0) \equiv 0, \quad \forall v \in U, \]

the above statement simplifies. Indeed, in this case, for any \( v \) we have

\[ \text{Range}(D_0 P(v; 0, 0)) = 0, \]

hence condition (H2) implies (H3) and we have the following

**Corollary 3.2.** Assume that \( P(v; 0, 0) \equiv 0 \) for all \( v \) defined in (33) and that for any \( v \neq v_{st} \), the following condition is fulfilled

\[ \partial_t P(v; 0, \tau) \neq 0. \tag{49} \]

Then the same as in Theorem 3.2 holds true.

3.9 A sketch of the proof

We recall that the problem (26) has been partially solved in (28) by restricting to time-reversible solutions \( u(-\tau) = u(\tau) \); i.e. by considering only standard phase-differences \( \varphi_l = \{0, \pi\} \) for all \( l \in S \). Indeed, with this strategy the problem reduces to non-degenerate critical points where the implicit function theorem can be applied, like in the averaging approach of [1, 31, 32]. In the case of other phase-differences, namely phase-shift multibreathers we consider here, it is not possible to make such a restriction, which ensures invertibility of the linearized operator \( \mathcal{F}_u(0, \bar{u}) \) on the subspace of even periodic solutions. In other words, in our case, the approximate solution \( \bar{u} \) is a degenerate critical point; thus a small perturbation may in principle destroy the solution. In order to geometrically see that the linearized operator \( \mathcal{F}_u(0, \bar{u}) \) has a non-trivial Kernel, observe that a small displacement on the \( m \)-dimensional torus from a given unperturbed periodic solution, leads to a new unperturbed periodic solution with the same frequency.

First, notice that

\[
\mathcal{F}_u(0, \bar{u})(\zeta) = \begin{cases} 
L_0 \zeta, & l \notin S, \\
L_0 \zeta + 3 \bar{u}^2(\tau) \zeta, & l \in S.
\end{cases}
\]

The non-resonant condition \( j \gamma \neq \pm 1 \), which coincides with (NR) of the Effective Hamiltonian Method, allows to invert \( L_0 \) on the space of \( 2\pi \)-periodic functions. On the other hand, differentiating the nonlinear oscillation equation w.r.t. both \( \tau \) and the energy \( E \), one sees that

\[
\text{Ker}(\mathcal{F}_u(0, \bar{u}))(\zeta) = \text{Span}\{x'(\tau + \theta_l), \tau \frac{\partial}{\partial E} x'(\tau + \theta_l)\};
\]

as a consequence, the non-degeneracy condition of the frequency \( \frac{\partial}{\partial E} x' \neq 0 \), which in our case is equivalent to (ND-K) of the Effective Hamiltonian Method, guarantees that only the time derivatives \( x'(\tau + \theta_l) \) are \( 2\pi \)-periodic solutions. Thus the differential \( \mathcal{F}_u(0, \bar{u}) \) has a \( m \)-dimensional Kernel

\[ \text{Ker}(\mathcal{F}_u(0, \bar{u})) = \text{Span}\{j_1(\tau)\}_{\tau \in S}. \]
generated by the velocities of the nonlinear oscillations
\
\[ f_l = \begin{cases} 0, & l \not\in S \\ x'(\tau + \theta_l), & l \in S \end{cases} \]

For the above reason an implicit function theorem cannot be applied (unless, as in [43], we restrict to \( \phi \in \{0, \pi\} \), which allows to do without (ND-P)), and a Lyapunov-Schmidt decomposition represents a natural approach to the problem.

The proofs start exactly with a first Lyapunov-Schmidt decomposition, based on the time-Fourier expansion of the periodic solution \( u \) of (26). This is a classical approach which allows to decompose the solution into a leading order “monochromatic” wave, say \( v(\tau) \), and a smaller correction, say \( w(\tau) = O(v^3) \), given by all the higher harmonics. The coefficients of the leading term \( v(\tau) \) can be collected into a complex variable \( \phi \in \ell^2(\mathbb{Z}, \mathbb{C}) \) which has to satisfy a dNLS-type stationary equation; this equation for the unknown \( \phi \) turns out to be a perturbation of order \( O(\rho^2) \) (from here on the squared-amplitude \( \rho^2 \) plays the role of a second small parameter) of the dNLS equation (32). Thus, this first part of the proof, developed in Step A, translates the problem of the existence of a periodic orbit for (26) into the existence of a discrete soliton, a satisfying a perturbation of (32). The second parts of the proofs, Step B, consist of studying the existence of phase-shift discrete solitons in the perturbed dNLS stationary equation previously obtained: this is done with a second Lyapunov-Schmidt decomposition, which translates the original problem into the study of a bifurcation equation which is a perturbation of order \( O(\rho^2) \) of the dNLS bifurcation equation (41). In the third and last part of the proofs, Step C, we exploit the smallness of the “energy” \( \rho^2 \), and the smoothness with respect to this small parameter of the various equations involved, in order to transfer existence and nonexistence criteria more straightforwardly formulated and verified at the level of the standard dNLS equation (32), to the perturbed bifurcation equation obtained in Step B, hence producing the statements claimed in Theorems 3.1 and 3.2.

### 3.3. Proofs

**Step A:** From the KG to the perturbed dNLS

We start by showing that the problem of searching time-periodic solutions \( u \) of (26) with fixed frequency \( \gamma \), is equivalent to finding the profile \( \phi \) of a discrete soliton solution for a dNLS-like model.

**Proposition 3.1.** There exists a function \( \mathcal{R}_\rho \)
\[
\mathcal{R}_\rho(\phi, \beta, \rho^2, \epsilon) : \ell^2(\mathbb{Z}, \mathbb{C}) \times \mathbb{R} \to \ell^2(\mathbb{Z}, \mathbb{C}),
\]
fulfilling
\[
\| \mathcal{R}_\rho(\phi, \beta, \rho^2, \epsilon) \|_{\ell^2} = O(|\phi|_2^3),
\]
and a constant \( \omega_{\rho, \epsilon} \), such that equation (26) is equivalent to
\[
-\omega_{\rho, \epsilon} \phi - \epsilon \phi \phi' + \frac{1}{2} |\phi|^2 \phi + \rho^2 \mathcal{R}_\rho(\phi, \beta, \rho^2, \epsilon) = 0.
\]

**Proof:**

We consider (26) and we introduce the time-Fourier expansion for the solution of the uncoupled anharmonic oscillator \( x(\tau) \) in (6)
\[
x(\tau) = \sum_{k \geq 1} a_k \cos(kt),
\]
where the average \( a_0 = 0 \) because of the symmetry of the potential \( V \). Then, from (29), we get
\[
\ddot{u}_l(\tau, \rho) = \left\{ \begin{array}{ll} 0 & \text{for } l \not\in S \\ \sum_{k \geq 1} a_{2k} \cos((2k-1)(\tau + \theta_l)) & \text{for } l \in S \end{array} \right.,
\]
thus, for any \( l \in S \), we can write
\[
\ddot{u}_l = \sum_{k \geq 1} a_{2k} \left( \cos((2k-1)\theta_l) \cos((2k-1)\tau) - \sin((2k-1)\theta_l) \sin((2k-1)\tau) \right).
\]

Let us now introduce the Fourier base
\[
e_k(\tau) = \left\{ \begin{array}{ll} \cos((k-1)\tau) & k > 0 \\ -\sin((k+1)\tau) & k < 0 \end{array} \right.;
\]
we can decompose \( u \in \ell^2(\mathbb{R}) \) in its Fourier components
\[
\hat{u}(k) = \sum_{\epsilon \in \{0,1\}} u_\epsilon(k) e_k^\epsilon(\tau),
\]
and introduce the Lyapunov-Schmidt decomposition\(^1\) which splits the first harmonics from the rest of the Fourier expansion
\[
u = v + w, \quad v := u_0 e_{-1}(\tau) + u_1 e_1(\tau);
\]
in other words \( v \) solves \((\partial^2_\tau + 1)v = 0 \). We define
\[
V_2 := \text{Span}\{e_1, e_{-1}\} = \ker(\partial^2_\tau + 1), \quad W_2 := V_2^\perp,
\]
so that \( v \in V_2 \). If we consider the unperturbed solution \( \bar{u} = \bar{v} + \bar{w} \) in (29), we have for any component \( l \in S \)
\[
\ddot{u}_l = \sum_{k \in \mathbb{Z}} \ddot{u}_l(k) e_k(\tau), \quad \ddot{u}_l(\rho) = \left\{ \begin{array}{ll} a_{2k-1} \cos((2k-1)\theta_l) & k > 0 \\ 0 & k = 0 \end{array} \right. + a_{2k+1} \sin((2k+1)\theta_l) & k < 0
\]
thus we get
\[
\ddot{\bar{v}} = a_1 \cos(\theta_l) e_1(\tau) - a_1 \sin(\theta_l) e_{-1}(\tau).
\]
We introduce the detuning \( \omega := \gamma^2 - 1 \), so that we can rewrite \( \gamma^2 = 1 + \omega \). Indeed, as will be shown at the end of the proof, in the small energy regime, the frequency \( \gamma \) is close to one, and its displacement \( \omega \) is of order \( O(\rho^2) \). The equation (26) thus reads
\[
\mathcal{F}(\epsilon, v, w) = L_v w - \omega v - \epsilon L_v + N(v + w) = 0.
\]

\(^1\)Please notice the use of the sans serif font for the present decomposition variables: \( v \) and \( w \). Letters \( v \) and \( w \), with the usual font, have a different meaning.
When we project (59) on the Range $W_0 \subset X_0$ of $\partial_2^2 + 1$, and its complement $V_0$, we get

\[
\begin{align*}
\Pi_V \mathcal{F}(\epsilon, v, w) &= L_\epsilon w + \Pi_W N(v + w) = 0 \quad \text{(R)} \\
\Pi_W \mathcal{F}(\epsilon, v, w) &= -\omega v - \epsilon L v + \Pi_W N(v + w) = 0 \quad \text{(K)}.
\end{align*}
\]

The Range equation (R), written as $w = -L_\epsilon^{-1} \Pi_W N(v + w)$, can be locally solved in terms of $w(v, \epsilon)$ by Implicit Function Theorem; moreover, the implicit solution $w(v, \epsilon)$ can be explicitly approximated by $\tilde{w}(v, \epsilon) = O(\|v\|^3_{X_2})$,

\[
\tilde{w}(v, \epsilon) := -L_\epsilon^{-1} \Pi_W N(v), \quad \|w - \tilde{w}\|_{X_2} \leq C\|v\|^3_{X_2}.
\]

We move now to the Kernel equation (K). Because of (61), we Taylor-expand in $v$

\[
\Pi_V ((v + w(v, \epsilon))^{3}) = \Pi_V (v^{3}) + \mathcal{S} (v, \epsilon)
\]

\[
\mathcal{S} (v, \epsilon) := \Pi_V ((v + w(v, \epsilon))^{3}) - \Pi_V (v^{3}) = O(\|\|v\|^5_{X_2}).
\]

We compute explicitly the Kernel projection of the leading term of the nonlinear part. First we have, by definition

\[
\Pi_V (v^{3}) = \left( \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{2} \tau^3 (\cos(\tau)) d\tau \right) e_1 +
\]

\[
+ \left( \frac{1}{2\pi} \int_0^{2\pi} \frac{1}{2} \tau^3 (\sin(\tau)) d\tau \right) e_{-1},
\]

and since, omitting the $\tau$ dependence, we have

\[
v^{3} = u_1^3 e_1 + 3u_1^2 u_2 e_1 e_{-1} + u_1 u_2^2 e_1 e_{-1} + 3u_1^2 u_2 e_1 e_{-1} + u_1 u_2^2 e_1 e_{-1},
\]

trigonometric formulas give immediately

\[
\Pi_V (v^{3}) = \frac{3}{4} \left( (u_1^3 + u_2^2) u_1 \cos(\tau) + (u_1^2 + u_2^2) u_1 \sin(\tau) \right),
\]

\[
= \frac{3}{4} \left( u_1^3 + u_2^2 \right) v.
\]

By using (62) and the above, the Kernel equation reads

\[
-\omega v - \epsilon L v + \frac{3}{4} \left( u_1^3 + u_2^2 \right) v + \mathcal{S} (v, \epsilon) = 0.
\]

The Kernel equation, due to its dimension ($v$ is a two-dimensional vector of sequences), is equivalent to the system

\[
\begin{align*}
-\omega u_1 - \epsilon L u_1 + \frac{3}{4} \left( u_1^3 - u_2^2 \right) u_1 + \mathcal{S} (v, \epsilon) \cdot e_1 &= 0 \\
-\omega u_2 - \epsilon L u_2 + \frac{3}{4} \left( u_1^2 + u_2^2 \right) u_2 + \mathcal{S} (v, \epsilon) \cdot e_{-1} &= 0.
\end{align*}
\]

Multiplying the second of the above by the imaginary part $i$ and summing with the first, equation (64) takes the compact form in terms of the complex variable $\phi$

\[
-\omega \phi - \epsilon L \phi + \frac{3}{4} |\phi|^2 + \mathcal{S} (\phi, \phi, \epsilon) = 0, \quad \phi := u_1 + iu_{-1},
\]

where we used again the letter $\mathcal{S}$ to denote the corresponding term of (64)

\[
\mathcal{S} (\phi, \phi, \epsilon) = \frac{1}{2\pi} \int_0^{2\pi} \left( (v + w(v, \epsilon))^2 - v^2 \right) \cos(\tau) d\tau +
\]

\[
+ \frac{i}{2\pi} \int_0^{2\pi} \left( (v + w(v, \epsilon))^2 - v^2 \right) \sin(\tau) d\tau;
\]

\[
\mathcal{S} (\phi, \phi, \epsilon) = \frac{1}{2} (\phi e^{-i\tau} + o.c.c.)
\]

It turns out that in the small energy regime (i.e., for $\rho$ small enough) the term $\mathcal{S} (\phi, \phi, \epsilon)$ in equation (66) can be treated as a perturbation of order $O(\rho^2)$ of the dNLS stationary problem

\[
-\omega \phi - \epsilon L \phi + \frac{3}{4} |\phi|^2 = 0.
\]

Indeed, introducing the following $\rho$-scaling

\[
\phi := \rho \tilde{\phi}, \quad \epsilon := \rho \tilde{\epsilon}, \quad \omega := \rho^2 \omega_0,
\]

and immediately dropping the tildes, equation (66) corresponds to (51). In order to show the order of magnitude, recall that from the definition of $\mathcal{S}$ in (62) and from the definition of $v$ in (55) we have

\[
\|v\|_5 = O(\|\|v\|^3_{X_2}) = O(\|\|v\|^3_{X_2}),
\]

which provides a prefactor $\rho^2$ in front of $\mathcal{S}_\rho$ (after dividing by $\rho^2$) and the estimate on $\mathcal{S}_\rho$. The additional dependence $\alpha \mathcal{S}_\rho$ on $\rho^2$ is a consequence of the scaling in the amplitude coupled to the cubic nonlinearity, which is preserved along the Lyapunov-Schmidt decomposition.

The dependence of $\omega_0$ on $\rho^2$ is also a consequence of the same scaling, which can be revealed with a standard (Poincaré-Lindstedt) perturbation scheme on the Duffing Oscillator (6). For example, one can rescale $x(\tau)$ by $\rho$ to get

\[
x'' + x + \rho^2 x^3 = 0,
\]

and then Taylor-expand in $\rho^2$ both the solution

\[
x = x_0 + \rho^2 x_2 + h.o.t.
\]

and the squared frequency

\[
\gamma^2 = 1 + \rho^2 \omega_0 + O(\rho^4).
\]

At order $O(\rho^2)$ one gets the forced harmonic oscillator

\[
x'' + x_0^2 x_2 = -x_0^3 - \omega_0 x_0^2;
\]

in order to avoid secular terms in the solution $x_2$, we need $\omega_0 = \frac{3}{4}$, from which the asymptotic behaviour of $\omega_0$.

\[\square\]

**Remark 3.1.** Notice that at $\rho = 0$, the constant $\omega_0$ turns out to be the quantity $\omega_0$ in the stationary equation (32)

\[
\omega_0|_{\rho = 0} = \frac{3}{4} = \omega_0.
\]

**Remark 3.2.** In Equation (51), and in the rest of the present Section, $\epsilon$ won’t be anymore the original KG coupling (remember we are dropping the tildes of the scaling (69)), but it will represent the coupling of the (perturbed) dNLS equation (51) associated to the original KG equation (26). Due to the scaling introduced in (69), it turns out to be the original coupling $\epsilon$ divided by the squared amplitude $\rho^2$.
Proposition 3.2. Equation (51) is invariant under the gauge-action and under conjugation. Moreover, there exists a Hamiltonian function \( S_\rho(\phi, \tilde{\phi}, \rho^2, \epsilon) \) such that

\[
\nabla_\phi S_\rho = -\omega \phi - \epsilon \mathcal{L} + \frac{3}{4} |\phi|^2 + \rho^2 \mathcal{A}_\rho(\phi, \tilde{\phi}, \rho^2, \epsilon)
\]

Proof: We here exploited the sketched procedure of the variational Lyapunov-Schmidt decomposition in [5]. Periodic orbits with fixed period are critical points of the action

\[
S(u) := \frac{1}{T} \int_0^T \mathcal{L}(u, u') dt ,
\]

where \( \mathcal{L} \) is the Lagrangian giving the evolution equations (26) for \( u \). The Kernel equation (66) preserves the variational nature of the problem (71), hence it is the differential of the reduced action

\[
-\omega \phi - \epsilon \mathcal{L} + \frac{3}{4} |\phi|^2 + \mathcal{R}(\phi, \tilde{\phi}, \epsilon) = D_\phi S(\phi, \tilde{\phi}) ,
\]

where

\[
S(\phi, \tilde{\phi}) = \frac{1}{2\pi} \int_0^{2\pi} \mathcal{L} \left( \left( \frac{1}{2} \phi e^{-i\tau} + c.c. \right) \left( \frac{1}{2} \phi e^{-i\tau} + c.c. \right) \right) d\tau .
\]

The Hamiltonian \( S_\rho \) is obtained scaling the above S with the scale transformation (69). The gauge invariance of \( S_\rho \) is understood observing that the gauge action is the periodic flow defining the Kernel space. A direct computation shows this explicitly on \( S \)

\[
S(\epsilon \phi, \epsilon^{-1/2} \tilde{\phi}) = S(\phi, \tilde{\phi}) .
\]

The invariance under conjugation can be obtained in the same way, exploiting also the even parity w.r.t. the velocity \( \omega \).

Step B: Existence and nonexistence of degenerate discrete solitons in the perturbed dNLS model

At \( \epsilon = 0 \), we denote by \( v_\rho \) the unperturbed solution of (51), corresponding to the Kernel projection \( v_0 \) (57) scaled by \( \rho \)

\[
v_\rho(t) = \begin{cases} 
0, & l \notin S \\
\frac{a_1}{\rho} e^{-i\omega t}, & l \in S 
\end{cases}
\]

the unperturbed solution \( v_\rho \) has amplitude \( a_1/\rho = \mathcal{O}(1) \) and is linked to \( \omega_\rho \) by the relation

\[
\omega_\rho = \frac{3}{4} v_\rho^2 + \rho^2 \mathcal{A}_\rho(v_\rho, v_\rho^*, \rho^2, \epsilon) .
\]

It is clear that, as \( \rho \to 0 \), \( v_\rho \to v \), \( \omega_\rho \to \omega v \).

Once we focus on a particular solution \( v_\rho \) of the unperturbed problem, we ask for its continuation for \( \epsilon \neq 0 \); we thus introduce a small displacement \( w \) from \( v_\rho \), so that \( \phi \) in (51) can be decomposed in

\[
\phi = v_\rho + w ,
\]

and we look for a correction \( w = w_\rho(v_\rho, \epsilon) \) of \( v_\rho \), that is continuous in \( \epsilon \), namely

\[
w_\rho(v_\rho, \epsilon) := \phi_\rho(\epsilon) - v_\rho ,
\]

with \( w_\rho(v_\rho, 0) = 0 \), so that \( \phi = \phi_\rho(\epsilon) \) solves (51). Inserting the above decomposition of \( \phi \), the Kernel equation (51) takes the form

\[
F(v_\rho, w, \rho^2, \epsilon) = 0 ,
\]

where the explicit dependence on \( \rho^2 \) is due to \( \omega_\rho \) and to the remainder \( \rho^2 \mathcal{A}_\rho(v_\rho + v_\rho^*, \epsilon) \). The usual strategy to solve (74) is to proceed with a further Lyapunov-Schmidt decomposition (for the same reasons explained in Section 3.1), at the level of the displacement

\[
w = k_\rho + h_\rho ,
\]

\( k_\rho \in \text{Ker}(\Lambda_\rho) \), \( h_\rho \in \text{Range}(\Lambda_\rho) \),

where

\[
\Lambda_\rho := (D_{w_\rho} F(v_\rho, 0); 0, \rho^2, 0) .
\]

The equation (85) then becomes

\[
\begin{cases}
F_H(v_\rho, k_\rho, \rho^2, \epsilon) = 0 \\
F_K(v_\rho, h_\rho, \rho^2, \epsilon) = 0
\end{cases}
\]

where the subscripts \( H \) and \( K \) denote the corresponding projection over \( \text{Range}(\Lambda_\rho) \) and \( \text{Ker}(\Lambda_\rho) \), respectively. The Range equation \( F_H = 0 \) can be solved locally by the implicit function theorem and provides

\[
h_\rho = h_\rho(v_\rho, k_\rho, \rho^2, \epsilon) ;
\]

inserting (76) into \( F_K = 0 \) we get the bifurcation equation, redefining \( F_K \)

\[
F_K(v_\rho; k_\rho, \rho^2, \epsilon) := F_K(v_\rho; k_\rho + h_\rho(v_\rho, k_\rho, \rho^2, \epsilon), \rho^2, \epsilon) ,
\]

where now

\[
F_K : \mathbb{R}^m \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}^m ,
\]

is defined once given the unperturbed reference solution \( v_\rho \). An important characterization of \( F_K \) is that it vanishes with \( \epsilon \); this is true because equation \( F_K(v_\rho; k_\rho, \rho^2, 0) = 0 \) corresponds to the existence of the “coordinates” \((k_\rho, h_\rho)\) describing the torus \( \mathbb{T}^m \) around the chosen \( v_\rho \). So that it is possible to introduce \( P_\rho \) as

\[
F_K(v_\rho; k_\rho, \rho^2, \epsilon) = \epsilon P_\rho(v_\rho; k_\rho, \rho^2, \epsilon) ,
\]

and consequently (77) becomes

\[
P_\rho(v_\rho; k_\rho, \rho^2, \epsilon) = 0 .
\]

For a given \( v_\rho \), we are interested in finding a small correction \( k_\rho(\epsilon) \in \mathcal{U}(0) \subset \mathbb{R}^m \), continuous in \( \epsilon \) for small enough \( |\epsilon| \ll 1 \), such that \( P_\rho(v_\rho; k_\rho(\epsilon), \rho^2, \epsilon) = 0 \). We now extend the notion of degeneracy already introduced in Definition 3.2

Definition 3.3. We denote by \( v_\rho^* \) any solution of

\[
P_\rho(v_\rho; 0, \rho^2, 0) = 0,
\]

and by \( p \) an integer such that

\[
dim(\text{Ker}(D_{v_\rho} P_\rho(v_\rho^*; 0, \rho^2, 0))) = p + 1 .
\]

Then
1. \( v^* \) is non-degenerate if \( p = 0 \);
2. a solution \( \phi_p = v^*_p + w_p(v^*_p, \epsilon) \) of (51) is non-degenerate if \( v^*_p \) is non-degenerate;
3. \( v^*_p \) is \( p \)-degenerate if \( 1 \leq p \leq m - 1 \).

Here again, thanks to the Lyapunov-Schmidt decomposition performed in the proof of Proposition 3.1, where higher harmonics included in \( w \) were implicitly defined as functions of the first harmonics in \( v \), it is possible to show the following

**Lemma 3.2.** The above equation (80) is equivalent (in the sense of coincidence of solutions) to the persistence condition (10) of the Effective Hamiltonian Method in the KG case, namely with \( M(\varphi) \) given by (12).

**Proof:** In this case a direct method, as the one illustrated initially in the proof of Lemma 3.1, does not work and the variational Lyapunov-Schmidt approach is the route to understand the equivalence. First notice that, by the first Lyapunov-Schmidt decomposition, the system (10) is equivalent to applying the Effective Hamiltonian Method to the functional \( S_p \) defined in Proposition 3.2, namely to finding critical points of the average w.r.t. the periodic flow \( e^{i\epsilon t} \) of the \( O(\epsilon) \) term of the \( S_p \). Indeed, necessary conditions for the existence of periodic solutions of (26) must be recast into necessary conditions for the existence of corresponding periodic solutions of the equivalent equation (51). Then, the equivalence between this second system and (80) is a consequence of the second variational Lyapunov-Schmidt decomposition, using the same arguments already exploited in the proof of Lemma 3.1.

The first Proposition of this Section shows that the non-degeneracy of \( v^*_p \) implies existence and uniqueness of a solution \( \phi_p(v^*_p, \epsilon) \) of (51) for \( \epsilon \) small enough.

**Proposition 3.3.** Let \( v^*_p \) be a non-degenerate solution of the persistence condition (80). Then, there exists \( \epsilon^*(v^*_p) \) such that, for \( |\epsilon| < \epsilon^* \) there exists \( k_\epsilon(v^*_p) \), continuous in \( \epsilon \), which solves the bifurcation equation (77).

**Proof:** We consider the linearization around the origin of (80)

\[
\frac{\partial}{\partial \epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) + D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) k_\epsilon = 0. 
\]

Since by Proposition 3.2 the original equation (51) is equivalent under the gauge action, the same holds also for the bifurcation equation \( P_\epsilon(v^*_p; k_\epsilon, \rho^2, \epsilon) = 0 \). This involves the preservation of a symmetry under the Lyapunov-Schmidt reduction: indeed if the Kernel and Range projections commute with the symmetry, then also (77) is equivalent and it is enough to restrict to the orthogonal complement (see [20]). The non-degeneracy of \( v^*_p \) can be translated into the condition that the Kernel of the \( m \)-dimensional squared matrix \( D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) \) is given only by the gauge direction, being invertible in the \( m - 1 \)-dimensional orthogonal complement, where the implicit function theorem applies.

In the case of a degenerate \( v^*_p \), next Proposition provides a direct criterion to show the nonexistence of the continuation, hence the nonexistence of a solution \( \phi_p(v^*_p, \epsilon) \) of (51), continuous in \( \epsilon \), such that \( \phi_p(v^*_p, 0) = v^*_p \).

**Proposition 3.4.** Let \( v^*_p \) be a \( p \)-degenerate solution of the persistence condition (80), such that the following conditions hold true

\[
\begin{align*}
\text{rk}(D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0)) & = m - p - 1, \\
\partial_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) & \neq 0. 
\end{align*}
\]

Then, a necessary condition for the continuation of \( v^*_p \) for \( \epsilon \neq 0 \) is that

\[
\partial_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) \in \text{Range}(D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0)) .
\]

**Proof:** The main idea is that, if \( \partial_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) \neq 0 \) and at the same time the linearized equation (81) cannot be solved with respect to \( k_\epsilon \), then in a small neighborhood of the origin the whole nonlinear equation does not admit solutions, namely \( P_\epsilon(v^*_p; k_\epsilon, \rho^2, \epsilon) \neq 0 \), because higher order corrections are negligible.

In more detail, we follow Lemma 4.4 and Remark 4.4 of [45]: one can implement a further Lyapunov-Schmidt decomposition, by splitting again the \( (m \) dimensional) space into the subspace \( \text{Ker}(D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0)) \), and the remaining \( \text{Range}(D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0)) \). This is possible thanks to condition (h2). In terms of variables, one simply introduces \( k_\epsilon \) and the set of coordinates of \( \text{Ker}(D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0)) \cong \text{Range}(D_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0)) \), respectively, such that \( k_\epsilon = k_\epsilon(k_\epsilon) \). After Taylor-expanding and projecting the equation \( P_\epsilon(v^*_p; k_\epsilon, k_\epsilon, \rho^2, \epsilon) = 0 \) onto the Range, one immediately realizes that \( k_\epsilon = O(\epsilon) \). Thus, at leading order in the Kernel equation one has

\[
\partial_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) \equiv 0
\]

which, if (h2) holds true, is equivalent to (h3).

As already stressed concluding Section 3.1, in the totally degenerate case, when all \( v_p \) are solutions of (80), condition (h2) implies (h3), hence the last one is enough in order to show nonexistence of phase-shift solutions. This can be summarized in the following

**Corollary 3.2.** Assume that \( P_\epsilon(v^*_p; 0, \rho^2, 0) \equiv 0 \) for all \( v_\epsilon \), and that for any \( v_p \neq v^*_p \), the following condition is fulfilled

\[
\partial_{\epsilon} P_\epsilon(v^*_p; 0, \rho^2, 0) \neq 0 .
\]

Then the same as in Proposition 3.4 holds true.

**Remark 3.3.** For an additional reading on the relationship between the linearized bifurcation equation (81) and the nonlinear equation (80), we refer the interested reader to the more general statement of Proposition 2.10 of [41] (remark that, using the notation of the quoted paper, assumption (h2) would read \( g^{(2)}(\theta^*) \neq 0 \)).

**Step C: within the (generalized) dNLS family**

A direct application of Propositions 3.3 and 3.4 requires an explicit knowledge of the remainder \( \mathcal{Q}_p \) in (51), which is implicitly defined in its part \( w_\epsilon(v, \epsilon) \) in (67). In this Section we show the validity of these Propositions on the basis of the analysis of its leading part (32). As a result of this analysis, Theorems 3.1 and 3.2 will be proved.

The main equation, which provides all the information about our problem of continuation, is given by (79). The next Proposition allows us to treat the bifurcation equation (79) as a smooth perturbation of order \( O(\rho^2) \) of equation (41):
Proposition 3.5. The function \( P_{\rho}(v_{\rho}; k_{\rho}, \rho^2, \epsilon) \) is smooth in \( \rho^2 \) and fulfills
\[
P_{\rho}(v_{\rho}; k_{\rho}, \rho^2, \epsilon) \bigg|_{\rho=0} = P(v; k, \epsilon).
\]

Proof: Equation (74) is plainly smooth in all its variables due to Proposition 3.1; when evaluated at \( \rho = 0 \), it becomes exactly equation (36), and reduces to the dNLS model analyzed in Section 3.1.

Thus, equation (74) may be expanded as
\[
F(v_{\rho}; w, \rho^2, \epsilon) = F(v; w, \epsilon) + \mathcal{O}(\rho^2).
\]

Observe also that the projections on \( \text{Ker}(\Lambda_{\rho}) \) and \( \text{Range}(\Lambda_{\rho}) \) are smooth in \( \rho^2 \), which implies the same regularity for the function \( \mathcal{F}_H \) and for the implicitly defined solutions \( h_{\rho}(v_{\rho}; k_{\rho}, \rho^2, \epsilon) \) of \( \mathcal{F}_H = 0 \). This provides the smoothness of \( \mathcal{F}_K(v_{\rho}; k_{\rho}, \rho^2, \epsilon) \) and eventually of \( P_{\rho} \).

The above Lemma allows to apply Proposition 3.3 of Step 3.3.1. Proof of Theorem 3.1

The proof of Theorem 3.1 mainly follows from the fact that non-degenerate solutions \( v^* \) can be continued to a family, in the parameter \( \rho \), of non-degenerate solutions \( v^*_{\rho} \):

Lemma 3.3. Let \( v^* \) be a non-degenerate solution of (42). Then, there exists \( \rho^* \) such that, for \( |\rho| < \rho^* \) there exists a unique (modulo gauge transformation) and non-degenerate solution \( v^*_{\rho} \) of (80) which is smooth with respect to \( \rho^2 \) and fulfills
\[
v^*_{\rho} = v^* + \mathcal{O}(\rho^2).
\]

Proof:

The proof can be obtained applying the implicit function theorem to (80), since from the previous Proposition one has
\[
P_{\rho}(v_{\rho}; 0, \rho^2, 0) \bigg|_{\rho=0} = P(v; 0, 0).
\]

The nondegeneracy of the approximated solution \( v^* \) provides the existence (modulo Gauge transformation) of \( v^*_{\rho} \). Its nondegeneracy is given by the smoothness of the Lyapunov-Schmidt decomposition with respect to the single parameter \( \rho \), which provides the invertibility of the differential \( \partial_{\rho} P_{\rho}(v_{\rho}; 0, \rho^2, 0) \) on the subspace orthogonal to the Gauge, for \( \rho \) small enough. The \( \rho^2 \)-expansion of \( v^*_{\rho} \) is consequence of its smoothness with respect to \( \rho^2 \).

The above Lemma allows to apply Proposition 3.3 of Step 3.3.1. Proof of Theorem 3.1, in the limit of \( \rho \) small enough, thus ensuring the existence of a solution \( \phi_{\rho}(\epsilon) \) at \( \epsilon = \epsilon^*(\rho) \), with \( |\rho| < \rho^* \). In order to conclude the proof of Theorem 3.1, we still have to show that (44) holds true. Let now \( w^{*}_{\rho}(v^*_\rho; \epsilon) \) be the solution of
\[
F(v^*_\rho; w, \rho, \epsilon) = 0,
\]
and, in a similar way, let \( w^{*}(v^*; \epsilon) \) be the solution of
\[
F(v^*; w, \epsilon) = 0.
\]

Lemma 3.4. There exists \( \rho^* \) and \( \epsilon^* \) such that, for \( |\rho| < \rho^* \) and \( \epsilon < \rho^2 \epsilon^* \) one has
\[
w^{*}_{\rho}(v^*_\rho; \epsilon) = w^*(v^*; \epsilon) + \mathcal{O}(\rho^2).
\]

Proof: From the smoothness of the solution \( h_{\rho} \) of the Range equation \( \mathcal{F}_H = 0 \) one gets
\[
h_{\rho}(v^*_\rho; k_{\rho}, \rho^2, \epsilon) = h(v^*; k, \epsilon) + \mathcal{O}(\rho^2).
\]
In a similar way, the solution \( k_{\rho}(v^*_\rho; \epsilon) \) of \( \mathcal{F}_K = 0 \) given by the implicit function theorem also satisfies the leading order approximation
\[
k_{\rho}(v^*_\rho; \epsilon) = k(v^*; \epsilon) + \mathcal{O}(\rho^2),
\]
and for the implicitly defined solutions \( h_{\rho}(v^*_\rho; k_{\rho}, \rho^2, \epsilon) \) and \( k_{\rho}(v^*_\rho; \epsilon) \) of \( \mathcal{F}_H = 0 \) and \( \mathcal{F}_K = 0 \), respectively,
\[
h_{\rho}(v^*_\rho; k_{\rho}, \rho^2, \epsilon) = h(v^*; k, \epsilon) + \mathcal{O}(\rho^2) = w^*(v^*; \epsilon) + \mathcal{O}(\rho^2).
\]

Going back to (55), let \( v^*(\rho, \epsilon, \tau) \) and \( v^*(0, \epsilon, \tau) \) be the scaled real solutions (belonging to the Kernel \( V_2 \)) built respectively with \( v^*_\rho(\epsilon) = v^*_\rho + w^*_\rho(\epsilon) \) and \( \phi^*(\epsilon) = v^* + w^*(\epsilon) \), where
\[
\phi^*(\epsilon) = \rho \phi^*(\epsilon) + \mathcal{O}(\rho^2),
\]
and let
\[
v^*(\rho, \epsilon, \tau) = v^*(\rho, \epsilon, \tau) + w(v^*(\rho, \epsilon, \tau), \epsilon).
\]

be the reconstructed real solution of the original perturbed problem (30); from the previous leading order approximation (89) and from \( w = \mathcal{O}(\|v\|^3) = \mathcal{O}(\rho^2) \) one gets (44).

3.3.2. Proof of Theorem 3.2

The proof of Theorem 3.2 is based on a necessary condition for the solvability of the bifurcation equation which is shown to be violated at \( v^*_{\rho} \), as stated in Proposition 3.4. Given the difficulty to verify the assumptions in Proposition 3.4 directly on the equation (79), the strategy is to derive their validity from the hypothesis (H1)-(H3) of Theorem 3.2. However, differently from the non-degenerate case, where solutions \( v^* \) and \( v^*_{\rho} \) can be easily connected in the limit of small \( \rho \), degenerate solutions of (79) might differ from those of (41), even for an arbitrarily small perturbation. Indeed, a degenerate \( v^* \) can decrease its class of degeneracy due to an arbitrarily small perturbation, if it removes at least one of the Kernel direction; and moreover, nondegeneracy in the remaining directions cannot be lost. From here, stems the choice to restrict the treatment to those cases fulfilling the main Assumption (H0). This additional requirement states that degenerate solutions \( v^* \) and \( v^*_{\rho} \) differ only for the amplitude, and not for the phases \( \{\theta_i\}_{i \in S} \).

Proposition 3.6. Given (H0), assume that any p-degenerate \( v^* \neq v^*_{\rho} \) is such that
\[
\partial_\rho P(v^*; 0, 0) \neq 0,
\]
\[
\text{rk}(\partial_\rho P(v^*; 0, 0)) = m - p - 1,
\]
\[
\partial_\rho P(v^*; 0, 0) \notin \text{Range}(\partial_\rho P(v^*; 0, 0))
\]
then for any degenerate \( v^* \neq v^*_\text{st} \) there exists \( \rho^*(v^*) \) such that, for \( |\rho| < \rho^* \) one has
\[
\partial_\rho P_{\rho}(v^*_\rho, 0, \rho^2, 0) \neq 0 , \\
rk(D_{x_\rho} P_{\rho}(v^*_\rho, 0, \rho^2, 0)) = m - p - 1 , \\
\partial_\rho P_{\rho}(v^*_\rho, 0, \rho^2, 0) \not\in \text{Range}(D_{x_\rho} P_{\rho}(v^*_\rho, 0, \rho^2, 0)) .
\]

**Proof:**
Because of Assumption (H0), given any degenerate \( v^*_\rho \), by continuity in the limit of \( \rho \to 0 \) it converges to the corresponding degenerate \( v^* \), having the same phases \( \theta_i \) and amplitude equal to 1. Whatever is the degree of degeneracy of the limit solution \( v^* \), the same type of degeneracy holds also for \( v^*_\rho \), at least for \( \rho \) small enough. Hence \( D_{x_\rho} P(v^*_\rho, 0, \rho^2, 0) \) and \( D_{x_\rho} P_{\rho}(v^*_\rho, 0, \rho^2, 0) \) have the same spectral properties and the hypothesis on the \( \text{rk}(D_{x_\rho} P_{\rho}(v^*_\rho, 0, \rho^2, 0)) \) is true. The other two properties concerning \( \partial_\rho P_{\rho}(v^*_\rho, 0, \rho^2, 0) \) are simply a consequence of the smoothness with respect to \( \rho^2 \).

Now, in order to prove the conclusion of Theorem 3.2, let us assume that there exists a degenerate \( v^*_\rho \neq v^*_\text{st} \), and then a corresponding \( \hat{u} \neq \hat{u}_\text{st} \), which can be continued: then, as a necessary condition for the continuation, assumption (h3) of Proposition 3.4 has to hold, and using Proposition 3.6 one realizes that assumption (H3) of Proposition 3.4 is violated.

**Remark 3.4.** It is natural to ask how to reconcile the nonexistence of the continuation for phase-shift solutions \( v^*_\rho \) with the existence of the continuation for standard solutions \( v^*_\text{st} \), given that they may belong to the same family. The point is that, as it could be shown combining the above Proposition 3.6 with Proposition 3.4, the nonexistence result is “local” in amplitude, up to a certain threshold \( \rho_\text{st} \) which depends on \( v^* \). As will be more clear in the next applications, where \( \partial_\rho P(v^*_\rho, 0, 0) \) is explicitly computed, the threshold \( \rho_\text{st} \) has to cancel, as \( v^*_\rho \to v^*_\text{st} \); indeed we have already recalled that standard solutions always exist (both in the KG and in the corresponding dNLS model) and hence the proposed criterion has to fail at \( v^*_\rho = v^*_\text{st} \).

4. **Applications**

In Section 2 we have shown three different examples where the effective Hamiltonian Method could not be applied, due to degeneracies in the persistence condition as a consequence, despite the differences of the mechanism leading to the degeneracy, in all the cases it was not possible to establish the existence of phase-shift Multibreathers.

In the present Section we show how to apply Theorem 3.2, and Corollary 3.1, in order to prove that in all the above mentioned examples only standard Multibreathers can be continued at \( \epsilon \neq 0 \), in the limit of small enough energy. This is performed by showing the validity of the assumptions (H1)-(H3) in the dNLS equation (32), since the validity of (H0) has been already discussed in Section 2 itself. In particular, with the last application of this Section we are going to prove Theorem 1, which is stated in the Introduction, about the four-site vortex-like solutions in the zigzag KG model.

Let us rewrite explicitly the specific dNLS equation (32) we consider here, i.e.,
\[
\omega_0 \phi_j = -\frac{\epsilon}{2} \left[ (\Delta_1 + \kappa_2 \Delta_2) \phi_j \right] + \frac{3}{4} \phi_j |\phi_j|^2 ,
\]

where \( \kappa_2 \) can be either 0 or 1, depending on the models considered in the application, and the unperturbed solutions \( v \) read
\[
v_1 = \begin{cases} e^{-i\theta_1} , & 1 \in S , \\
0 , & 1 \notin S , \end{cases}
\]
where \( S = \{j_1, \ldots, j_m\} \) will depend on the example.

The statements of Theorem 3.3, and Corollary 3.1 require the computation of \( \partial_\rho P(v^*_\rho, 0, 0) \), which explicitly reads
\[
\partial_\rho P(v^*_\rho, 0, 0) = -\Pi_K L\Lambda^{-1} \bar{\Pi} H v^* \] (94.1)
and possibly also its projection on the Kernel of \( D_{x_\rho} P(v^*_\rho, 0, 0) \); indeed, since \( D_{x_\rho} P(v^*_\rho, 0, 0) \) is self-adjoint, the condition (H3) is equivalent to
\[
\partial_\rho P(v^*_\rho, 0, 0) \not\in \text{Ker}(D_{x_\rho} P(v^*_\rho, 0, 0)) .
\]

Once introduced phase-shift variables \( \varphi_i \) as in (7) in the definition of \( v \), given by (33), equation (80) turns out to be independent of the phase angle \( \theta_j \); hence solutions \( v^* \) are always given by loops on the torus \( \mathbb{T}^m \) and are uniquely represented by a value \( \varphi \) on the torus \( \mathbb{T}^{m-1} := \mathbb{T}^m / \mathbb{T}^1 \).

In practice, projections over vectors belonging to \( K \) are performed using the complex inner scalar product \( a \cdot b = \sum_j a_j \overline{b_j} \), where a basis \( \{e_j\}_{j=1, \ldots, m} \) for \( K \) is given by
\[
-e_{\omega_0} \phi_j (\theta_j, \varphi) , \quad \{e_1\}_{1=2} = \partial_\varphi^2 \phi_j (\theta_j, \varphi) .
\]

4.1.1. \( S = \{-1, 1\} \) in the standard KG model

In this case
\[
v^*(\theta, \varphi) = [\ldots, 0, e^{-i\theta_1}, 0, e^{-i(\theta_1 + \varphi)}, 0, \ldots] .
\]
The Kernel’s basis computed on a generic element of the family, setting \( \theta_1 = 0 \), reads
\[
e_1 = i [0, 0, 1, 0, e^{-i\varphi}, 0, \ldots] , \\
e_2 = i [0, 0, 0, 0, e^{-i\varphi}, 0, \ldots] .
\]
A straightforward computation gives the restriction of \( L\Lambda^{-1} \Pi_H v^* \) to the components corresponding to the set of sites \( S \), which are the only ones relevant for the projection on \( K \)
\[
-K L\Lambda^{-1} \Pi_H v^* \|_S = \frac{1}{2\omega_0} \left[ 1, e^{-i\varphi} \right] ;
\]
in the above calculation, the projection \( \Pi_H \) on the range has been simplified
\[
-L \Pi_H v^* \cdot e_1 = 0 , \quad -L \Pi_H v^* \cdot e_2 = -\frac{\sin(\varphi)}{\omega_0} ,
\]
hence \( \partial_\rho P(v^*_\rho, 0, 0) \neq 0 \) for all \( \varphi \notin \{0, \pi\} \).
4.1.2. $S = \{1,4\}$ in the zigzag KG model

In this case
\[ v^* (\theta_1, \phi) = \ldots, 0, e^{-i\theta_1}, 0, 0, e^{-i(\theta_1 + \phi)}, 0, \ldots \]

The Kernel's basis computed on a generic element of the family, setting $\theta_1 = 0$, reads
\[ e_1 = i \ldots, 0, 1, 0, 0, e^{-i\theta_1}, 0, \ldots \]
\[ e_2 = i \ldots, 0, 0, 0, e^{-i\theta_1}, 0, \ldots \]

A straightforward computation gives the restriction
\[- (L^{-1} \Pi_H L v^*)_{S} = - \frac{1}{4\omega_0} \left[ e^{-i\theta_1} - 5, 1 - 5e^{-i\theta_1} \right], \]

which allows to get
\[-L^{-1} \Pi_H L v^* \cdot e_1 = 0, \quad -L^{-1} \Pi_H L v^* \cdot e_2 = - \frac{\sin(\phi)}{4\omega_0}, \]

hence $\partial P(v^*; 0, 0) \not= 0$ for all $\phi \not\in \{0, \pi\}$.

4.2. Subtler example: degeneracy due to symmetry; $S = \{1,2,3,4\}$ in the zigzag model

In this case, we consider the zigzag model given by $\kappa_2 = 1$ and the vortex-like configurations described by the set $S = \{1,2,3,4\}$. As already commented in Section 2, this represents a prototype example of a more complex type of degeneracy, which is indeed related to "internal" symmetries of the configurations.

Differently from the previous easier examples, where the degeneracy was total and the application of Corollary 3.1 was enough, now we have to check the projection of $\partial P(v^*; 0, 0)$ given by (94) onto the Kernel of the linear operator $D_e P(v^*; 0, 0)$, with $v^*$ belonging to the families $F_1$ and $F_2$. We deal explicitly with one family only, namely $F_1 : \phi = (\varphi, \pi - \varphi)$; by setting $\theta_1 = 0$, we have $\theta = (0, \pi - \varphi, \pi)$, which gives the following representation of $v^*$ in complex variables
\[ v^* (\varphi) = \ldots, 0, 1, e^{-i\varphi}, -e^{-i\varphi}, -1, 0, \ldots \]

The Kernel's basis computed on a generic element of the family $F_1 (\varphi)$ reads\(^3\)
\[ e_1 = i \ldots, 0, 1, e^{-i\varphi}, -e^{-i\varphi}, -1, 0, \ldots \]
\[ e_2 = i \ldots, 0, 0, e^{-i\varphi}, -e^{-i\varphi}, 1, 0, \ldots \]
\[ e_3 = i \ldots, 0, 0, 0, e^{-i\varphi}, -e^{-i\varphi}, 0, 0, \ldots \]
\[ e_4 = i \ldots, 0, 0, 0, 0, -1, \ldots \]

An easy computation gives
\[ L v^* = \ldots, 0, 1, 1 + e^{-i\varphi} \ldots - 4, -5e^{-i\varphi}, 5e^{-i\varphi}, 4 - (1 + e^{-i\varphi}), -1, 0, \ldots \]

since
\[ \Lambda h = \begin{cases} -2\omega_0 h, & j \in S \\ \omega_0 h, & j \not\in S \end{cases}, \]
then $-L^{-1} \Pi_H L v^*$ takes the form
\[ \frac{1}{\omega_0} \left[ \ldots, -1, -1 + e^{-i\varphi}, 2, \frac{5}{2}e^{-i\varphi}, \frac{5}{2}e^{-i\varphi}, 2(1 + e^{-i\varphi}), 1, 0, \ldots \right]. \]

Given that our last operation is a projection onto the Kernel, we limit the next computation on the restriction
\[- (L^{-1} \Pi_H L v^*)_{S} \]

\[ \frac{1}{\omega_0} \left[ -6 - e^{-i\varphi}, 23/2, -1, 23/2 e^{-i\varphi} + 1, -6 + e^{-i\varphi} \right]. \]

A direct computation shows that
\[-L^{-1} \Pi_H L v^* \cdot e_{1,3} = 0, \quad -L^{-1} \Pi_H L v^* \cdot e_{2,4} = \pm \frac{\sin(\varphi)}{\omega_0} \]

Upon verifying that the four-dimensional matrix representing the linear operator $D_e P(v^*; 0, 0)$ has rank 2, we know for free the Kernel generators, since the gauge direction and the direction tangent to the family for sure belong to it; these are respectively
\[ \partial_\varphi P(v^*; 0, 0) = e_{2} - e_{4}, \quad \partial_{\theta_1} v^* (\varphi) - 1 = e_{1}. \]

The two previous scalar projections of $-L^{-1} \Pi_H L v^*$ on the basis $(i = 1, \ldots, 4)$ show that
\[ \partial_\varphi P(v^*; 0, 0) = 0, \quad \partial_{\theta_1} v^*(\varphi) \cdot \partial_\varphi P(v^*; 0, 0) = \pm \frac{\sin(\varphi)}{\omega_0}, \]

which is different from zero, apart from the cases $\varphi \in \{0, \pi\}$. Thus, we can conclude that the projection of $\partial P(v^*; 0, 0)$ onto the Kernel of $D_e P(v^*; 0, 0)$ is different from zero on any phase-shift discrete soliton considered in the family $F_1$. Since the same holds true also for the second family $F_2$, this represents a sufficient condition for nonexistence of the continuation of any phase-shift Multibreather corresponding to $S = \{1,2,3,4\}$.

4.3. A note on an even more degenerate model

As already observed in the final part of the Introduction, the technique developed in this Section is not sufficient to deal with the more degenerate model considered in Section 2.4.2, i.e., $H_{101}$ in (17). Actually this kind of degeneracy in a dNLS model was already examined systematically in [45], where we were able to prove the nonexistence of any four-sites phase-shift discrete soliton for $\epsilon$ small enough. The crucial point is that the higher non-degeneracy required in that paper the analysis of higher order expansions of the Bifurcation Equation: this is exactly the reason that prevents the application of the techniques used here. Indeed the small perturbation due to the energy, which "measures" the distance between the KG model (17) and its dNLS-type normal form (23), could be enough to introduce small linear terms in the bifurcation equation allowing for non-trivial solutions, which otherwise would not exist. This, however, depends on the magnitude of the linear term in $\epsilon$ introduced by the perturbation. Since the obstruction to nonexistence comes out from the $\epsilon^2$ term in the Kernel equation, the corrections of order $\rho^2$ would be relevant in the regime $\epsilon \lesssim \rho^2$ here considered.

\(^3\)We will use the notation $[\ldots, \ldots, \ldots, \ldots]$ to denote values along the chain: in particular, the two vertical bars enclose the sites belonging to $S$, when indexes $j_i$ are consecutive.
5. Numerical study

In this section we will perform a numerical study of the persistence conditions which correspond to the system (2) in an attempt to showcase the degeneracy of the configurations of the \( \mathcal{H}_{110} \) (zigzag) and the \( \mathcal{H}_{101} \) (inspired by the 2d square lattice) models which have been already discussed in Section 2. These conditions are given by

\[
P(\varphi) = \left\{ \begin{array}{l}
M(\varphi_1) + k_2 M(\varphi_1 + \varphi_2) + k_3 M(\varphi_1 + \varphi_2 + \varphi_3) = 0 \\
M(\varphi_2) + k_2 M(\varphi_1 + \varphi_2) + k_3 M(\varphi_1 + \varphi_2 + \varphi_3) = 0 \\
M(\varphi_3) + k_2 M(\varphi_2 + \varphi_3) + k_3 M(\varphi_1 + \varphi_2 + \varphi_3) = 0
\end{array} \right.
\]

(95)

with \( M \) as in (12). Note that since we consider low amplitude solutions, the results for the KdV-Gordon and dNLS variants of the system are equivalent both qualitatively as well as quantitatively, since the differences in the solutions are negligible.

Thus, we could have used \( \text{Eqn 22} \) instead.

We will focus mainly on the parametric regions corresponding to the above mentioned systems, namely \( k_2 = 1, k_3 = 0 \) and \( k_2 = 0, k_3 = 1 \) for the \( \mathcal{H}_{110} \) and \( \mathcal{H}_{101} \) systems respectively.

The illustration of the degeneracy will occur by showing the convergence of various solution families as the \( k_2, k_3 \) parameters tend to the ones corresponding to the cases under examination. Hopefully, by this procedure we will also be able to underline the difference in the degeneracy “magnitude” between the two systems since in the zigzag model only two solution families converge, while in the \( \mathcal{H}_{101} \) model there exist three converging families.

5.1. Study near \( k_2 = 1, k_3 = 0 \)

First we examine the parametric region corresponding to the zigzag system (namely near \( k_2 = 1, k_3 = 0 \)). In this study, a crucial role is played by the two families \( F_1 \) and \( F_2 \) of asymmetric vortices solutions of (11) which are given by (14).

The proper representation of the solutions of (95) would require a three-dimensional plot for every phase-difference \( \varphi \) as a function of both \( k_2 \) and \( k_3 \). Since this surface is difficult to be properly illustrated, we prefer to present some sections, first for fixed \( k_3 \), varying \( k_2 \), and then by reversing the roles between \( k_2 \) and \( k_3 \).

The results of the study for this parameter-region are found in Figs. 6 and 7. Let’s examine first Figure 6. The first thing one can observe is the existence of the \( F_1 \) : \( \varphi = (\varphi, \pi, -\varphi) \) family of solutions which is depicted as a vertical line at \( k_2 = 1 \), in the diagrams for the \( \varphi_1 \) and \( \varphi_3 \) slow variables. Note that, \( F_1 \) satisfies the persistence conditions (95) for every value of \( k_3 \) and \( k_3 = 1 \) as it is easy to verify by substituting the values of \( \varphi \) which correspond to \( F_1 \) into (95). On the other hand, for \( k_3 > 0 \) we observe that there exist two phase-shift families, which bifurcated from the symmetric vortex configuration \( \varphi = \Phi(\pi) = (\pi/2, \pi, -\pi/2) \). Each depicted family is determined by...
its values of $\varphi_1$’s and it is detailed in Table 2 (e.g., family 1 consists of the $\varphi_1 = 1\,^\circ$, $\varphi_2 = 2\,^\circ$, $\varphi_3 = 2\,^\circ$ in Figure 6, etc.).

<table>
<thead>
<tr>
<th>$\gamma$ of Family</th>
<th>Branch description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1$</td>
<td>$\varphi_2$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: The solution families depicted in Figure 6.

We can see that the bifurcation points of the phase-shift families under consideration approach $\Phi^{(\epsilon)}$ and the families themselves tend to coincide with the $F_2$ family (14) as $k_3 \to 0$. For $k_3 = 0$, the families coincide with $F_2$ which visually coincides also with $F_1$. The $F_1$ and $F_2$ families really cross each other at $\Phi^{(\epsilon)}$. The not so illustrative bifurcation diagrams for $k_3 = 0$ would be just a vertical line at $k_2 = 1$ in the $\varphi_1$ and $\varphi_3$ diagrams and a horizontal line at $\varphi_2 = \pi$. Note that, there are no bifurcation diagrams for $k_3 < 0$ since for these values there exist no relevant solution families.

The degeneracy of the system is revealed by the fact that all the phase-shift families merge to the $F_1$ and $F_2$ ones and the fact the the matrix (16) has the specific form at $\Phi^{(\epsilon)}$ is due to the family crossing at this point revealing the two kernel directions of the persistence condition.

The same behavior is also suggested in Figure 7, where monoparametric variations over $k_3$ are now given for a set of values of $k_2$ progressively approaching $k_2 = 1$. More specifically, $k_2$ has been chosen close to, but less than, 1 so as to be free to vary around 0. The two families which are depicted in Figure 7 are the ones shown in Table 3. We can observe in a more clear way the difference between the $k_3 \leq 0$ case and the $k_3 > 0$ case, in terms of phase-shift solutions. When $k_3 > 0$ there are branches connecting (apparently) to 0 and $\pi$; although the situation very close to $k_3 \leq 0$ is not perfectly shown, it is anyway evident that the branches in the upper and lower parts of the frames get closer and closer as $k_2 \to 1$, like converging to a curve which emerges from $\Phi^{(\epsilon)}$. At exactly $k_2 = 1$, one should observe a full band for the phase differences $\varphi_{1,3}$. In this representation the $F_1$ family is not shown since it exists only for $k_2 = 1$. The picture is completely symmetrical to the one of Figure 7 in the $k_3 > 0$ case.

<table>
<thead>
<tr>
<th>$\gamma$ of Family</th>
<th>Branch description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1$</td>
<td>$\varphi_2$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: The solution families depicted in Figure 7.

The overall picture emerging from the above numerical exploration is the following. Whenever $k_2 \neq 1$, solutions appear to be isolated, thus non-degenerate and suitable to be continued. Nonetheless, as $k_2 \to 1$, their non-degeneracy gets weaker and weaker, so that the domain of continuation in the coupling parameter $\epsilon$ is expected to vanish, according to the standard estimate given by the implicit function theorem. The degenerate scenario which appears at $k_2 = 1$, due to the existence of a one-parameter family of solutions $F_1$ for generic values of $k_3$, becomes richer at $k_3 = 0$, since a second family $F_2$ arises which intersects the already existing $F_1$ at $\Phi^{(\epsilon)}$. The possibility to continue such degenerate solutions requires the more accurate mathematical analysis that we developed in Section 3 and applied in this model in Section 4.

5.2. Study near $k_3 = 0, k_3 = 1$

The next numerical study we are going to perform is the one of the solutions $\varphi_{1,3}$ close to the $k_2 = 0, k_3 = 1$ parametric area which corresponds to the $\mathcal{F}_{101}$ model. The results of this study appear in Figs. 8, 9 and 10.

First, in Figure 8 we present the bifurcation diagrams of (95) for some values of $k_3 < 1$ (in particular for $k_3 = 0.9, 0.99$ and 0.999) and an interval of $k_2$ around $k_2 = 0$. In the top row the values of the angles $\varphi_1$ and $\varphi_3$ are shown while the bottom row depicts the values of $\varphi_2$. Although, the $\varphi_1$ and $\varphi_3$ angles as depicted in the same diagram, this does not mean that $\varphi_1 = \varphi_3$ for every value of $k_2$. The four families which emerge in Figure 8 are labeled with circled numbers and are summarized in Table 4 below (e.g., family 1 is defined as $\varphi_1 = (\bigcirc)$ of the upper row of the figure, $\varphi_2 = (\bigcirc)$ of the lower row and $\varphi_3 = (\bigcirc)$ of the upper row panels). We see in these diagrams how these families converge to the $k_2 = 0$ asymptote. In particular, families 1 and 4 converge to $F_1$, while families 2 and 3 converge to $F_3$ (19). The different line symbols denote different linear stability of the families. In particular a solid line corresponds to a family with one unstable eigenvalue while the dashed line corresponds to two unstable eigenvalues. As the families converge one of their stability eigenvalue converges to zero and it changes sign when $k_2$ crosses zero. Since the stability discussion lies outside the scope of the present manuscript we will not refer further to the relevant details. We only mention this for the bifurcation theory inclined numerical reader who may appreciate some of the associated bifurcations, such as the pitchforks in Figure 9.

<table>
<thead>
<tr>
<th>$\gamma$ of Family</th>
<th>Branch description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varphi_1$</td>
<td>$\varphi_2$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4: The solution families depicted in Figure 8.

Next, we consider the bifurcation-diagrams for $k_3 > 1$ (in particular $k_3 = 1.1, 1.01$ and 1.001) which are depicted in Figure 9. We can clearly observe that families 1 and 4 of Table 5 below converge into $F_3$ as $k_3 \to 1$ while families 2 and 3 converge to $F_1$. The main difference of this diagrams, with respect to the ones of the $k_3 < 1$ case, is that in this case there exist also the two new phase-shift solution families 5 and 6, where the families 1-4 bifurcate from through pitchfork bifurcations. These families also have the characteristic that they are the only ones that exist for $k_2 = 0$ and for all $k_3 > 0$. 20
Figure 7: The bifurcation diagrams of the persistence condition (95), in the $k$-parameter region corresponding to the zigzag ($\mathcal{N}_{110}$) model and in the $\varphi$-region of $\Phi^{(\text{sv})}$. The rows of the figure correspond to three distinct values of $k_2$, i.e., $k_2 = 0.99, 0.999, 0.9999$, where the diagrams for an interval of $k_3$ in the specific region are shown. The three columns correspond to the values of the three $\varphi$ which constitute the various solution-families. The distinct branches are characterized by encircled numbers, while their exact combination for each family can be found in Table 3. Note that for $k_3 < 0$ there exist no relevant phase solution families.

<table>
<thead>
<tr>
<th>$\zeta$ of Family</th>
<th>Branch description</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\varphi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>6</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 5: The solution families depicted in Figure 9.

For $k_3 = 1$, the Jacobian is highly degenerate and hence we show no frame for this value of $k_3$. Nevertheless, it is straightforward to see that the three families $F_1, F_2$ and $F_3$ coincide at this value of $k_3$.

In order to demonstrate this fact better, as well as to better show the role of the families 5 and 6 of the $k_3 > 1$ case, we consider the role of $k_2$ and $k_3$ variations between Figs. 9 and 10. In the latter case, we consider specific values of $k_2$ close to $k_2 = 0$ (i.e., $k_2 = -0.001, -0.0001, 0.0001, 0.001$) and an interval of values around $k_3 = 1$ and examine the bifurcation diagrams of (95). First of all we can see the family $F_2 : \varphi = (\varphi, \pi - \varphi, \varphi)$ which exists for $k_3 = 1$ and every value of $k_2$. Since this family is degenerate it is depicted as a dotted line. The rest of the families depicted there are shown in Table 6 below.

We can see that families 1 and 4 tend to $F_1$ while families 2 and 3 tend to $F_3$ as $k_2 \to 0$. Geometrically this is manifested by both families converging to the $k_3 = 1$ asymptote. On the other hand, there exist families 5 and 6 which correspond to the families 5 and 6 of Figure 9. We see that they exist only for $k_3 \geq 1$ being a product of a saddle-node bifurcation occurring at $k_3 = 1$. Although these are $k_2, k_3$-parameter solution families for (95), they constitute an isolated solution of Eqs. (18).

<table>
<thead>
<tr>
<th>$\zeta$ of Family</th>
<th>Branch description</th>
<th>$\varphi_1$</th>
<th>$\varphi_2$</th>
<th>$\varphi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>5</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 6: The solution families depicted in Figure 10.

A special note must be made for the special case $k_2 = 0$. For this value of $k_2$, the only families that exist for $k_3 \neq 0$ are the families 5 and 6 of Figure 10 as it can be shown also in Figure 9. In particular case it is also true that $\varphi_1 = \varphi_2 = \varphi_3$.

The fact that for this choice of $k_2$ and for $k_3 = 1$ we get the symmetric vortex solution $\Phi^{(\text{sv})}_{101}$ both as a member of the
The exact combination of branches for each family can be found in Table 4. We can observe how the various solution families converge to the $k_2 = 0$ asymptote, as $k_3 \to 1$.

Figure 8: The bifurcation diagrams of the persistence condition (95), in the $k$-parameter region corresponding to the $\mathcal{H}_{101}$ model and in the $\varphi$-region of $\phi^{(sv)}$. The columns of the figure correspond to three distinct values of $k_3$, i.e. $k_3 = 0.9, 0.99, 0.999$, where the diagrams for an interval of $k_2$ in the specific region are shown. The upper row corresponds to the values of $\varphi_1$ and $\varphi_3$ of the solution-families while the bottom row depicts $\varphi_2$. Although the diagrams for $\varphi_1$ and $\varphi_3$ coincide geometrically, they do not have the same values in the corresponding families. The exact combination of branches for each family can be found in Table 5. We can observe how the various solution families converge to the $k_2 = 0$ asymptote, as $k_3 \to 1$.

Figure 9: The bifurcation diagrams of the persistence condition (95), in the $k$-parameter region corresponding to the $\mathcal{H}_{101}$ model and in the $\varphi$-region of $\phi^{(sv)}$. The columns of the figure correspond to three distinct values of $k_3$, i.e. $k_3 = 1.1, 1.01, 1.001$, where the diagrams for an interval of $k_2$ in the specific region are shown. The upper row correspond to the values of $\varphi_1$ and $\varphi_3$ of the solution-families while the bottom row depicts $\varphi_2$. Although the diagrams for $\varphi_1$ and $\varphi_3$ coincide geometrically, they do not have the same values in the corresponding families. The exact branches which correspond to the different families are shown in Table 5. Note that, as $k_3 \to 1$, the families converge to the vortex families.
vertical families and as a member of the “parabolic” family, numerically poses the question of the existence of the symmetric vortex solution in the real system. This question is also triggered by the fact that the two-dimensional analogue of our system in the dNLS limit it has been shown that vortices persist up to the (high) orders considered in [41].

We summarize the results of the previous numerical investigation, by saying that the persistence condition provide three one-parameter families of candidate MBs, instead of the two families for the $\mathcal{H}_{101}$ case. Each family carries two standard in-phase/out-of-phase solutions (whose existence is guaranteed via other approaches, [43]) and the three interact in two highly symmetric objects, having $\Phi = \Phi^{(2)}$ and emulating two-dimensional vortices. The same kind of scenario and consequent degeneracy is shared by the corresponding beyond-nearest-neighbor discrete NLS approximation

$$H_{101} = \sum_j |\psi_j|^2 + \frac{3}{8} \sum_j |\psi_j|^4$$

by means of averaging methods due to the degeneracy of the problem, was obtained in an efficient way by exploiting the rotational symmetry of the model and the density current conservation along the spatial profile of any candidate soliton. The absence of these ingredients in Klein-Gordon models represents an additional layer of difficulty to the degeneracy that one has to face in the continuation problem that we here address.

Keeping in mind the connections among these two classes of Hamiltonian models (KG and dNLS), a natural (although indirect) way to proceed is to transfer the results which are accessible in the dNLS context to similar results which are expected to be valid in the KG context, keeping track of the relevant correction terms. In this work we examined mainly KG systems with interactions beyond nearest neighbor interactions inspired, in part, by connections with higher dimensional lattices), with special emphasis on the zigzag model. In these models, by means of Lyapunov-Schmidt techniques, we showed that this approach actually works provided some smallness assumptions are made on the main physical parameters of the models: the energy $E$ and the coupling strength $\epsilon$.

However, the strategy presented here, is based on a first order formal form approximation of the KG model, and thus it has some limitations in cases where higher order degeneracies occur. In order to showcase this fact we shortly examine a model that exhibits next-to-next nearest neighbors interactions, namely the $\mathcal{H}_{101}$ model. Although the previously described methodology cannot be applied there, the numerical exploration performed in the Section 5.2 shows elements which strongly overlap with those that one can obtain in the corresponding dNLS normal form $H_{101}$, for which a rigorous answer has been given already in [45]. This naturally leads us to conjecture that a corresponding nonexistence statement of phase-shift four-site multibreathers holds true also for $\mathcal{H}_{101}$.

In order to prove such a conjecture, one could still follow this indirect approach, but attempt to increase the accuracy of the normal form approximation by adding further neighbor linear and nonlinear terms to the dNLS $H_{101}$, in the spirit of a

6. Conclusions - Future Directions

The present paper represents a natural follow up of [45], where we studied the related problem of the nonexistence of degenerate phase-shift discrete solitons in a beyond-nearest-neighbor dNLS lattice. We recall that in [45] the nonexistence of phase-shift discrete solitons, which was not easily achievable examined systematically in [45]. It is thus natural to attempt transferring the nonexistence results there obtained previously by means of an accurate mathematical analysis. However, the techniques developed in Section 5.2 of the present paper are tailored for less degenerate models as it is also discussed in Section 4.
more general dNLS approximation (see [39, 40, 42]). Alternatively, one can use a more direct approach and perform a local normal form technique around the low-dimensional resonant torus, with the advantage of working directly in the original KG model without passing from the dNLS approximation (see [44] for the maximal tori case). With this scheme we expect to derive a normal form which naturally extends the effective Hamiltonian method introduced in [1]. In any case, and whatever the perturbation method one prefers to apply may be, it appears natural that the accuracy required in the approximation is directly related to the order of the degeneracy of the problem: hence, for highly degenerate problems the help of a computer assisted manipulation may be unavoidable and the choice of the method can become extremely relevant.

A related comment is that in the present work we have limited our considerations to one-dimensional settings with long-range interactions. Extending relevant ideas to genuinely higher-dimensional KG settings, where again the understanding built on the basis of the dNLS [23, 41] may be useful, is another natural avenue for future work. Indeed, in the two dimensional case significant degeneracies arise even in the homogeneous case, without the need to explore beyond nearest-neighbor interactions. Hence the problem of interest lies already at the level of the homogeneous 2d lattice. There, on the basis of the dNLS problem we expect degeneracies and hope to address the existence of solutions first in the easier dNLS case. Current numerical observations suggest the existence (even as robustly as to be experimentally observed) of discrete vortical structures. On the other hand, as already stressed in paragraph 4.3 about the $H_{101}$ model, we suspect that the methods proposed herein may not be sufficient to tackle the transition between the dNLS and the KG case in all possible situations: hence further tools may need to be developed for the latter, depending on the geometry of the lattice and on the degree of degeneracy of the solutions of the bifurcation equations. An additional auxiliary set of models may be that of anisotropic coupling, starting with the so-called “railroad model” involving two “tracks” initially very weakly coupled and continuously varied until the equal coupling limit (which could be again explored numerically). These are some of the relevant directions examining further.
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PROPOSED HIGHLIGHTS:

- Klein–Gordon lattices with interactions beyond nearest neighbor are examined.

- Existence and nonexistence conditions for degenerate phase-shift multibreathers are discussed.

- The correspondence between solutions in the KG and dNLS models is analyzed.

- Nonexistence of four-sites vortex-like structures in the zigzag Klein–Gordon lattice is established.