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Liquid crystals ordering of DNA and RNA oligomers relies on the presence of inter-duplex end-to-end attraction, driving the formation of linear aggregates. Such interactions are gauged, at a macroscopic level, by the osmotic pressure at the isotropic-nematic and nematic-columnar phase transitions. We studied aqueous solutions of PEG and DNA duplex-forming oligomers, finding that there is a wide range of concentrations in which these mixtures phase separate into coexisting PEG-rich and DNA-rich phases, the latter being either in the isotropic state or ordered as a nematic or columnar liquid crystal. We determined the phase diagram in mixtures of PEG and DNA duplexes with different terminal motifs – blunt ends, sticky overhangs, aggregation-preventing overhangs – and measured the partitioning of the species in the coexisting phases. On this basis, we determined the osmotic pressure as a function of the DNA concentration across the phase diagram. We compared the equation of state obtained in this way with both the Carnahan-Starling equation of state for hard spheres and with the pressure predicted by computer simulations of a system of aggregating cylinders. We obtain a good agreement between experiments and simulations, and end-to-end attraction energies of the order of 6 kcal/mol, a bit larger than expected, but still in agreement with the current models for DNA-DNA interactions.
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1. INTRODUCTION

Concentrated aqueous solutions of DNA oligomers paired in duplexes have been reported to order into Liquid Crystal (LC) phases [1–4]. This tendency toward LC ordering is quite robust, being found in a variety of systems, ranging from well-paired ("blunt ended") duplexes [1], to duplexes with mutually interacting ("sticky") overhangs [2], to duplexes including various degrees of defects, to structures alternating double and single strands [5], to fully random sequences [6]. LC have been found in longer (up to 20 bases) and shorter (down to 4 bases) DNA sequences [3,4]. Recently, LC have been observed even in solutions of single nucleobases [7], a finding that demonstrates that stacking attractive forces [8] are the main driving force of LC ordering. Despite being at the core of DNA stability, stacking forces are still a matter of investigation [9], since both their fundamental nature and their strength are not fully understood. In particular, stacking forces between independent duplexes have been quantified only via atomistic simulations [10].

The role of end-to-end attractions in the LC ordering of DNA duplexes has been studied via coarse-grained models. Specifically, LC ordering has been predicted in suspension of cylindrical monomer having steric repulsion and attractive interactions between their terminal bases only, which were investigated via computer simulations [11–14]. This is summarized in Fig. 1 in which we plot the volume fraction (\(\phi\)) - pressure (P) equation of state obtained from Monte Carlo simulations presented in Ref. [11] for a system of hard cylinders (L/D = 2), with various choices of base-to-base interaction strength E, 0 < E < 12 k_BT. While at low pressure the system is an isotropic fluid (ISO), as concentration and pressure rise it may develop nematic LC (N), columnar LC (COL) and columnar crystal (C2) phases, depending on the interaction strength. As expected, the pressure at which the ISO-LC transition occurs decreases with increasing interaction strength. Thus, the measure of the pressure of the phase transition, which in the experimental systems would be the osmotic pressure (\(\Pi\)) of the DNA solution, enables estimating the strength of the inter-cylinder attractive interactions. Evaluations of DNA inter-duplex interactions were elaborated before by a quantitative analysis of the ISO-LC phase boundary [3,4,7]. The measure of the pressure would enable a different, and possibly more direct route to this quantity. In Fig. 1 we also plot, as a simpler references: \(\Pi_{CS}(\phi)\), the Carnahan-Starling (CS) equation of state for hard spheres [15], which lays close to the ISO branches of the simulation (black line), and the equation of state of the ideal gas (dashed line).

A simple strategy to measure the osmotic pressure of DNA oligomers in solution is to exploit the phase separation that is observed when the flexible hydrophilic polymer polyethylene glycol (PEG) is solubilized in the same sample. PEG is widely used to produce Aqueous Two-Phase Systems (ATPS) in mixtures with salt, as potassium phosphate [16] and sodium succinate [17], or polymers, as dextrane [18,19], and to compartmentalize or precipitate biomolecules, as proteins [20–23] or nucleic acids [24]. The use of PEG as a reference osmolyte is a standard approach to study interactions and conformations of proteins [25–28] and viruses [29] in condensed solutions, since they readily phase separate into a protein (or virus) rich phase coexisting with a PEG rich solution.

When the partitioning of the two solutes is total, or nearly so, the osmotic pressure of PEG, which has been fully characterized [30,31], equals the osmotic pressure of the coexisting phase. Since PEG also phase separates with DNA, it has been used as a controlled osmolyte to measure the osmotic pressure of counterion condensed long DNA double helices [32], and across the isotropic-cholesteric and cholesteric-line hexatic phase boundary in solutions of long double stranded DNA [33,34].

Phase separation is also observed in mixed solutions of PEG and DNA oligomers [35–37] as well as in PEG and RNA oligomers [38] even for chains as short as 4 bases (unpublished data). This phenomenon has not been so far studied in detail. Phase separation of polymeric species is quite common, a phenomenon typically described in terms of the Flory-Huggins model, according to which the degree of polymerization is a key factor in the reduction of the entropy of mixing. When the degree of polymerization of one of the species is small, as in the case of PEG polymers and short DNA or RNA oligomers, the partitioning of the
species might become partial.

When the phase separation between PEG and proteins or long DNA is “strong”, with a nearly complete partitioning of the two molecular species between the two phases, the determination of the osmotic pressures is straightforward both because (i) the PEG concentration in the PEG-rich phase directly gauges the overall osmotic pressure and because (ii) the PEG concentration in the PEG-rich phase is simply determined from the initial concentrations and the volume fractions of the coexisting phases. When instead there is a partial partitioning between the species, both these steps must be reconsidered. For clarity, let’s call phase 1 the PEG-rich phase and phase 2 the DNA-rich phase, and $c_{DNA,1}$, $c_{DNA,2}$, $c_{PEG,1}$, and $c_{PEG,2}$ the concentrations of DNA and PEG in phase 1 and phase 2, respectively (see Fig. 2). The presence of the minority components, $c_{DNA,1}$ and $c_{PEG,2}$ prevents from simply attributing all PEG to phase 1 and all DNA to phase 2, as generally done when the osmotic pressure is measured via phase separation with PEG [32]. This issue will be discussed in Section 3, where we describe the experimental determination of all concentrations. At the same time, the presence of the minority components affects the osmotic pressure, as discussed in Section 4.

2. PHASE DIAGRAMS IN MIXTURES OF PEG AND DNA OLIGOMERS

We extensively investigated aqueous mixtures of DNA oligomers and PEG having overall concentrations of $c_{DNA}$ and $c_{PEG}$, respectively. We considered three different sequences of DNA and two PEG molecular weights, 8kDa and 20kDa. DNA sequences have been chosen to provide duplex with end-to-end interactions of different kind and strength, as sketched in Fig. 2A. In particular, the “Dickerson Dodecamer”, DD (5'-CGCGAATTCCGCG-3'), is a self-complementary sequence that forms blunt-end duplexes that experience a mild end-to-end attraction because of the stacking interaction of their terminal paired bases. The DD duplex structure, of B-DNA type, has been well characterized by previous works [39]. We also considered modified version of DD, the “shifted Dickerson Dodecamer”, sDD (5'-GCCGAATTCGCG-3'), obtained by relocating the first Cytosine nucleobase to the opposite (3') end. sDD is thus self-complementary only in a subset of 10 bases, and thus forms duplexes with 2-base-long GC overhangs at the 3'-end. Such unpaired bases (or “dangling ends”) can pair with their counterpart of other sDD duplexes, thus acting as sticky-ends which drive the inter-duplex interaction. Both these sequences are composed of 12 nucleotides, therefore the length, $L$, of the duplexes is $L \approx 4.1$ nm. Given that the DNA helix diameter is approximately $D \approx 2$ nm, the axial ratio of DD and sDD duplexes is $L/D \approx 2$. Both DD and sDD $c_{DNA}$-T phase diagram has been already investigated, showing the formation of cholesteric (N*), uniaxial columnar (COL) and crystalline columnar (C2) LC phases [1,2,7,40].

The third DNA sequence, DD-TT (5'-CGCGAATTCGCG-TT-3'), is a 14mer composed by the same DD sequence with the addition of two 3'-terminal Thymine nucleobases. The almost negligible T-T pairing affinity lowers inter-duplex interaction, in turn preventing the formation of LC, while the axial ratio, $L/D \approx 2.4$, is kept of the order of the other duplexes. In addition, we also tested the RNA analog of DD, pDD-RNA, which has the same sequence of DD except having Uraciles instead of Thymines, to test the universality of PEG-nucleic acid oligomers phase separation. Indeed, while DNA is most commonly a B-form helix, RNA duplexes have an A-form helical structure, in which the base pairs are tilted with respect to the helical axes. Because of this different helical geometry, the axial ratio of pDD-RNA duplexes is $L/D \approx 1.5$. Despite such structural differences and the presence of an additional phosphate at each 5'-terminus, similar LC behavior has been observed either for pDD-RNA alone [41] or mixed with PEG [38].

We have here investigated four different systems: DD + PEG 8kDa, 0.01M HEPES buffer pH 7.5 and 300mM NaCl; pDD-RNA + PEG 8kDa, 0.01M HEPES buffer pH 7.5 and 60mM MgCl$_2$; sDD + PEG 20kDa with no buffer nor added salt; DD-TT + PEG 20kDa, with no buffer nor added salt. The different choices were related to the availability and storage condition of the samples. For each of these systems and for every choice of $c_{DNA}$ and $c_{PEG}$, samples were prepared in flat glass cells and observed in polarized optical microscopy (see materials and methods).

In all systems, at low enough PEG concentration, the solutions are homogeneous. Upon increasing PEG
and DNA (or RNA) concentrations, phase separations are eventually observed in all systems, that split into a PEG-rich isotropic phase and a DNA-rich phase that can be either isotropic or liquid crystalline. We have thus classified the phase separations on the basis of the ordering of the DNA-rich phase: ISO-ISO, when DNA phase is isotropic, Fig. 2B; ISO-N*, when DNA phase shows N* ordering, Fig. 2C; ISO-COL, when DNA phase shows COL ordering, Fig. 2D and ISO-C2, when DNA phase shows C2 ordering. Phase separation follows a mechanism of nucleation and growth process [35]. After the growth, taking place in a few minutes, and an equilibration period of 1-2 days, DNA-rich domains have sizes ranging from few to hundreds of microns. Their shape is typically circular at low PEG content, i.e. lower average viscosity, or branched at high PEG content.

Fig. 3 summarizes the observed phase behavior for the four systems, with the use of ternary phase diagrams. Each point on the ternary diagram uniquely indicates its DNA, PEG and water mass composition (w/w). This is illustrated in the construction in Fig. 3D for point “a”, whose composition is 0.4 w/w DNA, 0.1 w/w PEG and 0.5 w/w water. All experimental observations are reported in the ternary diagrams, with black squares for isotropic mixtures, magenta pentagons for ISO-ISO phase separations, blue dots for ISO-N* phase separations, red triangles for ISO-COL phase separations and green diamonds for ISO-C2 phase separations. The empty symbols on the zero PEG axis are the experimental points describing the phase diagrams of DNA solutions with no PEG. Dotted lines, parallel to the water axes, indicate lines of constant DNA and dashed lines, parallel to the DNA axes, are lines of constant PEG. By comparing the four diagrams we can determine the general behavior of oligoDNA-PEG mixtures: (i) at very low DNA concentration, a large PEG w/w is required to induce phase separation (see line 1 in Fig. 3C); (ii) upon increasing the amount of DNA, the PEG w/w threshold for phase separation lowers, (see line 2 and 3 in Fig. 3C); (iii) there is a range of DNA concentrations at which all the phases are obtained by increasing PEG w/w. This is the case of the samples laying on line 4 in Fig. 3A (c_{DNA} = 200 g/l) along which we have found ISO, N*, COL and C2 phases; (iv) at constant PEG w/w, phase separation is found above a threshold DNA w/w (see line 5 in Fig. 3C), which decreases as PEG w/w increases (see line 6 in Fig. 3C); (v) at high PEG w/w only highly ordered DNA phases survive, as C2 and amorphous crystals.

Having examined a large set of samples having different c_{DNA} and c_{PEG}, we could approximately determine the binodal line as interpolation between the concentrations of samples that do and do not phase separate. Such interpolated concentrations are plotted in Fig. 4 as symbols. To provide an analytic expression to the binodal curves, we fitted the experimental data with the function \( y = m_1 \cdot \exp(m_2 \cdot \sqrt{c_{DNA}} + m_3 \cdot x^3) \) empirically proposed to describe the binodal curve of PEG – Potassium Phosphate solutions [20], where \( y = \text{PEG w/w} \) and \( x = \text{DNA w/w} \). Since our data are gathered in the region of low DNA w/w, i.e. small x, the parameter \( m_3 \) has little relevance. We thus simplified the functional expression by setting \( m_3 = 0 \), obtaining

\[
c_{PEG} = m_1 \cdot \exp(m_2 \cdot \sqrt{c_{DNA}})
\]

Eq. 1

The binodal lines obtained in this way are shown in Fig. 4 as dashed lines and in the diagrams of Fig. 3 as black lines. By comparing the resulting binodal lines, it can be noticed that DD and pDD-RNA separate more easily than sDD and DD-TT since their binodal is shifted toward lower DNA and PEG content. This difference is probably due to the presence of added monovalent and divalent salts in the DD and pDD-RNA systems, respectively, in line with previous observations indicating that the formation of ATPS in PEG mixtures is promoted by higher ionic strength [20]. Moreover, the presence of cations has a strong effect on DNA: they generally reduce the lateral electrostatic repulsion between helices by screening the negative charges of the DNA backbone phosphates [42], while divalent and multivalent cations, as Mg\(^{2+}\) and spermine, favor DNA condensation [43–46].

3. PARTITIONING OF DNA AND PEG

The very existence of measurable binodal curves indicates that for the majority of the preparations the
partitioning of PEG and DNA in phase 1 and 2 is not complete. By defining \( \phi_1 \) and \( \phi_2 \) as the fractions of the total volume occupied by phase 1 and 2, respectively, mass conservation of PEG and DNA implies that:

\[
\begin{align*}
    c_{\text{PEG}} &= c_{\text{PEG},1} \cdot \phi_1 + c_{\text{PEG},2} \cdot \phi_2 \\
    c_{\text{DNA}} &= c_{\text{DNA},1} \cdot \phi_1 + c_{\text{DNA},2} \cdot \phi_2
\end{align*}
\]

Eq. 2

where \( \phi_1 + \phi_2 = 1 \). Since coexisting phases lay on the binodal curve, Eq. 1 holds for both phases, i.e. \( c_{\text{PEG},1} = m_1 \cdot \exp(m_2 \cdot \sqrt{c_{\text{DNA},1}}) \) and \( c_{\text{PEG},2} = m_1 \cdot \exp(m_2 \cdot \sqrt{c_{\text{DNA},2}}) \). This set of equations enables, at least in principle, determining the concentrations in both phases on the basis of \( c_{\text{DNA}} \) and \( c_{\text{PEG}} \) once \( \phi_1 \) and \( \phi_2 \) are known.

We experimentally measured \( \phi_1 \) and \( \phi_2 \) by adding a fraction of fluorescent PEG (FITC labelled PEG 5kDa) to the PEG stock solutions, at the 1:100 stoichiometric ratio between fluorescent PEG and the unlabelled PEG. Microscope images of the total sample area were collected and analyzed to extract the volume fractions of the two phases, as shown in Fig. 5A-C, (see materials and methods). In practice, the measured values of \( \phi_1 \) and \( \phi_2 \) do not enable to extract reliable values of the whole set of concentrations probably because the approximation on the "tails" of the binodal curve at large DNA content is too rude.

More direct information is obtained by analyzing the fluorescent emission of fluorinated PEG, as described in Fig. 5. The two peaks shape of the histogram of the fluorescence intensity, Fig. 5C, shows that while the fluorescence signal mostly comes from phase 1, rich in fluorescent PEG, there is still non-negligible signal from phase 2. The ratio of the average intensity measured in the two phases, \( r = \frac{\bar{I}_{\text{PEG},2}}{\bar{I}_{\text{PEG},1}} \), can be considered a direct measurement of \( \frac{c_{\text{PEG},2}}{c_{\text{PEG},1}} \). Knowing \( c_{\text{PEG},1} \) we calculate \( c_{\text{DNA},1} \) from the expression of the binodal line, and then \( c_{\text{DNA},2} \) is obtained from DNA mass conservation

\[
c_{\text{DNA},2} = \left( c_{\text{DNA},0} - c_{\text{DNA},1} \cdot \phi_1 \right) / \phi_2.
\]

By comparing the two approaches, we opted to use the direct measurement of \( \frac{c_{\text{PEG},2}}{c_{\text{PEG},1}} \) for the samples with larger DNA content, while we used the approach based on the analytical expression of the binodal line at low DNA content, where the majority of the available experimental data lies, making the determination of the lines quite robust. Anyway, the two methods are highly compatible, confirming that analytical expression of the binodal line is a good description of the actual behavior of the system. Based on this analysis, we could draw the tie lines, as shown in Fig. 6 for a selection of the experimental points of the DD and sDD systems.

The main source of error is the measurement of the volume fractions \( \phi_i \), which we estimated having the sensibility \( \approx 0.5\% \) of the total volume of the cell. Thus, the measurements of small \( \phi \) are the ones most affected by the error. To avoid unrealistic behaviors, in the analysis of the samples with smallest \( \phi \) we introduced the additional rule of setting the slopes of the tielines to be parallel to the closest one.

In this analysis it was necessary to convert \( c_{\text{PEG}} \) and \( c_{\text{DNA}} \) from mass density (g/l) to weight ratios. Since we want here to compare our observation with models based on cylinders, we have not used the mass density of dry DNA, \( d_{\text{DNA,dry}} \approx 1700 \text{ g/l} \) [47], but rather the mass density of hydrated DNA in a cylinder roughly enclosing the duplex, with a diameter of 1.95 nm, which is much larger than the actual volume since it also includes the volume of the two grooves. This assumption leads to a mass density \( d_{\text{DNA}} \approx 1100 \text{ g/l} \).

## 4. OSMOTIC PRESSURE IN DNA LIQUID CRYSTALS

Our results indicate that the phase separation in mixtures of PEG and DNA oligomers is a general phenomenon, which may also involve LC ordering of the DNA-rich phase. LC ordering is however not a necessary condition for phase separation, as demonstrated by liquid-liquid coexistence both in DD-TT solutions and in the DD solutions at low PEG. There are two basic mechanisms that could drive the phase separation. (i) The presence of attractive forces between DNA duplexes. Such interactions cannot but be between duplex terminal bases. Indeed, in the absence of polycations, side-side interaction between DNA
double helices is always repulsive, and can be understood in terms of hydration and electrostatic forces [42]. Base stacking between the blunt ends of DD duplexes, and the mild attraction between the unpaired terminal bases of DD-TT, might in principle justify the phase separation. (ii) Entropic, depletion-type forces due to the difference in flexibility between the two species. The rigid DNA duplexes reduce the conformational space of PEG polymers when they are closer than their gyration radius. Thus, by phase separating, the system reduces the contacts between PEG and DNA, thus gaining phase space volume [50]. Which of the two mechanisms dominates the DNA-PEG phase separation is at the moment not clear.

At equilibrium, the osmotic pressure of the two phases must be the same, i.e. \( \Pi_1 = \Pi_2 \). If the partitioning was complete, we could use \( c_{PEG,1} \) to determine \( \Pi' = \Pi_1(c_{PEG,1}) = \Pi_2(c_{DNA,2}) \), where \( \Pi_1(c_{PEG,1}) \) has been obtained by the already known dependence of PEG osmotic pressure on its concentration \([30,31]\). \( \Pi' \) values obtained in this way are shown in Fig. 7A as empty squares. However, the partitioning of PEG and DNA between the two phases is only partial. The concentrations of the minority components in the two phases, despite being smaller than those of the dominant components, could have a relevant effect on the osmotic pressures and their meaning.

Let’s first consider the effect of the presence of DNA in phase 1. Since we can safely rule out attractive interactions between PEG and DNA molecules, we can consider DNA as dilute inclusions in a disordered polymer solution. As such, they reduce the free volume of PEG, which is thus effectively at a concentration larger than \( c_{PEG,1} \). The free volume subtracted from PEG includes the volume of the DNA duplexes surrounded by a depletion layer having a thickness of the order of the gyration radius of the PEG coils, which for the molecular weight here considered is \( R_g \approx 3 \text{ nm} \) (8 kDa) – 5nm (20kDa) \([51-53]\). Since the size of each PEG coil in this study is comparable with the volume of a DNA duplex, we can adopt the simplifying notion that the decrease of the free volume of PEG equals the volume that the DNA duplexes would occupy if they were with no PEG but at the same osmotic pressure: \( \Pi_{PEG,1} \left( \frac{c_{PEG,1}}{\phi_{PEG,1}} \right) \approx \Pi_{CS}(f_{DNA,1}) \), where we approximate the pressure of the DNA fraction with the CS. \( f_{DNA,1} \) is the DNA packing fraction which gives the equilibrium pressure. The volume available to the PEG fraction is \( V_{PEG,1} \approx V_{TOT} \left( 1 - \frac{c_{DNA,2}}{d_{DNA}f_{DNA,1}} \right) \), so that \( \phi_{PEG,1} = V_{PEG,1}/V_{TOT} \). In other words, we are here adopting the notion that both species in the mixture in phase 1 contribute to the osmotic pressure, in line with what observed and predicted for mixtures of hard spheres in the liquid state \([54]\). The resulting \( \Pi'' = \Pi_{PEG,1} \left( \frac{c_{PEG,1}}{\phi_{PEG,1}} \right) \) is plotted in Fig. 7a as a function of \( c_{DNA,2} \) as empty diamond. As visible, the presence of DNA in the PEG-rich phase enhances rather significantly the osmotic pressure at low pressures, when the partitioning is milder, while it becomes negligible at larger pressures, at which the partitioning is virtually complete.

Symmetrically, phase 2, rich in DNA, hosts a minority component of PEG, which also becomes less relevant at larger pressures. At the lowest pressures, phase 2 of DD is in the ISO phase, with \( c_{DNA,2} \approx 230 \text{ mg/ml} \). This corresponds to a density of about one DNA duplex every 60 nm\(^3\), in turn indicating a mean distance of about 4 nm, clearly compatible with the presence of PEG polymers in the interstitial spaces. Upon increasing the osmotic pressure, the solutions develop cholesteric LC ordering with concentrations \( c_{DNA,2} \) in the range 260-420 mg/ml. The mean intercolumnar distance, for this range of concentration, is 3-4 nm, again fully compatible with the intercalation of PEG. At higher pressures, the system turns columnar, and the intercolumnar distance decreases further. This transition is accompanied by a reduction in \( c_{PEG,2} \) which becomes virtually negligible.

The effect on the osmotic pressure of PEG in phase 2 can be approximated by considering the fact that, at the interface between phase 1 and phase 2, PEG molecules within the interstitial spaces of DNA in phase 2 are in equilibrium with PEG molecules in phase 1. One could thus assume that volume per molecule of PEG in the interstitial spaces of DNA is equal to that in phase 1, i.e. that the local PEG concentration in both phases is equal to \( c_{PEG,1} \), locally providing the same osmotic pressure. Therefore, the osmotic pressure of
phase 2 includes the pressure from DNA, which is the quantity we wish to determine, plus the pressure of PEG, which is the same as the one in phase 1 but is exerted only where the interstitial spaces of DNA contact the interface. The surface fraction on which this occurs is given by the fraction of volume filled by PEG in phase 2, i.e. $\frac{c_{\text{PEG2}}\phi_{\text{PEG2}}}{c_{\text{PEG1}}}$. We can thus finally determine the osmotic pressure of DNA in phase 2 as the osmotic pressure on the interface between the coexisting phases, reduced by the pressure sustained by the PEG fraction in phase 2: $\Pi_{\text{DNA,2}} = \Pi^\prime \left(1 - \frac{c_{\text{PEG2}}\phi_{\text{PEG2}}}{c_{\text{PEG1}}}\right)$. These values are also plotted in Fig. 7A as filled dots. The values are in between the CS equation of state and the perfect gas line.

5. DISCUSSION

In Fig. 7B we show $\Pi_{\text{DNA,2}}$ for the different systems we have studied: DD (dots), sDD (triangles) and DD-TT (squares). Black symbols indicate liquid-liquid phase separations, i.e. phase coexistence in which the DNA-rich phase is in the ISO phase. These are available only for DD at the lowest concentration at which we could find phase separation, and for DD-TT, for which just two experimental points are available (the second located at $\Pi(\text{DD})^3 \approx 3.9$ and $c_{\text{DNA}} \approx 570 \text{ mg/ml}$ is not shown because it’s out the graph limits) since at lower concentration it does not phase separate. These two points lay closest to the CS equation of state, as expected, since in these cases attractive interactions do not play an important role.

As the LC phases appear, the osmotic pressure vs. concentrations curve move further away from the CS equation of state, as expected because of the larger role played by the attractive interactions and by the increase of free volume due to better packing. In Fig. 7B we also plot the predictions of the computer simulation of Ref. [11], already shown in Fig. 1. Here the predictions have been expressed in terms of DNA concentration by using the density $d_{\text{DNA}}$ as discussed above. The data are approximated rather nicely by the coarse-grained model, a condition that enables us to use the simulation to give an estimate of the end-to-end binding energy. As visible, the data behaves as the simulations performed with potential depth $E$ in between 10 and 12 kcal/mol, which would correspond to a binding free energy of $\Delta G \approx 6 \text{ kcal/mol}$. This number is a bit large with respect to expectations but not unreasonable.

In comparing sDD and DD data we need also to consider the different ionic strength and pH of these two systems, which are both known to influence the phase separation. Indeed, while sDD has no added salt, DD solutions contain 300mM NaCl and additional Na+ ions from HEPES buffer. Since salt addition promotes ATPS formation with PEG [20,21] its concentration in phase 2 could in principle be even higher. Added NaCl is known to screen the negative charges of the DNA phosphate backbone and to lower the osmotic pressure of long DNA at low $c_{\text{DNA}}$, a regime where the screened electrostatic is the dominating interaction [42]. For this reason the extracted pressure for DD could be under-estimated in our present work, this leading to the over-estimation of the stacking $\Delta G$.

In discussing this result for $\Delta G$, it should first be mentioned that the simulation was performed with cylindrical duplexes and with an inter-duplex potential having a simple dependence on distance and angles, both of which are necessarily oversimplifications of the real systems. Thus, mapping the energy used for the simulations (which correspond to the interaction potential at contact) directly into the DNA duplex end-to-end interaction free energy might also be an oversimplification.

The interactions between sDD duplexes, due to the pairing of the sticky overhangs, can be estimated by using the nearest neighbor model for DNA hybridization, in analogy to what has been done in Ref. [3] for the GCCG system, which comes out to be about 4 kcal/mol. The interaction between DD is instead due to stacking forces only. Clean measurements of inter-duplex stacking are still missing. Direct measurements were performed for the interaction between bundles of helices in complex nanostructures [9], obtaining $\Delta G \approx 3.4 \text{ kcal/mol}$. In this case, however, duplex don’t have the freedom of adjusting their mutual azimuthal angle. Indirect determinations have been performed by the modelling of LC phase diagrams [7] obtaining $\Delta G \approx 3.5 \text{ kcal/mol}$. In this case, though, the evaluation heavily depends on the use of another coarse-grained model
The stacking interaction between blunt-ended duplexes has been evaluated by atomistic computer simulation by Maffeo et al. [10]. Their result is \( \Delta G \approx 6 \text{ kcal/mol} \), but it is generally believed that stacking is overestimated by this computational approach [55]. They also find that the variation in free energy when the azimuthal angle is changed is quite consistent, of the order of 2 kcal/mol, indicating that the free adjustment of this parameter, enabled by the free axial rotation of duplexes in the LC phases, might have a large effect on the inter-duplex interactions.

6. CONCLUSIONS

We investigated the formation of aqueous two-phase systems in mixtures of PEG and DNA (RNA) duplex-forming oligomers. We found the conditions in which the homogeneous solutions phase separate into coexisting PEG-rich and DNA-rich phases, the latter hosting isotropic, N*, COL or C2 phases. We determined the PEG/DNA phase diagrams for duplexes having different end-to-end interactions – blunt ends (DD and pDD-RNA), sticky overhangs (sDD), aggregation-preventing overhangs (DD-TT) – and different ionic strengths. The resulting binodal lines are well described by the analytical expression empirically obtained for PEG-phosphate ATPS [20].

By measuring the partitioning of the molecular species in the two coexisting phases, we determined the osmotic pressure of DNA duplexes, \( \Pi_{DNA,2} \), as a function of the \( c_{DNA} \) across the phase diagram, for both isotropic and LC phases. We compared the equation of state obtained in this way with both the Carnahan-Starling equation of state for hard spheres and with the pressure predicted by computer simulations of a system of aggregating cylinders [11]. We obtained a good agreement between experiments and simulations, and end-to-end attraction energies of the order of 6 kcal/mol, a bit larger than expected, but still in agreement with the current models for DNA-DNA interactions [10,12].

The present work describes a simple and quick method for measuring the osmotic pressure, \( \Pi \), and the concentration, \( c_{DNA} \), of DNA LC phases, setting the basis for the usage of DNA/PEG ATPS to finely control the pressures and concentrations of the LC domains. DNA/PEG ATPS could provide an effective strategy to smoothly adjust properties of DNA liquid crystals which are currently hard to control, such as the cholesteric pitch of N*, in turn allowing more accurate measurement of DNA elastic coefficients and non-linear optical response [56,57].

7. Materials and methods

**Materials.** Lyophilized DNA and RNA oligonucleotides, HPLC purified, are from IDT (DD and pDD-RNA) and from Primm s.r.l. (sDD and DD-TT), while PEG 8kDa and 20kDa are from Sigma. Fluorescent PEG 5kDa is from Nanocs. Stock 50 mg/ml DNA/RNA solutions were obtained by weighting the desired DNA/RNA mass (few mg), directly in a 1.5 mL plastic Eppendorf tube, with a Kern ABT 100-5M scale, 0.01 mg sensitivity, and adding the required milliQ water volume. Stock PEG solutions, from 0.05 to 0.3 w/w, were prepared by weighting the desired PEG mass (0.5 to 3 g) and adding the required milliQ water volume in plastic falcon tubes to achieve a 10 g total solution weight.

**Samples preparation.** Mixtures of DNA and PEG were prepared obtained by depositing controlled volumes (0.5 to 1 µl) of stock DNA aqueous solution on a microscope glass slide, and letting them evaporate to obtain the desired DNA mass, \( w_{DNA} \). Controlled volumes of PEG solution with mass fraction from 0.05 to 0.30 w/w and with the desired ionic strength and buffers, were added then and mixed with a needle. The resulting mixtures were rapidly covered with a second glass slide, stuck together with epoxy glue and sealed with fluorinated oil to ensure stability over time. Cell thickness is set to 20 µm by the use of silica spacers.

**Microscope images and analysis.** Samples observation and analysis were performed with a Nikon TE-300 microscope allowing bright field, polarized and fluorescence configurations. Images were taken with a...
Nikon DS-Fi3 color CCD camera (2880 x 2048 pixels). Single low magnification images (2X objective), and when necessary multiple grid-stitched higher magnification images, were analyzed with Fiji-ImageJ software. To obtain the volume fractions of the phases, the area fraction of the fluorescent region and of the total sample area of 8-bit greyscale converted images were measured, after background subtraction, brightness/contrast adjustment and setting of the appropriate threshold.
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**Fig. 1:** Equation of state for a system of sticky cylinders of diameter $D$ and axial ratio $L/D = 2$, expressed in dimensionless pressure, $\beta PD^3$, where $\beta^{-1} = k_B T$, vs. volume fraction $\phi$. The end-to-end binding energy $E$ ranges from 0 to $12k_B T$. Data obtained from Monte Carlo simulations, adapted with permission from [11]. Colored triangles correspond to different energies, see legend, and phases are as indicated by colored labels, ISO = isotropic, $N^*$ = cholesteric, COL = columnar and C2 = columnar crystal. Lines connecting the symbols are drawn to help the identification of the first-order phase transitions, which take place at constant pressure. Solid black line is the Carnahan-Starling equation of state for hard spheres and dashed black line is the ideal gas equation.
Fig. 2: (A) Sketches and sequences of the DNA and RNA duplexes considered in the present work: blunt-end DD and RNA 5’phosphate DD, sticky-end sDD and non-sticky-end DD-TT, with corresponding sequences. (B-D upper panels) Pictorial representation of ATPS in mixtures of duplexes and PEG, sketched as grey bundles. Depending on concentrations, the system separates into a PEG-rich phase (phase 1) and a DNA-rich phase (phase 2), where \( c_{\text{PEG,1}} \), \( c_{\text{DNA,1}} \) and \( c_{\text{PEG,2}} \), \( c_{\text{DNA,2}} \) are the concentrations of PEG and DNA in phase 1 and phase 2, respectively. Upon increasing PEG and DNA concentrations, the partitioning of the two species becomes more effective, with progressively decreasing amount of DNA in phase 1 and PEG in phase 2. (B-D lower panels) Bright field micrograph of ISO-ISO phase separation (B), polarized optical micrographs of ISO-N* (C) and ISO-COL (D) phase separations.
Fig. 3: Ternary diagrams of the four investigated mixtures in units of mass fraction w/w (i.e. $w_{\text{DNA}}/w_{\text{TOT}}$, $w_{\text{PEG}}/w_{\text{TOT}}$ and $w_{\text{WATER}}/w_{\text{TOT}}$, where $w_{\text{TOT}} = w_{\text{DNA}} + w_{\text{PEG}} + w_{\text{WATER}}$. (A) DD/PEG-8kDa/NaCl-300mM, (B) pDD-RNA/PEG-8kDa/MgCl$_2$-60mM, (C) sDD/PEG-20kDa/water and (D) DD-TT/PEG-20kDa/water. Point “a” in panel (D) and arrows provide an example for the reading of the system composition (0.4 DNA w/w – 0.1 PEG w/w – 0.5 water w/w). Symbols within the diagram indicate the initial samples preparations and their colors indicate the type of separation observed, according to the legend. Symbols laying on the axes of 0 PEG w/w indicate the phase diagrams of the pure DNA/RNA solution at room temperature. Solid black lines are the binodal lines, determined as described in the text, separating the region of homogeneous solution (grey shading) and the phase-coexistence region (violet, blue, yellow and green shading for ISO-ISO, ISO-N*, ISO-COL and ISO-C2 coexistence, respectively). Dotted lines indicate constant DNA preparations and dashed lines indicate constant PEG preparations.
Fig. 4: Experimental determination of the binodal lines in PEG w/w vs DNA w/w diagram. Points are obtained as interpolation of the compositions of pairs of samples laying on the opposite sides of the binodal line. Error bars indicate the distance in $c_{\text{PEG}}$ and $c_{\text{DNA}}$ between the pairs. Dashed lines are the binodal obtained by fitting the points with the function $c_{\text{PEG}} = m_1 \cdot \exp(m_2 \cdot \sqrt{c_{\text{DNA}}} + m_3 \cdot c_{\text{DNA}}^3)$ from Ref. [20], simplified by assuming $m_3 = 0$. Binodals closest to the axes indicate stronger partitioning of PEG and DNA between the phases.
**Fig. 5:** Low magnification (2x) optical microscopy images of ISO-N\(^{\ast}\) phase separation in DD/PEG-8kDa/NaCl-300mM with PEG w/w = 0.082 and DNA w/w = 0.089, with crossed polarizers (A), partially uncrossed polarizers (B) and fluorescent emission (C). Fluorescent PEG 5kDa, tagged with FITC fluorophore, has been mixed to untagged PEG at 1:100 stoichiometric ratio. Fluorescence signal enables direct measurement of the volume fractions. In panel C, \(\phi_1 = 0.80 \pm 0.05\) and \(\phi_2 = 0.20 \pm 0.05\). (D) Histogram of the fluorescence intensity measured on the 8-bit gray-scale image (black = 0, white = 255). The three peaks are associated to the fluorescent emission of: the oil background area (black contour peak and grey arrow), the PEG rich phase 1 (blue contour and blue arrow) and the DNA rich phase 2 (red contour and red arrow). The ratio of the mean intensity of phase 1 and phase 2, after subtraction of the oil background, gives the \(c_{\text{PEG,1}}/c_{\text{PEG,2}}\) ratio, a value necessary to determine the composition of the two phases (see the text).
Fig. 6: Phase diagrams and phase compositions of DD/PEG-8kDa/NaCl-300mM (A) and sDD/PEG-20kDa/MgCl$_2$-60mM (B). Full symbols are the initial preparations of a selected subsets of samples. Open symbols express the partitioning of the two components in the two phases: isotropic, PEG-rich phase 1 (grey symbols) and DNA-rich phase 2, which can be in ISO (black symbols), N* (blue symbols), COL (red symbols) and C2 (green symbols) phases. Black lines are binodal lines. Colored lines are tie lines, connecting the initial preparation to the compositions of the coexisting phases.
Fig. 7: (A) Dimensionless osmotic pressure, $\beta \Pi D^3$, as a function of DNA concentration, $c_{DNA}(g/l)$, measured for DD. $\Pi'$ (empty squares), $\Pi''$ (open diamonds) and $\Pi_{DNA,2}$ (filled circles) indicate the three steps we have adopted for our final estimate of the osmotic pressure in phase 2. $\Pi'$ is the osmotic pressure of PEG in phase 1. $\Pi''$ includes the free volume correction. $\Pi_{DNA,2}$ takes also into account the contribution of the residual PEG in phase 2. (B) Comparison of the experimental equation of state obtained for DD (dots), sDD (triangles) and DD-TT (squares). Error bars are obtained by propagating the experimental uncertainty on the measurement of $\phi$. Dashed lines are the prediction of the simulation for a system of sticky cylinders with binding energies as indicated in the legend, from Ref. [11]. (A, B) LC phases are marked as it follows: ISO = isotropic (black), N* = cholesteric (blue), COL = columnar (red) and C2 = crystalline columnar (green). Solid red line is the Carnahan-Starling equation of state for hard spheres and blue line is the ideal gas equation.
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