Full quantum dynamical investigation of the Eley-Rideal reaction forming $\text{H}_2$ on a movable graphitic substrate at $T=0$ K
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The dynamics of the Eley-Rideal abstraction reaction of hydrogen atoms on a movable graphitic surface is investigated for the first time in a numerically exact fully quantum setting. A system-bath strategy was applied where the two recombining $\text{H}$ atoms and a substrate $\text{C}$ atom form the relevant subsystem, while the rest of the lattice takes the form of an independent oscillator bath. High-dimensional wavepacket simulations were performed in the collision energy range $0.2$–$1.0$ eV with the help of the Multi-Layer Multi-Configuration Time-Dependent Hartree method, focusing on the collinear reaction on a zero-temperature surface. Results show that the dynamics is close to a sudden limit in which the reaction is much faster than the substrate motion. Unpuckering of the surface is fast (some tens of fs) but starts only after formation of $\text{H}_2$ is completed, thereby determining a considerable substrate heating ($\sim 0.8$ eV per reactive event). Energy partitioning in the product molecule favors translational over vibrational energy, and $\text{H}_2$ molecules are vibrationally hot ($\sim 1.5$ eV) though to a lesser extent than previously predicted.

1 Introduction

Molecular hydrogen recombination on graphitic surfaces has been widely studied in the last decades, mainly because of its importance for the physics and the chemistry of the InterStellar Medium (ISM), the rarefied and cold gas which fills the space between stars. $\text{H}_2$ is the most abundant molecular species in the entire Universe: it is involved in most of the reactions occurring in the ISM and plays an important role in the formation of complex chemicals. Moreover, it acts as a radiative cooler during the gravitational collapse of interstellar clouds, the first step in the formation of stars and complex galactic structures$^1$. The huge amount of molecular hydrogen requires very efficient formation processes, since $\text{H}_2$ is continuously destroyed in the harsh conditions of the ISM, characterized by intense UV radiation fields and cosmic rays. It is widely believed that $\text{H}_2$ forms on the surface of the interstellar dust grains$^{2,3}$, the ‘soot’ condensing from the outflows of stars in the asymptotic giant branch. In fact, under typical conditions, gas phase formation pathways are too inefficient to contribute to the $\text{H}_2$ formation rate, except for the early Universe environment where grains had yet to appear. The grains are $\sim \mu$m-sized particles, and typically consists of a silicate core covered by a mantle whose composition depends on the environment. In the colder, so-called dense clouds icy coatings of $\text{H}_2\text{O}$, $\text{CO}$, $\text{CO}_2$ and methanol develop around the grains, while in warmer regions carbon-based, refractory mantles envelop the cores. Furthermore, there exist smaller carbonaceous particles of various size —intermediate between grains and molecules, likely polycyclic aromatic hydrocarbons (PAHs)— that are responsible for well defined infrared emission features$^4,5$ and contribute to the grain chemical activity. Thus, in all but the coldest regions of the ISM, $\text{H}_2$ is formed on graphitic-like surface, making hydrogen-graphite systems valuable models for studying hydrogen formation in space$^6$–$^{11}$.

Just like any gas-surface reaction, the $\text{H}_2$ recombination can occur through three different mechanisms: Langmuir-Hinshelwood (LH), Eley-Rideal (ER) and Hot-Atoms (HA). In the LH mechanism, both reactants are adsorbed on the substrate and diffuse until they meet each other and react. The ER mechanism occurs when only one of the reactant adsorbs onto the surface, the second comes directly from the gas phase and form the product molecule in a direct collision. The HA process is intermediate, since one of the reactants is trapped on the surface but not equilibrated, hence it typically diffuses hyperthermally until it encounters the reaction partner. The actual mechanism of hydrogen formation strongly depends on the physical conditions considered – mainly the temperature of the grains ($T_g$) and that of the gas phase ($T_s$) – since these determine whether the reactants
chemisorb on the surface or bind only weakly to it.

Physisorption of hydrogen atoms on the basal (0001) surface of graphite is barrierless and, in principle, may occur easily but in practice it is rather inefficient\cite{12} because projectile atoms hardly get rid of their excess energy to get trapped on the surface. Physisorbed H atoms quickly diffuse from one adsorption site to the other, even at extremely low temperatures, thanks to tunneling through the small (∼5 meV) diffusion barriers\cite{13}. Hence, physisorbed species can lead to H₂ formation through any of the above mechanisms, namely LH\cite{14}, HA or ER\cite{8,10}.* However, the physisorption well is so shallow (∼40 meV)\cite{15} that complete desorption already takes place at T_r ∼ 30-40 K. Hence, physisorbed hydrogen atoms are absent in those regions of the ISM where the grain temperature exceeds few tens of Kelvin.

On the other hand, chemisorption of hydrogen atoms involves formation of a strong covalent bond with a carbon atom of the substrate, a process that produces an extended surface puckering and requires some energy to occur. In fact, upon chemisorption, the binding C atom\cite{1} moves out of the surface plane by about 0.4 Å as a consequence of the sp² → sp³ re-hybridization of its valence orbitals\cite{16–20}, and stores a considerable amount of energy (∼0.8 eV) in the form of a lattice deformation. Chemisorbed H atoms are immobile on the surface because a high barrier separates neighboring sites (in fact, the height of the diffusion barrier matches the desorption threshold\cite{21†}), thus LH between chemisorbed species is ruled out and only ER/HA reactions are left to form molecular hydrogen.

Eley-Rideal reaction alone is considered to be a reasonably efficient route to H₂, the main limitation being the presence of some chemisorbed species. Indeed, the reaction cross-sections for this process have been found rather large, both theoretically\cite{6,8} and experimentally\cite{22} (i.e. much larger than that found for the same process on metal substrates\cite{23}) and the overall efficiency of the mechanism only depends on the ability of a H atom to overcome the ∼0.2 eV high barrier to sticking\cite{2}. The latter seems to be rather poor in direct collisions\cite{25} but it is worth noticing that facile sticking is possible at defective sites (vacancies, voids, amorphous islands, edges, etc.) where a small—if not vanishing—barrier can be found. In addition, sticking may also occur through tunneling from the physisorbed state in times that could yet be small on an astronomical time-scale, hence physisorbed atoms on low temperature grains may have enough time to find their way to a stable chemisorption site.

The Eley-Rideal formation of H₂ on graphitic substrates is a barrierless and highly exothermic (∼3.9 eV) reaction. Hence, determining the correct partitioning between internal and translation energy of the nascent molecule, as well as the amount of energy left on the surface, is important for the energy balance of the gas and the solid phase. Furthermore, the ro-vibrational distribution of H₂ is a key issue for the chemistry of the ISM, since vibrational excitation may help overcoming activation barriers and may make endothermic reactions possible, e.g. \( \text{H}_2 + \text{C}^+ \rightarrow \text{CH}^+ + \text{H} \)\cite{26,27}.

To date, several specific aspects of the dynamics have been addressed\cite{6–10,28–38} (the size of the cross-sections\cite{6,8,32,36,37}, the internal excitation of the product molecules\cite{6–8,10,28–32,36,37}, the role of the collision energy and of the vibrational excitation of the adsorbate\cite{6,8,32,38}, the effect of isotopic substitutions\cite{38,39}, etc.) upon resorting to various approximations, either in the dynamics or in the model. However, the (dynamical) role of the lattice, as well as its ability to absorb part of the reaction energy, has received little attention. Molecular dynamics\cite{9} and \textit{ab initio} molecular dynamics\cite{36,37} investigations assessed the role of the substrate in a classical setting—with a focus on the surface corrugation and on the competing processes that reduced dynamical models neglect—though some attempts have been performed to describe the surface quantally in a mixed quantum-classical approach\cite{29}. Quantum dynamics has been so far restricted to reduced dimensional models that completely neglect the dynamical role of the substrate\cite{8,32,33,38}, or reduce it to that of the binding carbon\cite{7,31}, at the expense of other degrees of freedom (DOF). Thus, a complete and consistent description of the reaction dynamics is still lacking, mainly because the high dimensionality of the problem has yet prevented a fully quantum modeling of the reaction dynamics that appears essential for a correct description of the process.

In this paper, we make a step forward in this direction and, while focusing on a collinear approach, we investigate the Eley-Rideal \( \text{H}_2 \) forming reaction on graphite including for the first time the lattice in a full quantum setting. We employ a system-bath model that has been recently developed and successfully used for studying hydrogen sticking on the same substrate, in a full quantum setting\cite{26,40}. The model describes the main reactive system—here the two H atoms and the binding carbon—subjected to (state-independent) frictional-fluctuating forces appropriate for a graphitic substrate, conveniently mapped into an (equivalent) Independent Oscillator (IO) Hamiltonian\cite{41–47}. The advantage of such description is that the ensuing Hamiltonian dynamics can be investigated with high-dimensional, numerically exact quantum methods. For the latter, we opted for the powerful Multi-Configuration Time-Dependent Hartree (MCTDH) method\cite{48–50} and, in particular, for its recent Multi-Layer variant (known as ML-MCTDH) that has considerably extended the limits of applicability of a multiconfiguration approach\cite{51–53}. Additionally, we also performed classical and quasi-classical calculations on the same model to assess the reliability of classical dynamics, eventually corrected for quantum effects, in describing the reaction dynamics.

The paper is organized as follows. Section 2 details the adopted system-bath model and the methodology used to simulate the dynamics, Section 3 describes our findings and Section 4 summarizes and concludes the work.

---

*Strictly speaking, because of the above mentioned high mobility of physisorbed H species, the term Eley-Rideal might be inappropriate in this context.
†An accurate estimate of the sticking barrier has been recently obtained with vDW-inclusive DFT calculations calibrated on MP2 results, and amounts to 179 ± 3 meV\cite{24}.
‡The same happens for its neighbors, though to a lesser extent.
2 Theory

2.1 Dynamical models

The details of our general system-bath strategy have already been reported in our previous works\textsuperscript{25,40,46,47,54}, so here we limit ourselves to a short description of the model, focusing on the features relevant to the specific case of the Eley-Rideal recombination.

In order to simulate the title reaction, we represent a projectile atom, the so-called 'incidence', which collides with a chemisorbed target atom, the so-called 'targon', here limiting the approach to the collinear configuration. The target H atom is bound to a substrate C atom, initially at rest in its puckered position. These three atoms form the main reactive system. The C atom is bilinearly coupled with a bath of harmonic oscillators (HO) which replaces the rest of the lattice, and the HO frequencies and coupling coefficients are designed to describe the fluctuating-dissipative properties of a graphitic substrate. The Hamiltonian takes an independent oscillator (IO) form in which the bath couples only to the height $z_c$ of the binding C atom above the surface, a rather reasonable approximation for the process at hand that was already successfully employed in investigating the sticking dynamics\textsuperscript{25,40}.

Specifically, the adopted Hamiltonian reads as

$$
H = \frac{p_i^2}{2m_i} + \frac{p_t^2}{2m_t} + \frac{p_z^2}{2m_z} + V(z_i, z_t, z_c) + \sum_k \left[ \frac{p_k^2}{2m_k} + \frac{m_\omega^2}{2} \left( q_k - \frac{z_c}{m_\omega} \right)^2 \right]
$$

where $z_i$ (or $z_t$) represent the height of the incident (target) H atom above the surface, $p_i$ ($p_t$) its conjugate momentum and $m_i$ ($m_t$) its mass, $p_z$ is the momentum conjugate to $z_c$ and $m_z$ the mass of the C atom. These dynamical variables form the 'reagent' set of coordinates, shown in blue in Fig. 1, which is appropriate to compute total reaction probabilities and energy partitioning between the molecule and the surface. A 'product' set of coordinates (in red in Fig. 1), on the other hand, suits better to the calculation of the vibrational populations of the reaction product. In this case, the dynamical variables are the H$_2$ center of mass height $Z = (m_i z_i + m_t z_t) / (m_i + m_t)$ and the relative distance between the two hydrogen atoms $z = z_t - z_i$.

Furthermore, in Eq. 1, $q_k$ and $p_k$ denote the position and momentum of the $k$-th bath oscillator and the mass $m$ is conveniently chosen, without loss of generality, to be the same for each oscillator. Importantly, the frequencies $\omega_k$ and coupling coefficients $c_k$ sample the so-called spectral density of the environmental coupling that fully characterizes the generalized Langevin dynamics of the binding carbon atom. In fact, this spectral density ($J_c(\omega)$ in the following) relates to the frequency dependent memory kernel $\tilde{J}_c(\omega)$ describing the frictional forces acting on C through the standard relation\textsuperscript{41,45} $J_c(\omega) = m_z \omega^2 \tilde{J}_c(\omega)$, and links to fluctuations via a fluctuation-dissipation relation. $J_c(\omega)$ thus contains all the information about the coupling between the carbon atom and the rest of the graphitic surface. It was first derived in Ref. 40 when investigating the hydrogen sticking dynamics on the same substrate\textsuperscript{25} and clearly applies unaltered to the present problem. We adopted here a standard sampling of $J_c(\omega)$ giving the frequencies a uniform spacing $\Delta \omega$ and setting the coupling coefficients $c_k$ according to

$$
c_k = \sqrt{\frac{2m_k \Delta \omega J_c(\omega)}{\pi}}
$$

though optimal sampling schemes can be devised\textsuperscript{55}.

Finally, $V(z_i, z_t, z_c)$ is an analytic potential describing the interactions within the main system. We built it by modifying the well established, rigid-surface LEPS potential $V_{\text{LEPS}}(z_i, z_t)$ of Sha et al.\textsuperscript{6} - here limited to the collinear configuration - to include a potential term $V_{\text{CH}}(z_i, z_c)$ describing the perpendicular motion of the C atom in the presence of the chemisorbed H atom,

$$
V(z_i, z_t, z_c) = V_{\text{LEPS}}(z_i - Z_c, z_t - Z_t) + V_{\text{CH}}(z_i, Z_c) - V_t(z_i - Z_t)
$$

Here $V_{\text{CH}}(z_i, z_c)$ is the DFT-based potential developed by Kerwin et al.\textsuperscript{5b} to describe the sticking of a H atom on a graphitic substrate, the coupling between the reacting hydrogens and the C atom is given in a surface-oscillator (SO)-like form (first term on the r.h.s.) and $V_t(z)$ is a counter-term avoiding double counting (it is the adsorption profile of the target H with the C atom in its puckered position). Furthermore, consistently with the SO-like form of the coupling, $V_{\text{LEPS}}(z_i, z_t)$ was set to be the type A potential of Ref. 6, i.e. the one describing hydrogen recombination in the diabatic limit where the C atom remains frozen in its puckered configuration.

Overall, the interaction potential $V(z_i, z_t, z_c)$ preserves the main features of the LEPS potential, showing a downhill, barrierless path to the reaction product, if not for a (spurious) tiny barrier in the entrance channel ($\sim$10 meV high) that does not affect the dynamics at the collision energies $E_{\text{coll}}$ considered in this work ($E_{\text{coll}} \geq 0.2$ eV), and that should be removed when considering lower collision energies. In fact, it is now widely accepted that Eley-Rideal formation of H$_2$ on graphite is truly barrierless\textsuperscript{35}. Apart from this artifact, the adopted potential energy surface (PES) provides a reasonably good representation of the system energetics. The H atom adsorption energy is ~0.66 eV and the equilibrium heights of the C and H atoms above the surface plane are 0.37 Å and 1.48 Å, respectively. Hence, with a H$_2$ binding energy of 4.58 eV the reaction exoergicity is ~3.9 eV when uncorrected for the zero-point-energies (ZPEs).

Finally, starting from the high dimensional model of Eq. 1 we...
devised simpler, lower dimensional models – one 3D and one 2D – to investigate the role that the substrate plays in the dynamics. In the 3D model we removed the bath, while keeping the C atom dynamically active, to assess whether dissipation affects the reaction dynamics. This approximation captures yet recoil effects, and provides reasonable averaging of the reaction outcome over the initial state of the substrate. The 2D model, on the other hand, further neglects the C atom dynamics and uses the potential $V(z, \bar{z}, \bar{z}_C)$ (where $z_C$ is the equilibrium height of the C atom in the hydrogenated surface) to describe the interactions between the two atoms and between the atoms and the surface. It corresponds to the diabatic approximation where the C atom is frozen in its puckered position during the entire dynamics. The model thus neglects any dynamical effect of the substrate, though accounts by construction for the static ones.

### 2.2 Wavepacket dynamics

We performed several quantum dynamical calculations with the Multi Layer Multi-Configuration Time-Dependent Hartree (ML-MCTDH) method, which is particularly efficient when propagating many DOFs. In this method the wave function is expanded as a combination of Hartree products of time-dependent single-particle functions of combined modes (i.e. groups of the original variables), like in the original MCTDH method, but the latter are further expanded in a MCTDH fashion, using smaller dimensional modes. The procedure can be arbitrarily repeated to generate a ‘tree’ until reaching the lower level of description, which is in terms of a primitive (time-independent) grid for each coordinate. Expansion coefficients and single-particle functions are then evolved in time following variational equations of motion, and the wavefunction can be analyzed for the quantities of interest.

We performed our calculations using the powerful MCTDH Heidelberg package, which is the first implementing the ML-MCTDH method for arbitrary trees. Fig.s 2 and 3 give a representation of the ML-MCTDH wavefunctions employed in our simulations. We used a bath of 32 harmonic oscillators, uniformly spaced in frequency in the range 0-900 cm$^{-1}$, since this number is large enough to guarantee a Poincaré recurrence time $t_p$ much longer than the reaction dynamics ($t_p \sim 1200$ fs) and turn it effectively dissipative. As a consequence of the uniform sampling, the coupling coefficients $c_k$, were set according to Eq. 2, using the spectral density $J_C(\omega)$ derived in Ref. 40. As for the single-particle functions of our wavefunctions we chose to group the degrees of freedom of the reactive system in a single 3D combined mode, while the bath DOFs were arranged in 2D modes within multi-layer expansions, which were designed differently for the ‘reagent’ (Fig. 2) and for the ‘product’ (Fig. 3) set of coordinates. We found the results rather insensitive to the adopted ML tree (likely because the reaction dynamics is much faster than bath relaxation, see below) though the second scheme, Fig. 3, where the system couples directly to near-resonant oscillators, turns out to be computationally more efficient. As for the primitive grids, we used a Hermite basis for the harmonic oscillators DOFs ($q_k$) (see bottom of Fig.s 2-3), and uniform grids for the system degrees of freedom (Table 1).

<table>
<thead>
<tr>
<th></th>
<th>2D</th>
<th>3D</th>
<th>Full</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{i\text{min}}$</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>$z_{i\text{max}}$</td>
<td>16</td>
<td>16</td>
<td>21</td>
</tr>
<tr>
<td>$n_i$</td>
<td>144</td>
<td>144</td>
<td>180</td>
</tr>
<tr>
<td>$z_{i\text{min}}$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$z_{i\text{max}}$</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td>$n_i$</td>
<td>108</td>
<td>108</td>
<td>96</td>
</tr>
<tr>
<td>$Z_{\text{min}}$</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$Z_{\text{max}}$</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>$n_Z$</td>
<td>225</td>
<td>225</td>
<td>216</td>
</tr>
<tr>
<td>$z_{\text{min}}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$z_{\text{max}}$</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>$n_z$</td>
<td>144</td>
<td>256</td>
<td>100</td>
</tr>
<tr>
<td>$z_C$</td>
<td>-1.5</td>
<td>-1.5</td>
<td></td>
</tr>
<tr>
<td>$z_{\text{max}}$</td>
<td>2.2</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>$n_C$</td>
<td>-</td>
<td>64</td>
<td>40</td>
</tr>
</tbody>
</table>

**Table 1** Left (min) and right (max) bounds of the grids (in atomic units) and number of points ($n_i$) used in the 2D, 3D and high dimensional calculations, for both the ‘reagent’ ($z_i$ and $z$) and the ‘product’ ($Z$ and $z$) set of coordinates of the main system.

The initial wavefunctions were of the product form, a wavefunction for the projectile times a wavefunction for the rest, and represented a hydrogen atom scattering off a target hydrogen atom equilibrated with a $T_s = 0\text{ K}$ surface. The projectile wavefunction was chosen to be a Gaussian wavepacket with an average initial momentum directed towards the surface and sufficiently narrow in momentum space to be representative of the corresponding average energy. The ‘target’ wavefunction, on the other hand, was the ground-state wavefunction describing a H atom bound to the C atom that in turn coupled to the bath. The whole initial wavefunction was obtained from a relaxation run (i.e. propagation in imaginary-time) that used a modified Hamiltonian, namely

$$H_{\text{relax}} = \frac{(p_i - p_0)^2}{2m_i} + \frac{\hbar^2}{2m_i\Delta z^2}(z_i - z_0)^2 +$$

$$+ \frac{p_z^2}{2m_t} + \frac{p_C^2}{2m_C} + V_w(z_i, z_C) + \sum_k \left[ \frac{p_k^2}{2m} + \frac{m\omega_k^2}{2} \left( q_k - z_C z_k \right)^2 \right]$$

where $p_0$ is the average momentum of the projectile, $\Delta z$ is the spatial width of the Gaussian wavepacket and $V_w(z_i, z_C)$ is the asymptotic interaction potential, $V_w(z_i, z_C) = \lim_{z_i \to \infty} V(z_i, z, z_C)$. This form of the Hamiltonian ensures that the desired initial state is the long time limit of the imaginary-time dynamics, irrespective of the coordinates used to represent the wavefunction. Once obtained the correct initial state, real time propagation was performed using the Hamiltonian of Eq. 1, adding only cubic absorption potentials at the edges of the ($z_i, z$) grid to avoid artificial reflections of the wavepacket and allow analysis of the results. Time-energy mapping of the flux was not feasible for our high-dimensional wavepacket calculations and, as mentioned above, we resorted to sufficiently narrow wavepackets that were representative of the average energy of interest. We checked, though,
in the 2D and 3D simulations that such procedure gives results in excellent agreement with the energy-resolved total reaction probabilities obtained from the time-energy mapped flux along $z_f$ in the ‘reagent’ set of coordinates.

Total reaction probabilities were computed in the ‘reagent’ set of coordinates using the average flux absorbed along $z_f$. Calculations in the ‘product’ set, on the other hand, were used to extract the vibrational populations of the product molecular hydrogen, as well as the average internal and kinetic energy of the molecule and the energy transfer to the substrate. In particular, since the latter are referenced to the reacted fraction of the wavepacket only, we employed standard product projection operators $h$ — i.e., $h(x) = 1$ for $x$ in the product channel and $h(x) = 0$ otherwise — to evaluate expectation values normalized to a reactive event,

$$E_R = \frac{\langle \Psi | h \hat{R} | \Psi \rangle}{\langle \Psi | h | \Psi \rangle}$$

Here $R$ is the observable of interest, e.g. the internal and kinetic Hamiltonians of the H$_2$ molecule, the projector onto a vibrational state of H$_2$, etc.

We also performed classical and quasi-classical trajectories in the microcanonical ensemble, using the system-bath Hamiltonian in Eq. 1 in the ‘reagent’ set of coordinates. In these classical calculations the bath was made of 500 harmonic oscillators, which were arranged uniformly in the same range as above (0-900 cm$^{-1}$) with coupling coefficients sampling the spectral density $J_C(\omega)$. This gave rise to a recurrence time much larger than in the quantum simulations ($\tau_p \sim 18$ ps) that allowed us to perform unrestricted checks of convergence with respect to propagation times. The initial states of the trajectories were chosen differently according to the recipes for either a classical or a quasi-classical dynamics. In the first case, the bath was prepared with an equilibration run at a given surface temperature ($1$ K, $5$ K, $100$ K and $300$ K), using Langevin dynamics to obtain the desired temperature. In the quasi-classical simulations at $0$ K, on the other hand, the zero point energy of the substrate was taken into account, and the initial state of the trajectories was chosen by sampling the quantum ground state of the surface. Specifically, the equilibration step was replaced by a random pick of coordinates and momenta from the phase-space orbits of the normal modes of the surface (i.e. the target hydrogen atom, the binding carbon and the harmonic bath) at the energy of their (quantum) ground-state. For both classical and quasi-classical trajectories, in order to evaluate the H$_2$ energy components and the amount of energy transfer to the substrate, we computed the average energies considering the reactive trajectories only.

3 Results

In the following, we present the results of the quantum, the quasi-classical and the classical calculations that we performed in order to investigate the Eley-Rideal H$_2$ recombination on graphite. Results from the three different substrate approximations are also shown.

Fig. 4 gives an overview of the results of a typical quantum
dynamical simulation: here the one-dimensional densities along $z_C$ (left panel) and $z_t$ (right panel) are reported at different times — from bottom to top, well before the collision, at the collision instant and after the collision — for a projectile energy of $\sim 1.1$ eV. As it can be seen for that figure, the wavepacket, initially localized to describe the CH moiety above the surface, broadens and distorts during the collision and split afterward to describe a reacted (small $z_C$ and large $z_t$) and a reflected (larger $z_C$ and small $z_t$) fraction. This is best seen in Fig. 5, where the same one-dimensional densities are plotted over time, though now the wavepacket is absorbed at the grid edges and disappears from the grid. For the chosen initial state the collision occurs after about 35 - 40 fs of propagation, and appears to be a rather direct process, with no evident signature of multiple rebounds. The target atom presses the binding C atom on the surface, the latter recoils and eventually pushes the H atom towards the projectile. In this reactive fraction $z_t$ moves away from the surface and the binding carbon, now performing large amplitude oscillations around the equilibrium position of the flat surface, starts relaxing and decays towards its final equilibrium position $z_t=0$. This relaxation process starts soon after the product molecule left the surface, and is signaled by the shrinking of the left branch of the wavepacket pictured in Fig. 5, left panel. At the same time, energy is transferred to the rest of the lattice, and is distributed to the bath oscillators in a way which is determined by the coupling. This can be seen in Fig. 6, which reports the average number of phonons in the bath during the dynamics, along with the spectral density $J_C(\omega)$ governing the system-bath coupling. Relaxation of the C atom — i.e. the unpuckering of the surface — is rather fast, and is completed in tens of fs, in accordance with the similar behavior found for the surface mode describing block oscillations of the CH moiety in the H-graphene system. This is due to the fact that the frequency of the carbon atom vibrator normal to the surface (834 cm$^{-1}$) is well within the spectral range of the bath.

As for the reflected fraction of the wavepacket, on the other hand, it describes a situation where both $z_C$ and $z_t$ remain close to their initial equilibrium value, only slightly vibrationally excited as is evidenced by the broadening of the wavepacket. Here, relaxation involves the carbon-hydrogen stretching, it is yet fast (few ps) but occurs on a much longer time-scale than the one relevant for the reaction dynamics.
3.1 Reaction probabilities

Fig. 7 shows the reaction probabilities $P_{ER}$ as functions of the collision energy $E_{coll}$, as obtained with classical (squares), quasi-classical (diamonds) and quantum (circles) calculations using the high dimensional Hamiltonian of Eq. 1. Classical results refer to two different surface temperatures, namely grey symbols (and shaded area) for $T_i = 1$ K and black symbols for $T_i = 300$ K.

Importantly, there is almost no difference between the results from the 3D and the full calculations (respectively, red line and green circles in Fig. 8), thereby suggesting that the reaction dynamics is so fast, compared to the C atom dynamics, that the fate of the C atom after the impact of the two Hydrogens — i.e. whether it quickly relaxes or vibrates indefinitely — has little effect on the outcome of the collision. This result partly justifies

energy dependence of the reaction probability.$^{35}$

From Fig. 7 it is evident that the classical results are only qualitatively similar to the quantum ones, though the latter always fall in between the limits provided by the (high temperature) classical simulations and the quasi-classical results. Hence, even though the agreement is not as good as for the sticking case$^{25}$, classical mechanics does a reasonably good job in describing the reaction, provided the lattice and the binding C atom are given some energy that can mimic the quantum fluctuations of the substrate. In fact, as mentioned above, the classical data at the lowest temperature considered (1 K) show a different behavior, with sharp transitions between 100% reaction and no reaction at all, suggesting that the initial condition of the substrate plays a primary role in determining the outcome of the collision.

Further insights into the reaction dynamics are obtained by comparing different dynamical models in the quantum setting. Fig. 8 shows the results obtained from two reduced-dimensional quantum calculations (the 2D and the 3D model described in section 2.1) along with those of the high dimensional model, Eq. 1. This figure unambiguously shows that the main effect of a movable substrate comes from the carbon atom dynamics. The results of the rigid substrate case (2D case, black line in the plot), though having a similar trend, compare only qualitatively with the results of the calculations in which C was allowed to move. In particular, the carbon dynamics shifts — roughly rigidly — the reaction probability curve to higher energies and thus leads to an increase of $P_{ER}$ at low energies, while for $E_{coll} \gtrsim 0.5$ eV the trend is reversed.

§ It is not guaranteed though that when freezing the C atom the ensuing 2D potential is more accurate than the original one.
the numerous studies which kept the substrate frozen: the lattice atoms play only a passive role in the dynamics, with the important exception of the binding C atom which does affect the reactive event and needs to be explicitly described to obtain a correct description of the reaction.

It is worth noticing in this context that attempting to reduce the effect of the C atom to a static one — i.e. by averaging 2D diabatic results over the appropriate distribution of the initial position of the C atom, according to what is known as ‘phonon sudden approximation’ — is only partially successful. In fact, because of the SO-like coupling employed in our modeling (Eq. 3), here the sudden approximation to the dynamics would precisely reduce to a single frozen-surface calculation with the potential $V(z, \tilde{z}, E_{CH}^{eq})$, and Fig. 8 shows that this is only qualitatively similar to the exact result. Even worser, an adiabatic approximation where the 2D PES implicitly describes a C atom that instantaneously relaxes during the dynamics, is not even in qualitative agreement with the results of Fig. 8 (not shown). This is mainly due to the strong interaction between the two hydrogen atoms which makes the reaction dynamics fast irrespective of the initial energy of the projectile, and thus the failure of the adiabatic approximation likely extends to the vanishingly small collision energies which are more relevant for the ISM.

### 3.2 Energy transfer

Next, we consider the amount of energy transferred to the surface. We are interested in the energy released for each reactive event, since this gives valuable information on the reaction dynamics.

The appropriate definition of energy transfer is a bit subtle, since the substrate prior to collision (the hydrogenated surface) differs from the substrate after a (reactive) collision has occurred (the bare surface). In addition, if we want to compare unambiguously quantum and classical results, we must be careful in handling zero-point energies, where present. To this end, we define the internal energy of the substrates as $E_{int}^X = E^X - E_0^0$, where $X = \text{CH}$, $C$ labels the hydrogenated and the bare surface, respectively, and 0 stands for the corresponding ground-state, being it quantum or classical depending on the setting. Then, the energy transferred to the surface reads simply as

$$\Delta E_s = E_{int}^C - E_{int}^\text{CH}$$

In fact, the overall energy partitioning can be described as follows. The pre-collisional energy is given by $E_i = E_{coll} + E_{int}^\text{CH} + E_0^0$, where $E_{int}^\text{CH}$ is the internal energy appropriate to the equilibrated hydrogenated surface ($\equiv 0$ in the case considered in this work), whereas the post-collisional one reads as $E_f = E_K + E_{int} + E_{mol}^0 + E_{int}^C + E_0^C$, where $E_K$ and $E_{int}$ are the kinetic and internal energy of the product molecule, respectively, and $E_0^C$ the ground-state energy of $\text{H}_2$. Since

$$\Delta E_{reac}^0 = E_{C}^0 + E_{mol}^0 - E_{CH}^0$$

is (minus) the reaction exothermicity, the energy at disposal of the products reads as

$$E_{avail} = -\Delta E_{reac}^0 + E_{coll}$$

and appears correctly partitioned between the surface and the molecular components

$$E_{avail} = \Delta E_s + E_K + E_{int}$$

In practice, application of Eq. 5 requires determination of the ground-state energy of the substrate for both $X=\text{C}$ and $X=\text{CH}$. In the quantum case this is accomplished with imaginary-time propagations using the substrate-only Hamiltonian, whereas for the classical case this just requires a structural optimization of both the hydrogenated and the bare surface. Normal mode analysis of the equilibrium configuration further provides the necessary vibrational frequencies for defining the zero-point energy appropriate for the quasi-classical calculations (for $X=\text{CH}$ this is in any case necessary to set the initial state of the substrate).

The results of such calculations in the energy range considered above are reported in Fig. 9 for both the quantum, the classical (at 300 K) and the quasi-classical simulations. All the curves have a similar trend, slightly decreasing and then increasing for increasing collision energy, and the energy transferred to the substrate is approximately between 0.5 eV and 1.0 eV. In particular, the most reliable quantum results depend only weakly on the collision energy and give a value of $\Delta E_s$ very close to the energy stored in the surface puckering (~0.8 eV, dashed horizontal line in Fig. 9). This is consistent with the previous findings: the reaction dynamics is fast compared to the C atom dynamics and most of the energy stored as lattice deformation remains in the substrate. Hence, even though the dynamics of the C atom is essential for the correct description of the reaction (see sec. 3.1), the binding substrate atom exchanges little energy with the reacting partners. In fact, this ‘energy exchange’ is essentially from the substrate to the H atoms and is $\sim 0.1$ eV at most for $E_{coll} \sim$...
0.7–0.8 eV, i.e., when $\Delta E_r$ lies clearly below the nominal value of the puckering energy.

Surprisingly, Fig. 9 also shows that purely classical mechanics performs better than QCT in reproducing the energy transfer, and CT results closely follow the quantum ones in the energy range 0.2–1.0 eV. This is most likely due to the approximate way in which zero-point energies are handled in QCT.

Overall, our findings show that the energy transferred to the lattice is significant, and that formation of hydrogen molecules considerably heats the interstellar grains. To give an idea, as already observed previously, we can estimate from this value the temperature increase per reaction event of a typical carbonaceous interstellar grain. This follows from the low temperature Debye expression of the specific heat, $c_V = 12\pi^4/5nk_B(T/\Theta)^3$, where $n \sim 4/35.3 \times 10^{30} \text{ m}^{-3}$ is the number density of carbon atoms in graphite and $\Theta_D \sim 400$ K is its Debye temperature. For a typical grain 1 $\mu$m$^3$ sized at $T = 5$ K we find that formation of a single H$_2$ molecule increases the temperature of the grain by $2.2 \times 10^{-4}$ K, a rather large value for a single molecular event. Overall, one should further consider the energy dissipated in chemisorbing the first H atom ($\sim 0.7$ eV with our potential), so the total temperature increase for each H$_2$ molecule that is formed from gas-phase atoms is about twice the above estimate. This finding is in sharp contrast with the situation in which two (physisorbed) H atoms recombine via Langmuir-Hinshelwood kinetics: in the latter case only (twice) the H atom physisorption energy would be left on the surface, with hardly any consequence for the grain temperature.

### 3.3 Product energies

Finally, we analyze the energy in the product molecules, investigating the effects of the substrate on the total H$_2$ energy and on its partitioning between vibrational and translational excitation. We evaluated the average total ($\varepsilon_{tot}$), vibrational ($\varepsilon_V$) and translational ($\varepsilon_K$) H$_2$ energies considering both the high dynamical model and the two reduced-dimensional ones described above.

Fig. 10 shows the results of our analysis in the range of the collision energies considered above. It is seen that the total energy of the newly formed molecule (top panel) increases linearly with $E_{\text{coll}}$, as expected from the behavior of the energy transferred to the substrate that was discussed in Sec. 3.2. The total energy of the product molecules is much closer to the diabatic limit (dashed black line) than to the adiabatic one (dashed blue line), though the correct description of the C atom dynamics introduces a small, energy-independent contribution from the surface (see also Sec. 3.2).

The collisional energy dependence of the product energy comes mainly from the kinetic rather than the internal component. As is evident from the middle panel of Fig. 10 the vibrational energy shows little variations in the range $E_{\text{coll}} = 0.2$–1.0 eV and takes a rather large value ($\sim 1.5$ eV), even though smaller than previously obtained. Importantly, comparison between the 2D and the higher dimensional models, shows that the energy contribution of the lattice is sizable and goes mainly in vibrations. Correspondingly, the translational energy of the H$_2$ molecules is very similar in the three models, i.e. it is less affected by the C atom dynamics, and takes rather large values: the ratio between the translational and the vibrational energy increases from 1.3 at low energies to 1.8 at high energies. In detail, one can see from Fig. 10 that the effect of the C atom motion – a sort of ‘kick’ of the recoiling C atom – favors the channeling of energy into vibrations ($\varepsilon_V$ computed with the 3D or the full dimensional model is larger by $\sim 0.5$ eV than that obtained with the 2D model) while reducing the one left in translations, an effect that is slightly less pronounced when the carbon atom binds to a movable rather than a static surface.

We also obtained the vibrational populations $p_V$ of the product molecule H$_2$. They are reported in Fig. 11 for selected values of the collision energy for the 2D (black bars), 3D (red) and high-dimensional (green) quantum calculations. Our potential model gives rise to vibrational distributions peaked around much lower $v$ than previously reported (in line with the reduced internal excitation mentioned above), particularly at low collision energies. In this $E_{\text{coll}}$ regime, other collinear models predict the maximum of the distribution to be around $v = 6$, 8, while our results show that the most populated states are $v = 3, 4$, incidentally closer to the experimental data by Latimer et al. This is not due to the C atom motion rather it appears to be mainly an effect of the adopted potential (Eq. 3) which, introducing an additional term to describe the carbon atom dynamics, necessarily modifies the entrance channel potential. In fact, the results of the 2D model, where the C atom is fixed during the dynamics, show even colder vibrational distributions than the 3D and the full dimensional model. Hence, there remains to establish whether a new fully-fledge potential energy surface including the two H atoms and the binding C atom predicts similar findings or
these are artifacts of the SO-like coupling in Eq. 3.

When increasing the collision energy the vibrational distributions broaden, becoming eventually bimodal with a first peak centered in the ground vibrational state of H$_2$ and a second peak at larger values of the vibrational quantum number, $\nu=4$-5. This behavior largely arises from the carbon atom dynamics, as the comparison between the 2D and the higher dimensional results reported in Fig. 11 shows.

Thus, the dynamics of the C atom not only affects the overall energy partitioning of the reaction but it also changes the shape of the vibrational distributions of H$_2$. The effect of the rest of the surface, on the other hand, is negligible, and this confirms the idea that the lattice dynamics gets into play right after the newly formed molecule has left the surface.

4 Summary and concluding remarks

We have investigated the collinear Eley-Rideal H$_2$ recombination on a movable graphitic surface by means of high dimensional wavepacket simulations with the powerful ML-MCTDH method, as well as of classical and quasi-classical trajectories calculations. The key for the application of a fully quantum approach to the reaction dynamics — one that includes the surface as an active rather than a passive player — is our system-bath modeling of the Hamiltonian. The resulting model explicitly describes the motion of the binding C atom and, using accurate information on its relaxation dynamics (as subsumed in the spectral density $J_C(\omega)$), replaces the complicated, ‘atomistic’ surface with a bunch of harmonic oscillators. This makes possible the use of high-dimensional wavepacket techniques to investigate a Hamiltonian dynamics that is effectively dissipative.

Our results show that the reaction probability is mainly influenced by the dynamics of the binding carbon atom. Although H$_2$ recombination is fast, recoil of this substrate atom does play a role in the dynamics and determines to some extent the energy partitioning. The rest of the surface, on the other hand, has a marginal effect only on the reaction. It does open efficient relaxation channels for the surface unpuckering, but only after that the molecule has left the surface. Moreover, classical and quasi-classical reaction probabilities have been shown to be in qualitative agreement only with the results of quantum simulations, thereby showing the inadequacy, especially at low surface temperature, of the classical dynamics to describe this inherently quantum system. This is mainly due to zero-point-energy effects in the dynamics, e.g. quantum fluctuations of the lattice, but it is not easily amended with a quasi-classical approach.

We then examined how the energy disposal is shared between the substrate and the different excitation channels of the newly formed molecule. The results show that the amount of energy left on the substrate is about the deformation energy stored in lattice during the chemisorption of the target hydrogen atom ($\sim$0.8 eV). $\Delta E_v$ depends only weakly on the collision energy and is converted into thermal energy that considerably heats the interstellar grains. Given the low temperature of the interstellar dust grains in the diffuse clouds ($T_s = 5 - 10$ K), the estimated temperature increase of $\sim$0.4 mK for every single H$_2$ molecule formed via Eley-Rideal recombination is quite remarkable. On the other hand, $E_{coll}$ is almost completely transferred to the product molecule. The total energy of H$_2$ increases linearly with the incidence energy and it is much closer to the diabatic limit than to the adiabatic one, thereby confirming that the carbon remains close to its puckered position and relaxes only once H$_2$ is formed. Explicit consideration of the C atom motion, however, promotes vibrational excitation of the product, a kind of recoil effect of the substrate atom, at the expense of the translation energy of H$_2$.

As a whole, our findings show the importance of including the C atom motion in the description of the reaction (and of accounting for elementary quantum effects such as the initial quantum state of the substrate). They also show, though, that the rest of the lattice plays a marginal role, at least in the collinear configuration considered here.

There remain to establish whether these findings translate unaltered to higher dimensional models where non-collinear collisions are possible and the C atom dynamics is more directly probed by the projectile atom. These non-collinear collisions are actually those determining the size of the reaction cross-section, and could play an important role in determining the energy partitioning in a more realistic situation. To show their possible effect we can tentatively compare the results of our collinear calculations with those of full dimensional (though classical) AIMD simulations$^{36,37}$ on a $T_s = 0$ K surface (see Fig. 12). It is evident from Fig. 12 that the energy partitioning obtained in the two cases is rather different and only the energy transferred to the lattice is in (rough) agreement between the two. It is thus important to establish whether this is an effect of the dimensionality (full vs. collinear), of the dynamics (classical vs. quantum), of the underlying potential (ab initio vs. semiempirical!) or a combination
Eventually, collective modes nowadays to situations where several DOFs comprise the main system. The in-teresting energy dissipation) in a surface chemical reaction. The in-­

stant work used a collinear approach to begin with but work is already in progress to extend our simulations to a 4D plus bath model that can describe non-collinear collisions. With the same token, a new subsystem potential energy surface is currently under study to overcome the limitations of the SO-like coupling appearing in Eq. 3. Thus, first-principles based, unrestricted quantum dynamical studies of the title reaction might be possible in the near future with simple refinements to the approach used in the present work.
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