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We consider a zero-temperature one-dimensional system of bosons interacting via the soft-shoulder
potential in the continuum, typical of dressed Rydberg gases. We employ quantum Monte Carlo
simulations, which allow for the exact calculation of imaginary-time correlations, and a stochastic
analytic continuation method, to extract the dynamical structure factor. At finite densities, in the weakly
interacting homogeneous regime, a rotonic spectrum marks the tendency to clustering. With strong
interactions, we indeed observe cluster liquid phases emerging, characterized by the spectrum of a
composite harmonic chain. Luttinger theory has to be adapted by changing the reference lattice density
field. In both the liquid and cluster liquid phases, we find convincing evidence of a secondary mode, which
becomes gapless only at the transition. In that region, we also measure the central charge and observe its
increase towards c ¼ 3=2, as recently evaluated in a related extended Bose-Hubbard model, and we note a
fast reduction of the Luttinger parameter. For two-particle clusters, we then interpret such observations in
terms of the compresence of a Luttinger liquid and a critical transverse Ising model, related to the instability
of the reference lattice density field towards coalescence of sites, typical of potentials which are flat at short
distances. Even in the absence of a true lattice, we are able to evaluate the spatial correlation function of a
suitable pseudospin operator, which manifests ferromagnetic order in the cluster liquid phase, exponential
decay in the liquid phase, and algebraic order at criticality.
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Quantum phase transitions (QPTs) [1] play an intriguing
role inmany-body systems, due to thepossibility of unveiling
new exotic phases. Progress in the manipulation of ultracold
gases allows for the exploration of QPTs, by engineering
well-controlled synthetic quantum many-body systems,
confined, for example, by optical lattices [2,3] or in quasi-
one-dimensional geometries [4–7]. Recently, Rydberg atoms
[8] have emerged as a new route to QPTs [9,10]. These are
atoms in highly excited electronic states, with a very large
electronic cloud. In particular, theoretical [11–14] and
experimental [15–17] efforts have focused on ensembles
of dressed Rydberg atoms, which are superpositions of the
ground state and the abovementioned excited states, coupled
via a Rabi process. Their effective interaction can be a soft-
shoulder potential, with a flat repulsion up to a radius Rc
related to the highly excited state, and a repulsive van der
Waals tail at large distances [11,12,18–21]. Quite interest-
ingly, this repulsive interaction belongs to the class that has
been recognized to induce cluster formation at high density in
classical statistical mechanics [22,23], thanks to the relative
freedom of particles at short distances. This has opened a
recent flourishing of research on quantum cluster phases: in
high dimensions, coexisting cluster crystal and superfluid
order have been predicted, yielding supersolid behavior
[11–13,24], while in one dimension (1D), cluster Luttinger
liquids (CLLs) have been proposed on a lattice [25,26].
In this Letter, we investigate a prototypical system of N

bosons in 1D at linear particle density n, governed by the
following Hamiltonian in the continuum:

H ¼ −
ℏ2

2m

XN
i

∂2

∂x2i þ
X
i<j

V0

r6ij þ R6
c
; ð1Þ

where xi are the particle coordinates, rij ¼ jxi − xjj the
distances,m is the mass, and V0 and Rc are the strength and
the radius of the soft-shoulder potential VðrÞ. If not other-
wise specified, in the following we use units of Rc for the
length, Ec ¼ ℏ2=mR2

c for the energy, and ℏ=Rc for the
momenta (see Supplemental Material [27]). The zero-
temperature phase diagram (Fig. 1) thus depends on the
following two dimensionless quantities: strength, U ¼
V0=ðEcR6

cÞ and density, ρ ¼ nRc. By evaluating relevant
static and dynamical properties, we show that, while for
smallU andmoderate ρ the system is a Luttinger liquid (LL)
[28], althoughwith strong correlation effects, for higherU or
ρ a transition occurs towards a CLL. In particular, we focus
on the QPT to the dimer cluster liquid, which turns out to be
of the 2D Ising universality class. A similar phenomenology
has been recently studied in a 1D lattice system governed by
the extended Bose-Hubbard Hamiltonian [25,26], while we
observe it for the first time in the continuum, where we find
that an effective spin Hamiltonian emerges at the transition,
even in absence of an underlying lattice.
For generic coupling and density, this system falls into

the LL universality class [28], characterized by a gapless
bosonic mode at small momenta, with sound velocity v.
The low-energy and momentum sector of the Hilbert
space is governed by the Hamiltonian HLL ¼ ðv=2πÞ×R
dx½KLð∇θÞ2 þ ð∇ϕÞ2=KL�, where a large Luttinger
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parameter KL > 1 favors the fluctuations of the particle
counting field ϕðxÞ, while small values of KL induce
crystal-like behavior, by disordering the phase field θðxÞ.
The central charge of the associated conformal field theory
(CFT) is c ¼ 1 [29] and for our Galilean invariant system,
v ¼ ρπ=KL [28].
In the dilute limit, the effects of the interaction are well

described by the scattering length a1D; in particular, for
U ∼ 1.09, we get a1D ∼ 0 [30], corresponding to the Tonks-
Girardeau (TG) model [31]. Conversely, at higher densities,
the full shape of VðrÞ is relevant. Its 1D Fourier transform
~VðqÞ [27] features a global minimum at qc ≃ 4.3, at which
~VðqcÞ < 0, providing a typical length bc¼2π=qc≃1.46. It
has been recognized, in the context of classical physics, that
such density-independent distance favors clustering, even
with a completely repulsive potential [22,23]. Classically,
one obtains a T ¼ 0 cluster crystal, which is destabilized in
1D by finite temperature, in favor of cluster-dominated
liquid phases with different average occupation [32,33].
Quantummechanics induces coherentdelocalization even at
T ¼ 0, rendering the cluster phase a CLL and triggering a
QPT towards a LL without cluster order (Fig. 1).
To study the phase diagram in a nonperturbative way, we

use the well-established path integral ground state (PIGS)
quantum Monte Carlo method [34,35], which represents
the ground state as the imaginary-time projection
exp ð−τHÞjΨTi of a trial wave function. We simulate up
toN ¼ 200 particles in a segment of lengthL ¼ N=ρ, using
periodic boundary conditions (PBCs). The trial wave
function is of the two-body Jastrow form:ΨTðx1;…; xNÞ ¼
exp f− 1

2

P
i<j½uðrijÞ þ χðrijÞ�g, where χðrÞ accounts for

long-wavelength phonons [30,36], while exp ½−uðrÞ=2� is
the numerical solution of a two-body Schrödinger equation
[30], with the effective potential VeffðrÞ ¼ c1VðrÞþ
c2
P

lVðr − lbÞ. To reduce projection times, it is crucial
to use and optimize this mean-field potential, which
accounts for the presence of nearby clusters [27]. We
consider excitations associated to density fluctuations,

which are commonly investigated via the dynamical struc-
ture factor Sðq;ωÞ ¼ R

dtðeiωt=2πNÞheitH=ℏρqe−itH=ℏρ−qi.
The PIGS algorithm evaluates the numerically exact imagi-
nary-time intermediate scattering function, which yields
Sðq;ωÞ via analytic continuation, through the genetic
inversion via falsification of theories algorithm [27,37–40].
We now proceed to discuss our results, first in the LL,

then in the CLL regimes. Finally, we discuss the QPT in
between the two liquids.
Liquid regime.—Here and in the following, kF ¼ πρ and

EF ¼ k2F=2 are the effective Fermi momentum and energy.
We concentrate on interaction U ≃ 1.09, and increase the
density (dot-dashed line in Fig. 1). In the low-density
regime ρ≲ 0.1 [Fig. 2(a)], Sðq;ωÞ is almost constant, at
fixed q, in between the particle-hole boundaries
εIFGðqÞ ¼ jkFq� q2=2j, analogously to the TG gas, which
can be mapped to an ideal Fermi gas (IFG). However,
within our resolution, the spectral weight has started to
gather, especially at the upper boundary, similar to what
happens in the Lieb-Liniger model with decreasing cou-
pling parameter [41]. In fact, already at ρ ¼ 0.6 [panel (b)],
the spectrum has evolved into a main mode. As such, it is
very well described by the single-peak Feynman approxi-
mation εFAðqÞ ¼ ε0ðqÞ=SðqÞ, with ε0ðqÞ ¼ q2=2 the free-
particle energy and SðqÞ the static structure factor.
By further increasing ρ, we simply monitor the evolution

of εFAðqÞ [Fig. 2(c)], and notice that the main excitation
becomes more structured, with a roton minimum moving
towards q ¼ qc. A standard Bogoliubov analysis [11,20]
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FIG. 1. Phase diagram (log-log scale). A star marks the critical
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FIG. 2. Dynamical structure factor atU ¼ 1.09, as a function of
momentumq and energy transfer ε ¼ ℏω.Magnitude (color box) is
in units of the inverse Fermi energy (values beyond scale are plotted
in white). Feynman εFA and Bogoliubov εB approximations, and
the ideal Fermi gas particle-hole boundaries εIFG, are plotted as a
reference. Liquid phase at low (a) and intermediate ρ (b). (c)
Evolution of εFA, compared to εB. (d) Pair distribution function.
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yields the dispersion εBðqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε0ðqÞ½ε0ðqÞ þ 2ρ ~VðqÞ�

q
,

which depends only on the combination α ¼ ρU. In this
approximation, it is clear that the emergence of the roton
minimum is allowed by the momentum dependence of
~VðqÞ, which has a negative part [42,43]. The roton softens
at α ¼ αc ≃ 20.65. While the agreement between the
single-mode εFAðqÞ and εBðqÞ approximations is very
good for 0.6≲ ρ≲ 19, such treatments are in general
not valid anymore for U ≳ αc=ρ (dashed line in Fig. 1),
where indeed our simulations show that clustering occurs.
On increasing ρ, the pair distribution function gðrÞ at first

gradually approaches 1 everywhere [Fig. 2(d)], as in classical
soft-core fluids in the absence of clustering [44].However, for
very high ρ, large-amplitude slowly-decaying oscillations
appear, with wavelength bc. Again, this behavior is akin to
that of classical systems, in the presence of clustering [22]. A
Gaussian fit of the peaks indicates, on average, Nc ≃ 36
particles per cluster at ρ ¼ 24.6. In the quantum case, the
oscillations of gðrÞ eventually decay as in a cluster liquid, a
behavior that we can easily see in the more relevant cluster
phases at low ρ and largeU. In fact, aHamiltonian description
of dressed Rydberg gases is questionable at high ρ, due to
increased losses to other Rydberg levels in current experi-
ments [27].
Commensurate cluster Luttinger liquid.—We therefore

now focus on the density ρ ¼ 2=bc ≃ 1.37 (solid line in
Fig. 1), commensurate to clusters ofNc ¼ 2 particles [45]. In
Fig. 3(a), the PIGS results for gðrÞ are shown, indicating an
evolution to a cluster structure on increasing U, with peaks
containing two particles. gðrÞmanifests long-range algebraic
decay of the peaks’ heights, which demonstrates absence of
true crystal order [46]. To interpret these results, we employ
CLL theory. In the standard bosonization approach [28], the
counting field fluctuates around a lattice with spacing ρ−1:
Hamiltonian HLL is then derived with the assumption that
fluctuations are small. However, in a commensurate cluster
liquid, clearly fluctuations are small only around a lattice of
clusters, with spacing ρ−1Nc ¼ bc. We follow Refs. [25,26],
and obtain the following commensurate CLL form of gðrÞ:

gðrÞ ≃
r≫1=ρ

1 −
2KL

ð2πρrÞ2 þ
X∞
l¼1

Al
cos ð2πlρr=NcÞ

r2K
0
Ll

2 : ð2Þ

The r−2 term is analogue to the standard LL case, while the
last term yields dominant density oscillations of wave vector
2kF=Nc ¼ qc,modulated by an effectiveLuttinger parameter
K0

L ¼ KL=N2
c. This implies that, in the CLL phase, the

divergence of SðqcÞ ∝ N1−2K0
L is much stronger than what

would result from KL. We extract KL andK0
L from the small

momentumbehavior ofSðqÞ and large distance decay ofgðrÞ,
respectively [27]. Interestingly,KL scales asU−1=2 in both the
LLandCLL regimes, butwith different prefactors.Moreover,
we verify that the number of excess particles per cluster
δ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

KL=K0
L

p
− 1 quickly goes to 1 forU > 18 [Fig. 3(b)].

Deep in the cluster phase, a composite harmonic chain
(HC) theory can also be envisaged. We write a model
Hamiltonian of the type HHC ¼ P

iνp
2
i;ν=2þ γ

P
iνμðxi;ν−

xiþ1;μÞ2=2, where xi;ν is the displacement of the νth particle
(with1 ≤ ν ≤ Nc) from the average positionof cluster i (with
1 ≤ i ≤ N=Nc), and springs of strength γ are present only
between particles in adjacent clusters, modeling the fact
that VðrÞ is flat at short distances [47]. We obtain center-
of-mass modes, of acoustic frequencies ωacouðkÞ ¼
2

ffiffiffiffiffiffiffiffi
Ncγ

p
sin ðkbc=2Þ, and optical modes, of dispersionless

frequency ωopt ¼
ffiffiffiffiffiffiffiffiffiffiffi
2Ncγ

p
. The latter correspond to relative

vibrations of particles in a cluster. We relate γ to the mean-
field potential felt by a particle if all the others are in a cluster
crystal with spacing b, and find γðbÞ ¼ −ð4π2=b3ÞP∞

j¼1 ×

j2 ~Vð2πj=bÞ [48]. It is clear that a stable structure is possible
only if ~Vð2π=bÞ < 0 for some b [23,49].
In Fig. 4, the spectra at ρ ¼ 1.37, with decreasing U, are

shown. Panel (a) (U ¼ 100) is deep in the CLL phase: the
main peak is in good agreement with the acoustic mode of
HC theory, with b ¼ bc. A secondary structure appears at
higher frequencies, which we interpret as the optical mode
[13]. This is, however, not flat, but strongly modified by
anharmonic couplings: these are clearly even more crucial
at smaller U, where they induce cluster melting.
Ising transition.—The question is now: How are the LL

and CLL phases really different? Is the transition simply a
crossover? Our data, which show Luttinger liquid behavior
on both sides, exclude a Berezinskii-Kosterlitz-Thouless
transition to a charge-density-wave, or Peierls transition,
even though, at U ¼ 18, we get KL ≃ 0.52ð1Þ [29].
Moreover, the atomic-pair superfluid transition [50] is also
excluded, since, here, formation of larger clusters is
allowed and the CLL phase manifests strong quasi-solid
order (KL < 1=2).
In fact, the physics of this relatively simple system is

very rich. The acoustic mode of the CLL phase [Fig. 4,
panels (a) and (b)] is gapless at q ¼ qc, corresponding to
kF, at this density. After the transition, to be located at
U ¼ Uc ≃ 18 [panel (c)], this lowest excitation turns into
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the rotonic mode [panels (d) and (e)]. Quite interestingly, a
weaker secondary mode appears not only in the cluster
phase, but also in the strongly correlated liquid phase, in the
form of a secondary roton, which connects to the higher-
momenta main mode. It is reasonable to associate this
secondary excitation, in the LL phase, to incipient cluster
formation, due to particles being preferentially localized
close to either the left or the right neighbor. The crucial
observation is that the gap of both such LL excitations
[panels (d) and (e)], and the anharmonic opticalmodes of the
CLL phase [(a) and (b)], vanishes at the transition (c), which
implies that they proliferate at that point. This behavior is
consistent with that of the 1D transverse Ising (TI) model
[51–55] of a chain of coupled two-level systems. Its
Hamiltonian is HTI ¼ −J

P
iσ

z
iσ

z
iþ1 − h

P
iσ

x
i , where σx=zi

are Pauli matrices at site i. It contains both a ferromagnetic
coupling (J > 0), which forces alignment, and quantum
tunneling (h > 0) between the eigenstates of σz, favoring a
paramagnetic state. This model is exactly solvable with a
Jordan-Wigner transformation and Bogoliubov diagonal-
ization [56] and yields excitations of energy

εTIðqÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2 þ 4Jhðsin qa=2Þ2

q
; ð3Þ

where Δ ¼ jJ − hj is the gap and a is lattice spacing, which
are gapless only for h ¼ J. This signals a QPT from the
ferromagnetic to the paramagnetic state, which is dual to the
2D classical thermal Ising transition. In our case, it is natural
to associateΔ to thegapof the secondarymode atq ¼ qc, and
set a ¼ bc, implying that a spin should be identified every
two particles. We fit Eq. (3) from our spectra [Fig. 5(a)]:
within our accuracy, the behavior of Δ in U −Uc is linear
close to the transition, consistent with the dynamical expo-
nent z ¼ 1 [55]. The point at U ¼ 18 requires very long
projection times: another indication of the presence of a very
low-energy mode. Within our resolution, the Luttinger and
critical Isingmodes have the samevelocity atU ¼ Uc, which
would imply low-energy supersymmetry [57].
To corroborate our interpretation, we recall that the

central charge c of the critical TI model is c ¼ 1=2, so
that, at the transition, the total central charge should be
c ¼ 1þ 1=2 ¼ 3=2, as calculated for the related lattice

model [26]. We estimate c from the slope of the energy per
particle εðNÞ ¼ ε∞ − cEF=ð6KLN2Þ versus 1=N2, employ-
ing a standard CFT result for the dominant finite-size
effects [58,59]. An increase of c is manifest in Fig. 5(a). It is
in fact delicate to extrapolate c close to Uc: higher order
corrections may become relevant, and field theoretical
methods should elucidate the interplay between the
Luttinger and Ising fields, as done in Refs. [57,60]. It
would be interesting to extract c also from the entanglement
entropy, as recently introduced in the PIGS algorithm [61].
It is particularly appealing to investigate the microscopic

realization of this effective TI model. The many-body
potential surface reduces to double wells as a function
of relative distances: two nearby bosons have preferred
configurations if they are at rij ¼ 0 or rij ≃ bc [27]. Thus,
for each even particle, for example, there are left ψL and
right ψR preferred cluster configurations, and the potential
energy is minimized when subsequent even particles
choose the same clustering direction. Anharmonic terms
instead give rise to delocalization. The cluster phase is then
to be thought of as the ferromagnetic state, where all even
particles have chosen either ψL or ψR [Fig. 1(b)], while
the liquid phase is made of ψþ ¼ ðψL þ ψRÞ=

ffiffiffi
2

p
states

[Fig. 1(a)], where particles continuously hop left and right.
This mapping can be made quantitative, by introducing a

simple, but effective string representation of σz, inspired by
Ref. [54]: first, particles are ordered by their position k, and
even positions are assigned a lattice index i ¼ k=2; then, a
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pseudospin σzi ¼ 1 is assigned if jxk − xk−1j < jxk − xkþ1j,
or σzi ¼ −1 in the opposite case. We evaluate the spatial
correlator gσðji − jjÞ ¼ hσziσzji of such a Z2 pseudospin
[Fig. 5(b)]. It is very remarkable that gσ behaves as
expected for the TI model: in the LL (paramagnetic) phase
it decays exponentially, while in the CLL (ferromagnetic)
phase it manifests true long-range order, which is nonlocal
[54,62,63], because of the preliminary ordering of particles.
At U ¼ 18, its behavior is close to an algebraic decay with
exponent η≃ −1=4.
This pseudospin mapping in a continuous system at the

LL-CLL transition, as revealed by excitation spectra and a
suitable spin correlator, is the key result of this Letter. Such
a critical regime could be probed even at finite T, given
finite experimental sizes. Future work will investigate
effects of noncommensurability of ρ with 1=bc, which is
particularly relevant for trapped gases. Also, an open issue
is the presence of quantum Potts transitions at densities
commensurate to NC ≥ 3.
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