Magnetization Heat in Superconductors and in Eddy Current problems: a Classical Thermodynamic Approach

Massimo Sorbi and Vittorio Marinozzi

Abstract—In the thermodynamic studies the problem of work done by magnetized materials is often approached with general-theoretical approach. Sometimes ambiguities can be found in the demonstrations, because some authors do not specify clearly the terms in the relations. Conversely, a definition of “heat of magnetization” is not given in a general complete way. Some engineers and physicists use practical relations to calculate power dissipated on superconducting materials during magnetization cycles, but it is not possible to find theoretical works that justify the validity of these relations in general situations, for example as instantaneous losses. In this paper we want to approach both these aspects with a more complete analysis.

Index Terms — Heat exchange for magnetizing process, losses in superconductors, losses for eddy currents.

I. INTRODUCTION

MANY thermodynamic texts and handbooks which treat the first principle of thermodynamics specify that among the works done on the system, there may be also the magnetic work. The volumetric magnetic work $l_M$ is defined as:

$$l_M = -\mu_0 \int_{M_i}^{M_f} \vec{H} \cdot d\vec{M}$$

where $H$ is the magnetic field and $M$ the magnetization of the body. Actually eq. (1) presents some ambiguities, because in presence of a magnetized body, the magnetic field $H$ may be the sum of the external field, usually called the “applied field” $H_{ext}$ and the de-magnetizing field $H_m$ produced by the magnetized body itself: so an exact definition of $H$ is necessary. Some authors neglect to specify the origin of $H$ (for example treating only special configurations without de-magnetizing field [1-2]), whereas others explicitly distinguish the cases, arriving to conclude that $H$ is the “applied field” $H_{ext}$ only [3-4].

If the work for magnetization is often discussed (even with some ambiguities sometimes, as focused above), the heat exchanged in magnetization processes is not afforded with a general approach. When some processes of energy dissipation are involved during closed cycles of magnetization, as for magnetic hysteresis in superconductors, most authors use practical relations. For example assuming to work in closed loops, for the energy conservation the volumetric heat absorbed $q_{M}$ is taken equal to the volumetric work received [5-6]; moreover, because the work is done in a closed cycle, in the usual case where $M$ and $H$ are parallel, the integration variable can be substituted with the integrand, obtaining:

$$q_M = -\mu_0 \oint H dM = \mu_0 \oint MdH$$

The change in sign of last term in (2) is due to the fact that the path of integration changes verse when $H$ is exchanged with $M$.

Other authors demonstrate (2) with different approaches [7-8], and specify clearly that the magnetic field $H$ to be considered is the external applied field $H_{ext}$. If we write $B_e = \mu_0 H_{ext}$ and because of a thermodynamic convention $q_M$ is the “absorbed heat”, the “out-going heat” $q_{div}$ (dissipated heat) can be re-written as:

$$q_{div} = -\oint MdB_e$$

Many authors use (3) to calculate hysteresis losses in bulk and composite superconductors [5, 9-12].

However the eq. (2) and (3) result valid for a closed loop only, and they do not give information where and how much, along the cycle, the heat is exchanged. In other words, the average power per cycle can be computed, dividing the heat loss with the time period, but it is not possible to have information about the instantaneous losses.

Some other authors use to calculate superconducting hysteresis losses considering the dissipative work done by the pinning forces of fluxoid quanta during their displacement [13] (and again with this approach the average loss per cycle is calculated) or considering the volumetric power $JE$ [6,14]. For this last method, it is necessary to assume that $JE$ is a dissipative power, as occurs for normal material and for the mixed state of II-type superconductors, and not a reversible power, as for the Meissner state [6]. An interesting review of classical methods used to calculate losses in HTS (mainly also valid in LTS) can be found in [8].

Here we want to give the demonstration of a different general method of calculating the instantaneous heat produced or absorbed during a magnetization process in superconductors or other problems of eddy currents, by means of a pure thermodynamic approach, that, to our knowledge, hasn’t been presented in a general complete way.

II. MAGNETIZATION WORK

Firstly we want to re-propose a demonstration of the work done by a magnetic system against the external environment when it modifies its magnetization of a quantity $dM$. With this demonstration we will reach the well-known relations of the magnetization work.

We initially suppose that the magnetic system, well defined from the rest of the universe, has a small volume
$dV$, so that the magnetization $\mathbf{M}$ of the very small volume can be assumed uniform.

Clearly there is evidence that the elementary magnetic dipoles inside the system feel the influence of the magnetic field; without an external magnetic field, the work done by the system for the magnetization variation $d\mathbf{M}$ must be null. One may consider that the elementary dipoles themselves generate a magnetic field, and so a work may be done during the variation $d\mathbf{M}$ because of the interactions of the elementary dipoles with this “self-field”. This is the situation that occurs when a magnetized volume generates a magnetic field $\mathbf{H}_m$ usually called de-magnetizing field, due to the fictitious magnetizing currents inside the volume or on the surface, given by:

$$\mathbf{J}_m = \text{rot} \mathbf{M}, \quad \mathbf{J}_{sm} = \mathbf{M} \times \hat{n}$$

(4)

where $\hat{n}$ is the unitary vector normal to the volume surface, or, from a different but equivalent approach, due to the fictitious volumetric or superficial magnetic charges, given by:

$$\rho_{M} = -\frac{\partial n}{\partial t} \mathbf{M}, \quad \sigma_{M} = \mathbf{M} \cdot \hat{n}$$

(5)

Actually, the hypothetical work done by the elementary dipoles for the interaction with this "self-field" $\mathbf{H}_m$ must not be considered here, because it is not a work done against external parts of the system, but eventually against internal parts of the system. According to formal definition of the works in thermodynamics, this kind of energy will have to be considered in the energetic balance of the internal energy, as we will discuss later.

In conclusion we may state that if the system does a work for the variation $d\mathbf{M}$, it is necessary the presence of an external magnetic field $\mathbf{H}_s$ (also called the “applied field”), which is produced on the space occupied by the volume of the system independently by the presence of the system, or as the system was substituted by vacuum. Once we have chosen a small volume $dV$ for the system, we may consider again $\mathbf{H}_s$ being uniform on $dV$.

We suppose now that the external applied magnetic field $\mathbf{H}_s$ is generated by an ideal, very long, thin solenoid, in which the system is located. The solenoid has to be connected to a power supply, which keeps constant the current $I_s$ which circulates in the solenoid, in order to keep constant $\mathbf{H}_s$ during the whole process which produce the magnetization variation $d\mathbf{M}$.

The work $dL_M$ done by the magnetic system against the external, conceptually has to be found as the work $dL_s$ done by the power supply, i.e.:

$$dL_m = -dL_s = -\Delta V \cdot I_s \cdot dt$$

(6)

where $dt$ is the infinitely small time during the variation $d\mathbf{M}$ of the system and $\Delta V$ is the voltage across the terminal of the power supply, which is equal to the voltage across the solenoid. If we don’t consider the power dissipated in the solenoid for Joule effect, which does not depend on the considerations about the magnetization that we are discussing here, the potential difference $\Delta V$ is zero if the magnetization variation is zero, because nothing is varying. Conversely, when there is a variation $d\mathbf{M}$ of the magnetization, an electro-motive force $\Delta V$ will be present in the terminals of the solenoid, which by definition can be computed as:

$$\Delta V = -\int_L \mathbf{E} \cdot dl$$

(7)

with $L$ the path along the windings that compound the solenoid, and $\mathbf{E}$ the electric field (strictly speaking an electro-motive field) produced by the variation $d\mathbf{M}$.

We recall the expression of the vector potential $\mathbf{A}$ due to magnetic dipole $M dV$ located in the origin of the cartesian axis:

$$\mathbf{A}(\mathbf{r}) = -\frac{\mu_0}{4\pi} \left( \mathbf{M} dV \right) \times \frac{\mathbf{r}}{r^3}$$

(8)

So the part of the electric field $\mathbf{E}$ generated by the magnetic variation is given by:

$$\mathbf{E}(\mathbf{r}) = -\frac{\partial \mathbf{A}(\mathbf{r})}{\partial t} = -\frac{\mu_0}{4\pi} \frac{\partial}{\partial t} \left( \mathbf{M} dV \right) \times \frac{\mathbf{r}}{r^3}$$

(9)

The time derivation is done on the magnetization $\mathbf{M}$ only because we are in the hypothesis that all the other quantities (locations and volumes) do not vary. If we substitute (9) in (7) we obtain:

$$\Delta V = \frac{\mu_0}{4\pi} \left( \mathbf{M} dV \right) \cdot \frac{\mathbf{r}}{r^3} d\mathbf{l} \int \frac{\partial}{\partial t} \left( \mathbf{M} dV \right) d\mathbf{l}$$

(10)

Also in this case we can take out the time derivation because all the other quantities are not time dependent.

Finally, substituting (10) in (6):

$$dL_M = -\frac{\mu_0}{4\pi} \frac{\partial}{\partial t} \left( \mathbf{M} dV \right) \times \frac{\mathbf{r}}{r^3} d\mathbf{l} \cdot I_s$$

(11)

If we suppose that the solenoid loops are separated each other by a quantity $\delta a$, and that $S$ is the surface of the solenoid, we can write:

$$S = L \cdot \delta a$$

(12)

and if the solenoid is very long with the symmetry axis coincident with the cartesian $z$ axis:

$$\mathbf{H} = \frac{I}{\delta a}$$

(13)

consequently:

$$d\mathbf{l} \cdot I_s = \mathbf{H} \cdot dS \cdot \mathbf{u}_\phi$$

(14)

The (11) can be re-written as:

$$dL_M = -\frac{\mu_0}{4\pi} \frac{\partial}{\partial t} \left( \mathbf{M} dV \right) \times \frac{\mathbf{r}}{r^3} \mathbf{u}_\phi \cdot \mathbf{H} \cdot dS$$

(15)

It is easy to find out that, because of the vector product with $\mathbf{r}$ and the scalar product with $\mathbf{u}_\phi$, the only component
of \( d\mathbf{M} \) that does not vanish is \( dM_n \). So the (15) can be rewritten as:

\[
dL_m = -\mu_0 \mathbf{H}_a \cdot d\mathbf{M}, \quad dV \left( \frac{\hat{z} \times \hat{r}}{r^3} \cdot \mathbf{j}_q \right) \cdot dS
\]  

(16)

The integral in (16) can be easily solved considering the solenoid indefinitely long:

\[
\int_{\frac{1}{4\pi}}^{\infty} \frac{\hat{z} \times \hat{r}}{r^3} \cdot \mathbf{j}_q \cdot dS = \int_{\frac{1}{4\pi}}^{\infty} \frac{2\pi R^2 dx}{x^2 + R^2} = 1
\]  

(17)

where \( R \) is the solenoid radius. We obtain the final results:

\[
dL_m = -\mu_0 \mathbf{H}_a \cdot d\mathbf{M}, \quad dV
\]  

(18)

In the general case, not dependent on the direction of the orientation of solenoid axis respect to the cartesian axis:

\[
dL_m = -\mu_0 \mathbf{H}_a \cdot d\mathbf{M}, \quad dV
\]  

(19)

In case of a finite volume \( V \) for the considered system, the work done by the whole system, because of the magnetization variation \( d\mathbf{M} \), is then given by:

\[
dL_m = -\mu_0 \int_{V} \mathbf{H}_a \cdot d\mathbf{M}, \quad dV
\]  

(20)

The finite work \( L_m \) due to the magnetization variation is then:

\[
L_m = -\mu_0 \int_{V} \mathbf{H}_a \cdot d\mathbf{M}dV
\]  

(24)

It is possible to note that with this approach the magnetization work \( L_m \) is well defined also in the general case when \( \mathbf{H}_a \) is not constant on the volume \( V \): in this case \( \mathbf{H}_a \) remains inside the volumetric integral of (24). The volumetric work \( I_m \) introduced in (1) is then demonstrated.

III. MAGNETIZATION HEAT

In this paragraph we calculate in a general way the heat absorbed (or given) by a system during a process involving the magnetization variation. This energy quantity, when negative, represents the heat given to the environment, and consequently, for a not reversible process, it is a term of energy dissipated by the system, for example as loss due to magnetic hysteresis or parasitic eddy currents. We will follow a classical thermodynamic approach, similar to the one done for the calculation of the magnetization work.

The heat \( Q_m \) exchanged by the system during a magnetization process can be calculated from the first principle of thermodynamics, i.e. considering the sum of the magnetization work and the variation of the magnetic internal energy:

\[
Q_m = L_m + \Delta U_m
\]  

(25)

where \( L_m \) represents the work done for the magnetization, given by integration of eq. (20), and \( \Delta U_m \) the variation of internal energy due to the magnetization contribution. In the determination of the heat \( Q_m \) given by (25), everything is reduced to the computation of the term \( \Delta U_m \), i.e. to the variation of internal energy due to the magnetization that goes from the initial to the final value. To evaluate \( \Delta U_m \), some assumptions have to be made about how the energy can be “stored” in the system or in the material. Here we assume that the whole energy can be stored just for “building” and for orienting the elementary magnetic dipoles that determine the magnetization \( M \) of the system. This situation particularly applies to superconductors, where the magnetization is produced by persistent currents which circulate in the material. It could also apply to other classical problems of eddy currents, where the screening circulating currents can be substituted assuming an equivalent magnetization for the system, where \( \mathbf{M} \) is given by (4) and \( \mathbf{J}_m \) and \( \mathbf{J}_{SM} \) represent the screening currents.

In this situation the internal energy stored by the system \( U_m \) can be considered as the sum of two values: the first term represents the magnetic energy necessary to orientate the elementary dipoles (intended as \( \mathbf{M}dV \)) for the effect of the external magnetic field \( \mathbf{H}_a \); the second term instead represents the stored magnetic energy by itself: it could be seen as the energy necessary to “build” the magnetic system with magnetization \( \mathbf{M} \), without the presence of any external magnetic field.

A. Magnetic stored energy for orientation

If we call \( U_{m0} \) the term of energy necessary to orientate the dipoles, it can be calculated directly by elementary electromagnetic consideration: the elementary magnetic dipole \( \mathbf{M}dV \) is subjected to a torque with module \( T_\theta \) given by:

\[
T_\theta = -\mathbf{B} \cdot \mathbf{MdV} \cdot \sin \theta
\]  

(26)

where \( \theta \) is the angle from \( \mathbf{B} \) direction and \( \mathbf{M} \) direction. The work \( dL \) necessary to orientate the dipole in the direction \( \theta \) (assuming as initial position the one with the two vectors perpendicular, i.e. \( \theta = \pi/2 \)) is:

\[
dL = 2 \int_{\theta}^{\pi/2} T_\theta d\theta = \mathbf{B} \cdot \mathbf{MdV} \cdot \cos \theta = \mathbf{B} \cdot \mathbf{\hat{M}}dV
\]  

(27)

Since the energy stored to orientate the system \( U_{m0} \) is equal to the work done, it follows:

\[
U_{m0} = L = \int \mathbf{B} \cdot \mathbf{\hat{M}}dV
\]  

(28)

\( \mathbf{B} \) is the external field, in which the system is immersed, leading:

\[
\mathbf{\hat{B}} = \mu_0 \mathbf{H}_a
\]  

(29)

Consequently:

\[
U_{m0} = \mu_0 \int_{V} \mathbf{H}_a \cdot \mathbf{\hat{M}}dV
\]  

(30)

The differential form of (28) is then:

\[
dU_{m0} = \mu_0 \int_{V} \mathbf{H}_a \cdot d\mathbf{M} \cdot dV + \mu_0 \int_{V} d\mathbf{H}_a \cdot d\mathbf{M} \cdot dV
\]  

(31)

B. Magnetic energy to “build” the magnetic system

If we call this term of internal energy \( U_{m0} \), we can think to compute it from the vector potential \( \mathbf{A} \). In the quasi-static approximation, the stored magnetic energy is given by:

\[
U_m = \frac{1}{2} \int_{V} \mathbf{A} \cdot \mathbf{\hat{J}} \cdot dV + \frac{1}{2} \int_{S} \mathbf{A} \cdot \mathbf{\hat{J}} \cdot dS
\]  

(32)

where \( \mathbf{J} \) and \( \mathbf{J}_s \) represent respectively the volumetric currents and the superficial current in the volume \( V \) and on the surface \( S \) of the system, and \( \mathbf{A} \) is the vector potential due to the magnetization of the system. The volumetric and superficial currents \( \mathbf{J} \) and \( \mathbf{J}_s \) are the ones given by the magnetization of the system, i.e. they are the fictitious or the real currents equivalent to the magnetization description, which can be calculated from eq. (4). Consequently eq. (32) can be written as:

\[
U_m = \frac{1}{2} \int_{V} \mathbf{A} \cdot \mathbf{\hat{rot}}\mathbf{MdV} + \frac{1}{2} \int_{S} \mathbf{A} \cdot \left[ \mathbf{M} \times \mathbf{n} \right] \cdot dS
\]  

(33)

or:

\[
U_m = \frac{1}{2} \int_{V} \mathbf{A} \cdot \mathbf{\hat{rot}}\mathbf{MdV} + \frac{1}{2} \int_{S} \mathbf{A} \cdot \mathbf{\hat{M} \times n} \cdot dS
\]  

(33)
\[ U_{ms} = \frac{1}{2} \int A \cdot \nabla M dV + \frac{1}{2} \int \vec{n} \cdot \left[ \nabla \times \vec{M} \right] dS \]  
(34)

Applying the divergence theorem on last term:

\[ U_{ms} = \frac{1}{2} \int \left[ \nabla \cdot \vec{A} \right] \cdot \vec{M} dV + \int \left( \nabla \times (\nabla \times \vec{M}) \right) dV \]  
(35)

and for a well-known vector identity:

\[ U_{ms} = \frac{1}{2} \int \vec{M} \cdot \nabla \vec{M} dV \]  
(36)

which finally gives:

\[ U_{ms} = \frac{1}{2} \int \vec{M} \cdot \nabla \vec{M} dV \]  
(37)

Because we had stated that \( \vec{A} \) was the vector potential due to the magnetization of material only, now we can comprehend that \( \vec{B} \) in (37) is the field produced by the magnetization \( \vec{M} \) in the volume \( V \), i.e.:

\[ \vec{B} = \mu_0 \vec{H}_m + \mu_0 \vec{M} \]  
(38)

where \( \vec{H}_m \) is the magnetic field produced by the magnetization of the volume, usually called as “de-magnetizing” field. The de-magnetizing field \( \vec{H}_m \) is given from the “Coulombian” integration of the fictitious magnetic charges, given by (5), which are present on the volume \( V \) and on the surface \( S \) of the volume, and which, in analogy to electrostatics, produce \( \vec{H}_m \) [15]. Consequently we can write:

\[ \vec{H}_m = -\nabla \left\{ \frac{1}{4 \pi} \int \frac{\vec{M}(\vec{r}')}{|\vec{r} - \vec{r}'|} \cdot dV' \right\} \]  
(39)

For brevity here we assume that the symbol ‘\( \cdot \)’ in any quantity has the meaning to specify explicitly that the quantity is dependent by the \( \vec{r}' \) only, i.e. for example \( \vec{M}' = M(\vec{r}') \) and \( \vec{M} = M(\vec{r}) \). Applying the divergence theorem and a vector identity, eq. (39) becomes:

\[ \vec{H}_m = -\nabla \left\{ \frac{1}{4 \pi} \int \frac{\vec{M}'(\vec{r}')}{|\vec{r} - \vec{r}'|} \cdot dV' \right\} \]  
(40)

Using (37) and (38), the variation \( dU_{ms} \) becomes:

\[ dU_{ms} = \mu_0 \int \vec{M} \cdot dM dV + \int \frac{\mu_0}{2} \left\{ \vec{M} \cdot d\vec{H}_n + \vec{H}_n \cdot d\vec{M} \right\} dV \]  
(41)

the operator \( \nabla \) in (40) can move inside the volume integral, and it derives only the not-primate variable \( r \). The last volume integral in the parenthesis of (41) can be written now as:

\[ -\int \frac{1}{4 \pi} \left\{ \nabla \cdot \vec{M}'(\vec{r} - \vec{r}') \cdot \vec{M} \cdot dV' \right\} dV \]  
(42)

and then, executing explicitly the derivatives:

\[ -\int \frac{1}{4 \pi} \left\{ \vec{M}' \cdot dV' - \frac{3}{2} \vec{M}' \cdot dV' - 3 \vec{M} \cdot d\vec{M}' \cdot dV' \right\} \]  
(43)

By reverting the order of the two volumetric integrals, the (43) can be written as:

\[ -\int \frac{1}{4 \pi} \left\{ \nabla \cdot \vec{M}'(\vec{r} - \vec{r}') \cdot \vec{M} \cdot dV' \cdot dV' \right\} \]  
(45)

which is equal to the first volume integral in the parenthesis of (41). Finally we obtain:

\[ dU_{ms} = \mu_0 \int \vec{M} \cdot dM dV + \mu_0 \int \vec{H}_n \cdot d\vec{M} dV \]  
(46)

If we go back to (25), the heat \( Q_m \) absorbed during the magnetization process is:

\[ Q_m = L_m + \Delta U_{ms} + \Delta U_{ms} \]  
(47)

and in the differential form:

\[ dQ_m = dL_m + dU_{ms} + dU_{ms} \]  
(48)

where \( dL_m, dU_{ms} \) and \( dU_{ms} \) are given respectively by (20), (31) and (46). For the linearity of the volume integral operator, it holds:

\[ dQ_m = \mu_0 \left\{ \left[ -\vec{H} \cdot dM + \left( \vec{H} \cdot dM + M \vec{H} \right) \right] + \left( M \vec{H} + M \vec{H} \right) \right\} dV \]  
(49)

The constitutive relation between \( B, H \) and \( M \) is:

\[ B = \mu_0 (H + M) \]  
(50)

where:

\[ H = \vec{H}_n + \vec{H}_m \]  
(51)

So (49) becomes:

\[ dQ_m = \int \vec{M} \cdot d\vec{B} dV \]  
(52)

If we rely (52) for a finite variation of heat:

\[ Q_m = \int \vec{M} \cdot d\vec{B} dV \]  
(53)

According to the usual thermodynamic convention, the heat \( Q_m \) represents an energy absorbed by the system. As a consequence, if in the magnetization process we consider that the heat is going out from the material (as in all the cases where the energy is dissipated), the heat \( Q_{Mext} \) is:

\[ Q_{Mext} = -\int \frac{\vec{M} \cdot d\vec{B}}{dt} \]  
(54)

It descends directly that the instantaneous volumetric heat-power exchanged during the process \( p_{Mext} \) is then:

\[ p_{Mext} = -\vec{M} \cdot \frac{d\vec{B}}{dt} \]  
(55)

If the power density is intended as averaged over the volume \( V \), eq (55) can be re-written as:

\[ p_{Mext} = -\int \frac{\vec{M} \cdot d\vec{B}}{V} \]  
(56)

Generally in superconductor hysteresis curves and in eddy currents problems the sign of magnetization \( M \) is opposite to the sign of the variation of \( B \); this leads to a positive dissipation \( p_{Mext} \).

It is useful to note that eq. (47) assures that the calculation of heat over a closed loop gives again the same results of the first equivalence of (2), because \( U_{ms} \) and \( U_{ms} \) are state functions, which depend on the state of the system only. Similarly, the integration of (47) over a closed loop gives exactly the second equivalence of (2) (with \( H = H_m \) in agreement with [8]), because the last two terms of (49) are equal to \( \Delta U_{ms} \), which must vanish in a closed loop.

1 The demonstration could be performed in a slightly different but equivalent way: if the vector potential \( A \) in eq. (32) had included also the external field \( H_e \), the magnetic flux \( B \) in (38) would have included also the term \( \mu_0 H_e \). In this situation the splitting of total internal energy \( U_{ms} \) in two parts \( U_{ms} \) and \( U_{ms} \) wouldn’t have been necessary.
IV. APPLICATIONS TO HYSTERESIS LOSSES IN SUPERCONDUCTORS

We apply the results obtained in eq. (54) to calculate the hysteretic losses in classical examples of configurations with II type superconductors.

A. Slab parallel to the field

We assume to work with the one-dimensional model of an infinitely long (z-direction) and infinitely high (y-direction) slab of superconductor, centered in the origin of the Cartesian axes, with a thickness of \(2a\) (x-direction), and an external field \(H_0\) parallel to \(y\) direction. The analytical calculation of the volumetric losses \(q\) during closed loop with a total external field variation \(H_{tot} = B_{tot}/\mu_0\) is well known and is based on the so called critical state model [16]; here we summarize the results reported in [5] for volumetric loss \(q\) along a cycle:

\[
q = \begin{cases} 
\frac{B_{tot}^2 \beta}{2\mu_0} & \beta \leq 1 \\
\frac{B_{tot}^2}{1 - \frac{\beta}{3\beta^2}} & \beta > 1 
\end{cases} 
\]  

(57)

where the ratio \(\beta = B_{tot} / (2\mu_0 J_c a)\) represents the fraction of penetration of the flux field inside the slab (\(\beta \geq 1\) means full penetration), and \(J_c\) is the critical current density of the slab, which is approximated constant during the field variation. The relation (57) is calculated with a classical method, integrating the electric power density \(J_E\) over the slab volume and considering a complete cycle of variation for the external field. Many other classical texts reach the same results using the second equivalence of eq. (2), or calculating total energy variation over cycle [10-12]. Again in this way the average dissipation per cycle can be computed.

To calculate the loss along the path using the new eq. (54), we need to find \(M\) and \(B\). Considering an external field \(H_0\), which is swinging from the highest value \(J_c a\beta\) to the lowest value \(-J_c a\beta\), the magnetization \(M\) in the slab is different for a partial or for fully penetrated field. According to the critical state model, for a partially penetrated field (\(\beta < 1\)), the magnetization assumes a constant value in the central zone of the slab, whereas decreases or increases linearly (depending by the sign of the screening persistent current \(J_c\)) in the zone where the field penetrates. Using the normalized variable \(\gamma = 2\mu_0 H_0 / B_{tot} = H_0 / (J_c a\beta)\), it holds:

\[
M(x) = \begin{cases} 
-J_c a\beta y & 0 \leq x \leq a(1 - \beta) \\
J_c a \left[1 - \frac{x}{a}\right] & a(1 - \beta) < x \leq a \frac{2 - (1 - \gamma)\beta}{2} \\
J_c a \left[1 - \frac{x}{a}\right] & \frac{2 - (1 - \gamma)\beta}{2} < x \leq a 
\end{cases} 
\]  

(58)

where \(\gamma\) is swinging from 1 to -1 in the first half-cycle and we represent only the half space with \(x \geq 0\) for the symmetry of system.

Because the de-magnetizing field \(H_a\) is zero, \(B = \mu_0 H_a + \mu_0 M\). The dependence of \(M\) in eq. (58) respect to the variable \(x\), is linked to the variable \(\gamma\), consequently it necessary to integrate first in \(x\) and later in \(\gamma\). Eq. (52) becomes:

\[
dQ_M = \mu_0 \int M(dM + dH_a) 
\]  

(59)

The volumetric heat exchange due to an infinitely small variation \(d\gamma\) of the normalized-field is then:

\[
dq_M = \frac{\mu_0}{a} \int \frac{dM}{d\gamma} dH_a d\gamma 
\]  

(60)

where \(\frac{dH_a}{d\gamma} = J_c a\beta\) and \(\frac{dM}{d\gamma}\) have to be calculated from eq. (58). Eq. (60) becomes:

\[
dq_M = \frac{B_{tot}^2 \beta}{2\mu_0} \left(1 - \gamma^2\right) d\gamma 
\]  

(61)

and finally, integrating eq. (61) from 1 to \(-1\) and changing the sign, to find the volumetric heat going out from the system:

\[
q_{\text{loss}} = \frac{B_{tot}^2 \beta}{2\mu_0} \left(\frac{1}{48}\right) \left(1 - \gamma^3\right) 
\]  

(63)

The (63) represents the dissipated heat during the external field variation from the initial field \(J_c a\beta\) (i.e. \(\gamma = 1\)) to \(H_a \geq -J_c a\beta\); when \(H_a = -J_c a\beta\) (i.e. \(\gamma = -1\)) the system has accomplished half cycle, and the accumulated loss is exactly half value of the one in (57) with \(\beta \leq 1\).

The instantaneous power loss \(P_{\text{loss}}\) can be calculated by deriving (63) respect to the time (only \(\gamma\) depends on the time), which, returning from the d-dimensional variable \(\gamma\) to \(H_a\), can be re-written as:

\[
P_{\text{loss}} = \frac{H_a}{8J_c a} \frac{B_{tot}}{2\mu_0} H_a^2 
\]  

(64)

The case with \(\beta > 1\) gives different values for \(M(x)\); in fact the magnetization has not a flat plateau in the slab and it varies until \(H_a\) has decreased of \(2J_c a\) from the initial maximum value (i.e. \(1 - 2/\beta \leq \gamma \leq 1\)); later it remains constant until the half cycle is completed: So for \(1 - 2/\beta \leq \gamma \leq 1\):

\[
M(x) = \begin{cases} 
J_c a\beta y & 0 \leq x \leq a \frac{2 - (1 - \gamma)\beta}{2} \\
J_c a \left[1 - \frac{x}{a}\right] & a \frac{2 - (1 - \gamma)\beta}{2} < x \leq a 
\end{cases} 
\]  

(65)

Whereas for the last part of field variation, i.e. when \(-1 \leq \gamma < 1 - 2/\beta\):

\[
M(x) = J_c a \left[1 - \frac{x}{a}\right] 
\]  

(66)

Eq. (65) has to be used in eq. (60) to find the accumulated heat in the first part of field variation (\(\gamma\) decreasing from 1 to 1-2/\(\beta\)), whereas eq. (66) has to be used in eq. (60) to find the accumulated heat when \(\gamma\) decreases from 1-2/\(\beta\) to -1. After the integration first in \(x\) and later in \(\gamma\) we obtain:

\[
q_{\text{loss}} = \begin{cases} 
\frac{B_{tot}^2 \beta}{2\mu_0} \left(1 - \gamma\right)^3 & -1 \leq \gamma \leq 1 \\
\frac{B_{tot}^2}{2\mu_0} \left(1 - \frac{1 - \gamma}{4\beta^2}\right) & -1 \leq \gamma \leq -1 - \frac{2}{\beta} 
\end{cases} 
\]  

(67)
Again eq. (67) represents the dissipated heat by the system when the normalized-field \( \gamma \) decreases from 1 to the generic \( \gamma \geq -1 \); when \( \gamma = -1 \) the system has accomplished half cycle and the accumulated loss is exactly half value of the one in (57) with \( \beta > 1 \).

The instantaneous power loss \( p_{\text{Med}} \) in the explicitly form is then:

\[
p_{\text{Med}} = \begin{cases} 
- \frac{\mu_0}{8 J_a} \left( \frac{B_{\text{tot}}}{H_a} \right)^2 H_a & J_a (\beta - 2) \leq H_a \leq J_a \beta \\
- \frac{\mu_0}{2} \frac{J_a}{H_a} & - J_a \beta \leq H_a \leq J_a (\beta - 2) 
\end{cases}
\]

This dissipations could be alternatively calculated classically integrating the electric power density \( J, E \) over the slab volume and considering a partial variation of the external field, instead of a complete cycle of variation, obtaining the same analytical functions of eq. (63), (64), (67) and (68). An example can be found in [6], whose results of the power losses are in perfect agreement with (64) and (68).

The Fig. 1 represents the behavior of the accumulated loss \( q_{\text{Med}} \) (normalized respect to the factor \( B_{\text{tot}}^2 / 2 \mu_0 \)) given by (63) and (67) for different values of the penetration factor \( \beta \).

Observing the slope of the curves in Fig. 1 or using eq. (64) and (68), it is easy to note that for a linear ramp of \( H_a \), the power is lower at the beginning of the ramp and increases with the square of the field variation, until, for \( \beta > 1 \), it remains constant when \( \Delta H_a < -2 J_a \). Because in most practical cases the condition \( |\Delta H_a| > 2 J_a \) is reached at the very beginning of the field variation, the power loss can be usually considered constant during all the cycle.

B. Cylinder parallel to the field

In this example we give the example of the one-dimensional model of an infinitely long (z-direction) cylinder of superconductor, centered in the origin of the axes, with radius \( a \) and an external field \( H_a \) parallel to z-direction. Again, the analytical calculation of the volumetric losses \( q \) during a closed loop with a total external field variation \( H_{\text{tot}} = B_{\text{tot}} / \mu_0 \), based on the so called critical state model can be found for example in [5], and here we just summarize the results:

\[
q = \begin{cases} 
\frac{B_{\text{tot}}^2}{2 \mu_0} \left( \frac{2 \beta^2}{3} \right) & \beta \leq 1 \\
\frac{B_{\text{tot}}^2}{2 \mu_0} \left( \frac{1}{3 \beta^2} \right) & \beta > 1 
\end{cases}
\]

where again the ratio \( \beta = B_{\text{tot}} / (2 \mu_0 J_a) \) represents the fraction of penetration of the flux field inside the cylinder (\( \beta \geq 1 \) means full penetration), and \( J_a \) is the critical current density of the cylinder, which is approximated constant during the field variation. The relation (69) is obtained with classical methods, i.e. integrating the electric power density \( J, E \) over the cylinder volume and considering a complete cycle of variation for the external field.

To calculate the dissipated heat using eq. (54), we need to find \( M \) and \( B \). Considering an external field \( H_a \) which is swinging from the highest value \( J_a \beta \) to the lowest value \( - J_a \beta \), the magnetization \( M \) in the cylinder is different for a partial or for fully penetrated field. According to the critical state model, for a partial penetrated field (\( \beta < 1 \)), the magnetization assumes a constant value in the central zone of the cylinder, whereas decreases or increases linearly (depending by the sign of the screening persistent current \( I \)) in the zone where the field penetrates. Using the normalized variable \( \gamma = 2 \mu_0 H_a / B_{\text{tot}} = H_a / (J_a \beta) \), it holds:

\[
M(r) = \begin{cases} 
- J_a \beta \gamma & 0 \leq \gamma \leq a (1 - \beta) \\
- a \frac{2 (1 - \beta) \beta}{2} & a (1 - \beta) < \gamma \leq a 
\end{cases}
\]

(70)

where \( \gamma \) is swinging from 1 to -1 in the first half-cycle.

Because the de-magnetizing field \( H_m \) is zero, \( B = \mu_0 H_a + \mu_0 M \). The dependence of \( M \) in eq. (70) respect to the variable \( r \), is linked to the variable \( \gamma \); consequently it is necessary to integrate first in \( r \) and later in \( \gamma \). From eq. (54) we can write:

\[
dq = \frac{\mu_0}{2 \pi a^2} \int_0^H dH_a \frac{dM}{d\gamma} \frac{dH_a}{d\gamma} 2 \pi r dr d\gamma
\]

(71)

where \( \frac{dH_a}{d\gamma} = J_a \beta \) and \( \frac{dM}{d\gamma} \) have to be calculated from eq. (70). Eq. (71) becomes:

\[
dq = \frac{B_{\text{tot}}^2}{2 \mu_0} \left( \frac{\beta}{8} (1 - \gamma)^4 - \frac{\beta^2}{24} (1 - \gamma)^6 \right) d\gamma
\]

(72)

Integrating eq. (72) from 1 to \( \gamma \) and changing the sign, we find the volumetric heat going out from the cylinder:

\[
q_{\text{Med}} = \frac{B_{\text{tot}}^2}{2 \mu_0} \left( \frac{\beta}{24} (1 - \gamma)^4 - \frac{\beta^2}{96} (1 - \gamma)^6 \right)
\]

(73)

The (73) represents the dissipated heat during the external field variation from the initial field \( J_a \beta \) (i.e. \( \gamma = 1 \)) to \( H_a = - J_a \beta \); when \( H_a = - J_a \beta \) (i.e. \( \gamma = -1 \)) the system has accomplished half cycle and this accumulated loss is exactly half value of the one in (69) with \( \beta \leq 1 \).

The case with \( \beta > 1 \) gives the following values for \( M(r) \): for \( 1 - 2/\beta \leq \gamma \leq 1 \):
\[ M(r) = \begin{cases} J_1 a \beta r \left[ 1 - \gamma + \frac{1}{\beta} \left( \frac{r}{a} - 1 \right) \right] & 0 \leq r \leq a \frac{2 - (1 - \gamma) \beta}{2} \\ J_0 \left( \frac{r}{a} \right) & a \frac{2 - (1 - \gamma) \beta}{2} < r \leq a \end{cases} \] (74)

Whereas for the last part of field variation, i.e. when 
\[-1 \leq \gamma < -1/2: \]
\[ M(r) = J_0 \left( \frac{r}{a} \right) \] (75)

Eq. (74) has to be used in eq. (71) to find the accumulated heat in the first part of field variation (\( \gamma \) decreasing from 1 to \(-1/2\)), whereas eq. (75) has to be used in eq. (71) to find the accumulated heat when \( \gamma \) decreases from \(-1/2\) to -1. After the integration first in \( r \) and later in \( \gamma \), we obtain:
\[ q_{\text{mec}} = \begin{cases} \frac{B_{z0}^2}{2 \mu_0} \left( \frac{\beta}{24} (1 - \gamma)^3 - \frac{\beta^2}{96} (1 - \gamma)^4 \right) & 1 - \frac{2}{\beta} \leq \gamma \leq 1 \\ \frac{B_{z0}^2}{2 \mu_0} \left( \frac{1 - \gamma}{6 \beta} - \frac{1}{6 \beta^2} \right) & -1 \leq \gamma < -1/2 \end{cases} \] (76)

Again this represents the heat dissipated by the system when the normalized-field \( \gamma \) decreases from 1 to the generic \( \gamma > -1 \); when \( \gamma = -1 \) the system has accomplished half cycle and the accumulated loss is exactly half value of the one in (69) for the case \( \beta > 1 \).

This dissipation could be alternately calculated classically integrating the electric power density \( J_E \) over the cylinder volume and considering a partial variation of the external field, instead of a complete cycle of variation, obtaining the same analytical functions of eq. (73) and eq.(76).

V. APPLICATIONS TO INTER-FILAMENTS LOSSES

In this paragraph we consider as example of application of eq. (54) and (55) the calculation of losses due to inter-filament coupling currents in composite superconductors induced by a transverse external field. A classic method to calculate this loss for uniform field variation is considering the Joule effect (ohmic dissipation) [17]. Here we recall the final results following the notation reported in [5]. The integration of the joule power over the strand gives the volumetric dissipated power \( p \) for inter filaments currents:
\[ p = \frac{2 B_i^2}{\mu_0} \tau \] (77)

where the time constant \( \tau \) is related to the filament twist pitch \( L \) and to the effective transverse resistivity of the matrix \( \rho_{\text{e}} \) by means of:
\[ \tau = \frac{\mu_0}{2 \rho_{\text{e}}} \left( \frac{L}{2 \pi} \right)^2 \] (78)

In eq. (77) \( B_i \) is the total internal field inside the strands, due to external field variation and to the a.c. currents, and in the above model it is assumed constant. The screening inter-filament currents produce an equivalent average magnetization for the strands, which according to the same model in [5] is:
\[ M = \frac{2 B_i}{\mu_0} \tau \] (79)

For calculating the same power using (55) we can use (79), were \( B = B_i \). It is then trivial to find the same result of (77).

VI. FINAL REMARKS

This alternative way to calculate heat or power loss in systems which can be treated as magnetized volume may be of great practical interest, for the simplicity of the relations (54) and (55). In the scientist community of superconducting magnet design these relations are used since few years [18]; however a general and theoretical assessment of their validity in any situation was lacking, especially when intended as instantaneous heat or instantaneous power and not only as average power over a cycle. The advantage respect to other classic methods is that if the curve \( M \) vs. \( B \) of the system is known, the calculation is quite direct. Of course this method is consistent with all other classic methods (the integration of \( J \cdot E \), for example) because they all descend from the same Maxwell equations and from the same material properties (critical state model for II type superconductor, for example).

If we consider the dependence of \( B \) respect to the current \( I \), a useful derivation of eq (55) to calculate the total dissipated power is:
\[ P_{\text{mec}} = -\frac{d I}{dt} \oint \left( \frac{\bar{M} \cdot d\bar{B}}{dV} \right) \] (80)

If a linear relation between \( B \) in volume \( V \) and the magnetic field \( B_0 \) in a specific point (as the bore of the magnet, for example) can be assumed (this is a very common case and it is a valid approximation in the region \( V \) occupied by superconducting coils, where the effect of the non-linearity of \( B \) for the magnetization contribution is much marginal), it holds:
\[ \frac{d\bar{B}}{dI} = \frac{\bar{B}}{B_0} \frac{dB_0}{dt} \] (81)

So (80) gives:
\[ P_{\text{mec}} = -\frac{d I}{dt} \frac{1}{B_0} \oint \left( \frac{\bar{M} \cdot d\bar{B}}{dV} \right) \] (82)

where \( dB_i/dI \) represents the slope of the load line in the point where \( B_0 \) is evaluated. The computation of the losses becomes now direct: when the dependence of \( M \) vs. \( B \) is given, the calculation can be easily done, for example with usual codes for magnetostatic analysis, integrating \( M(B) \cdot B \) (\( M \) and \( B \) are usually parallel) over the volume \( V \). An example of application of this method is given in [19].

VII. CONCLUSIONS

With a classical approach we have demonstrated how to calculate heat exchange during magnetizing process, for those systems where the internal energy due the magnetization can be stored in the elementary magnetic dipole orientation and variation only. It applies particularly for systems where the magnetization is due to screening currents like in superconductors or in eddy current problem. With the two examples in sections IV and V we have shown the agreement of the results with other classical approaches. In section VI we have shown the practical interest of this approach for the community.
devoted to magnet design. The present method to calculate heat in magnetic system is general and can be applied independently by type of field variation, as periodic or not-periodic variation, “fast” or “slow” variation. In principle it applies both for bulk and for composite materials, as well for twisted superconducting strands and cables, provided that the magnetization $M$ and the flux field $B$ can be calculated. It applies particularly well for all transient phenomena and for all the cases in which the magnetic variation is not periodic, so that the losses cannot be calculated as it is usually done in periodic a.c. problems. Despite their simplicity, relations (54) and (55) may offer an alternative and elegant method for calculating heat exchange or heat dissipation in magnetized materials.
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