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Abstract – We apply a recently developed technique to determine adapted coordinates for the sixth degree Landau-de Gennes potential, in which the potential is specially simple, to analyze the possibility of a direct transition between the fully symmetric state and a biaxial phase in nematic liquid crystals. Our results confirm, with simpler computations, results by Allender and Longa.

Copyright © EPLA, 2015

Introduction. – Biaxial phases in nematic liquid crystals [1,2] receive a continuing attention [3]. They have been approached theoretically in many different ways (see, e.g., [4–18]) and sought for experimentally [19,20]1, but many open questions still exist [3]2.

One of the widely debated questions concerns the possibility of a direct transition from the fully symmetric state to a stable biaxial phase, without an intermediate uniaxial phase (generically, the biaxial phase appears in between the prolate and the oblate uniaxial ones [23,24]). Even the simplest theoretical analysis, based on the sixth degree Landau-de Gennes (LdG) potential [25,26] – in the context of Landau theory of phase transitions [27,28] – presents many difficulties and intricacies [23,24].

In this letter, we want to apply a recently proposed method [29–31] for dealing with the Landau theory along the lines of the (Poincaré-like) canonical perturbation theory [32–35], and in particular its modifications (along the lines of “further normalization” [36–38] in the dynamical systems parlance) to deal with problems involving a phase transition [31].

The main idea to implement the first and key step is borrowed from Poincaré normal forms theory3 for Dynamical Systems [32–34], and consists in using covariant near-identity changes of coordinates [29–31]. This systematizes, using ideas by Michel [41,42] and other authors [43–45], an approach to simplification of Landau potentials which appears to have been pioneered by Gufan [46].

However, as we want to operate in a full neighborhood of the transition point, we should pay attention these changes of coordinates are well defined in all of such a region. An abstract discussion of this point would require to introduce “further normalization” of Poincaré normal forms [36–38]; however here we are concerned with a specifical physical application, and all of our computations will be completely explicit; it will thus suffice to check the considered transformations are not singular in the relevant region, and this will simply mean that no division by a factor $\lambda$ should ever appear, where $\lambda$ is the parameter related to the quadratic

1This presented substantial difficulties: the first experimental observation [21] came ten years after their theoretical prediction [1,2].

2A large body of research has been devoted to biaxial phases for liquid crystals made of molecules which are biaxial themselves, or even have a more complex shape (e.g., V-shaped, or tetrapodes [22]). The biaxial phases considered here could also be constituted by uniaxial molecules, as the order tensor $Q$ (see below) represents the quadrupolar moment of the molecular uniaxial distribution function.

3Application of the Poincaré theory also proved very effective in computing the spectra of simple molecules [39,40].
part of the LdG potential, hence controlling the local stability of the isotropic phase, scaled so that the critical value for the local change of stability is $\lambda = 0$.

**Landau theory for nematic liquid crystals.** – Nematic liquid crystals are described by a tensorial order parameter $Q$ [25,26]; more precisely, this is a real three-dimensional symmetric traceless matrix, hence parametrized by five real numbers and which can be put in correspondence with a five-dimensional vector $V = (z_1, \ldots, z_5) \in \mathbb{R}^5$,

$$Q = \begin{pmatrix} z_1 & z_2 & z_3 \\ z_2 & z_4 & z_5 \\ z_3 & z_5 & -(z_1 + z_4) \end{pmatrix}.$$ (1)

The theory is covariant under the adjoint action of $SO(3)$ on three-dimensional symmetric traceless matrices acting on $Q$; this is also described in terms of the five-dimensional $SO(3)$ representation acting on $V$.

It is well known that this admits two algebraically independent polynomial invariants, which hence also characterize orbits. A convenient choice for these is just

$$T_2 = (1/2) \text{Tr}(Q^2), \quad T_3 = (1/3) \text{Tr}(Q^3).$$ (2)

In terms of the components $z_i$, these read

$$T_2 = z_1^2 + z_2^2 + z_3^2 + z_4^2 + z_5^2 + z_1 z_4;$$

$$T_3 = z_1(z_2^2 - z_3^2 - z_5^2) - z_4(z_1^2 - z_2^2 + z_3^2) + 2z_2z_3z_5.$$ (3)

Here $T_2$ is related to $q = |Q| = \sqrt{(1/2)\text{Tr}(Q^2)}$, the amplitude of the order parameter $Q$, while $T_3$ is related to both $q$ and the measure of biaxiality $\omega$; more precisely, we have

$$T_2 = q^2, \quad T_3 = \frac{(1 - \omega)}{\sqrt{6}} q^3.$$ (4)

The inverse relations for (4) are of course

$$q = \sqrt{T_2}, \quad \omega = 1 - \sqrt{6 T_3^2/T_2};$$ (5)

we take (the second of) these as the definition of $\omega$.

We easily obtain from (3) that

$$\Delta := T_2^3 - 6 T_3^2 \geq 0,$$ (6)

which also entails

$$0 \leq \omega \leq 1.$$ (7)

Maximally biaxial states $\omega = 1$ correspond to $T_3 = 0$, while uniaxial states $\omega = 0$ correspond to $\Delta = 0$, i.e. to the boundary of the allowed region in the $(T_2, T_3)$-plane.

When describing nematic liquid crystals in terms of Landau theory [27,28] one uses the Landau-de Gennes (LdG in the following) potential [25]; on general grounds this is the most general invariant (under the adjoint $SO(3)$ action) sixth-order potential, and is therefore written as

$$\Phi = c_1 T_2 + c_2 T_3 + c_3 T_2^2 + c_4 T_2 T_3 + c_5 T_2^3 + c_6 T_3^2.$$ (8)

Here the $c_i$ are real parameters, generally depending on the physical parameters (temperature, pressure, etc); we require (for stability) $c_3 > 0$, $c_5 + 6c_6 > 0$. The state of the system is described by minima of $\Phi$. Obviously for $c_1 > 0$ the fully symmetric state $q = 0$ is locally stable, while this becomes locally unstable for $c_1 < 0$.

We will thus write $c_1 = -\lambda$, and consider $\lambda$ as the leading parameter in the main transition, taking place for $\lambda = 0$ as $\lambda$ is varied. We will assume that the other parameters $c_i$ are not varied; or at least that their variation is not relevant in the considered region and can be disregarded. Note that this requires they are not zero at the transition, i.e. we are not in a multi-critical case.

For $\lambda > 0$ the isotropic state is locally unstable; the full rotational symmetry is spontaneously broken, and the liquid crystals can in particular show uniaxial ($\omega = 0$) or biaxial ($\omega \neq 0$) states. These states can also be present for $\lambda < 0$ and a locally stable isotropic state, due to the appearance of lower energy configurations. Note that the transition can also be (and necessarily is for $\lambda < 0$) first order, i.e. the symmetry-breaking states can appear with nonzero amplitude.

A long-standing question [15,23,24] is if there can be stable branches of biaxial solutions branching off directly from the fully symmetric state $q = 0$ at $\lambda = 0$. This matter has been studied by several authors, but the question is still open. An answer in the positive was provided by Allender and Longa [24] in the frame of LdG theory, under rather restrictive conditions on the parameters.

**Change of variables; simplified LdG potential.** – We want to simplify the LdG potential (8) by using a *near-identity* covariant change of coordinates. Here near identity means this will be of the form

$$z_i = x_i + h_i(x),$$ (9)

with $h_i$ a nonlinear (polynomial) function of the $x$; covariant means that we should preserve the symmetry properties of the theory, and choose $h$ to transform in the same way as $V$ under the $G = SO(3)$ action. (Such a change of coordinates amounts to a nonlinear reparametrization of the tensor $Q$.)

Covariant vector polynomials (for short, *covariants*) under this $G$ action are well known; they are generated by two basic ones, *i.e. a linear one,*

$$F_1 = \mathbf{x} = (x_1, x_2, x_3, x_4, x_5)^T;$$

and a quadratic one,

$$F_2 = \begin{pmatrix} (x_1^2 + x_2^2 + x_3^2) - 2(x_1 x_4 + x_2^2 + x_5^2) \\ 3(x_1 x_2 + x_2 x_4 + x_3 x_5) \\ 3(x_2 x_5 - x_3 x_4) \\ (x_2^2 + x_4^2 + x_5^2) - 2(x_1^2 + x_2^2 + x_1 x_4) \\ 3(x_2 x_3 - x_1 x_5) \end{pmatrix}.$$ (10)

One can check there are four nontrivial branches — *i.e. $q \neq 0$— of critical points for $\Phi$; some of these might be un-physical, *i.e. with $q < 0$, depending also on the parameter values.*
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The product of a (scalar) invariant and a (vector) covariant is of course a covariant; thus the list of low-order covariant vectors is as follows:

\[ \mathbf{F}_1 = x, \mathbf{F}_2, \mathbf{F}_3 = T_3x, \mathbf{F}'_1^{(1)} = T_3x, \mathbf{F}'_1^{(2)} = T_3\mathbf{F}_2. \]

We will hence consider a change of variables of the form (9), with (it suffices to consider terms of degree not higher than four)

\[ \mathbf{h} = k_1 \mathbf{F}_2 + k_2 \mathbf{F}_3 + k_3 \mathbf{F}'_1^{(1)} + k_4 \mathbf{F}'_1^{(2)}. \]

Here the \( k_i \) are arbitrary real constants, to be chosen appropriately in a moment. It can be checked that with this, the LdG potential \( \Psi \) is changed into a potential of the same form, \textit{i.e.}

\[ \Phi = c_1 T_2 + \gamma_2 T_3 + \gamma_3 T_2^2 + \gamma_4 T_4 T_3 + \gamma_5 T_2^3 + \gamma_6 T_2^4 + O(x^7); \]

an explicit expression for the coefficients \( \gamma_i \) can be easily obtained with straightforward algebra. They become slightly simpler by assuming, as we do in the following, \( k_1 = 0 \); in this case they are given explicitly by

\[ \begin{align*}
\gamma_2 &= c_2, \\
\gamma_3 &= c_3 + 2c_1 k_2, \\
\gamma_4 &= c_4 + 3c_2 k_2 + 2c_1 k_3 + 9c_1 k_4, \\
\gamma_5 &= c_5 + c_1 k_2^2 + 4c_3 k_2 + 2c_2 k_4, \\
\gamma_6 &= c_6 + 3c_2 k_3.
\end{align*} \]

We would then like to choose the \( k_i \) so to have as simple as possible a potential \( \Phi \). By this we mean one would like to eliminate some of the terms (\textit{i.e.}, get some of the \( \gamma_i \) to vanish). Note however that in order to guarantee thermodynamic stability of the theory, \( \Phi \) should be convex for large \(|x|\). A simple way to guarantee this is by having \( \eta |x|^{2k} \) (in this case with \( k = 3 \)), where \( \eta \) is some positive constant, as the highest-order term.

We will work under the nondegeneracy assumption

\[ c_2 \neq 0; \]

this means that at the phase transition the next-to-leading-order term is not vanishing. In some of our considerations we will also assume, for the sake of simplicity in the discussion, that \( c_3 \neq 0 \).

It is easily checked that requiring

\[ \gamma_4 = 0, \quad \gamma_5 = 1, \quad \gamma_6 = 1 \]

admits a solution for \( k_2, k_3, k_4 \) which is easily computed by an algebraic manipulation program; full formulas are rather bulky and thus omitted, but disregarding contributions of order \( \lambda \), we get

\[ \begin{align*}
k_1 &= 0, \\
k_2 &= -\frac{c_4}{3c_2} + O(\lambda), \\
k_3 &= \frac{1 - c_6}{3c_2}, \\
k_4 &= \frac{3c_2 + 4c_3 c_4 - 3c_2 c_5}{6c_2^2} + O(\lambda).
\end{align*} \]

With this choice we obtain

\[ \begin{align*}
\gamma_2 &= c_2, \\
\gamma_3 &= c_3 + [(2c_4)/(3c_2)] \lambda + O(\lambda^2), \\
\gamma_4 &= 0, \\
\gamma_5 &= 1, \\
\gamma_6 &= 1.
\end{align*} \]

The full expression for \( \gamma_3 \) is rather involved and not reported here; note that for \( c_3 \neq 0 \) the sign of \( \gamma_3 \) at small \( \lambda \) is just that of \( c_3 \), while for \( c_3 = 0 \) it depends on the signs of \( c_2 \) and \( c_4 \).

Hence the LdG potential is reduced to

\[ \tilde{\Phi} = -\lambda T_2 + \gamma_2 T_3 + \gamma_3 T_2^2 + T_2^3 + T_2^4. \]

In terms of the physical \((q, \omega)\) variables this reads

\[ \tilde{\Phi} = -\lambda q^2 + \frac{\gamma_2}{\sqrt{6}} (1 - \omega) q^3 + \gamma_3 q^4 + \left[ 1 + \frac{1}{6} (1 - \omega)^2 \right] q^6. \]

Note that with this choice, and the notation introduced above, we get \( \eta = 1 + [(1 - \omega)^2/6] \); in view of (7) this satisfies \( 1 \leq \eta \leq 7/6 \).

It is maybe worth remarking that the reduced potential depends essentially on \( c_2 \) and \( c_3 \), while dependence on other parameters is rather weak and embodied in \( \gamma_3 \). Recalling that this simplified potential is valid in a neighborhood of the transition point and for small \(|q|\), the fact that only lower-order terms are relevant is certainly not a surprise\(^5\).

It should be stressed that the nonlinear changes of coordinates considered here produce higher-order terms; in our procedure we are only considering terms up to order six, \textit{i.e.} we are truncating the simplified LdG potential. This amounts to considering a perturbation (small if working near zero) of the original potential. It is in principles possible that the perturbed (\textit{i.e.}, truncated) potential will display a qualitatively different set of critical points than the original one, but, if this happens, it means that the original LdG potential was \textit{not} structurally stable. This appears not to be the case here.

\textbf{Study of the simplified LdG potential (15).} – We should now study the potential (15), and in particular its minima. It is convenient to perform this study in orbit space, \textit{i.e.} directly with the coordinates \( T_2, T_3 \) \[41,42\].

Critical points are identified as solutions to

\[ \begin{align*}
\frac{\partial \Phi}{\partial T_2} &= -\lambda + 2 \gamma_2 T_3 + 3 T_2^2 = 0, \\
\frac{\partial \Phi}{\partial T_3} &= \gamma_2 + 2 T_3 = 0;
\end{align*} \]

\footnote{Degenerate (multi-critical) situations, with (13) not holding or with some of the higher coefficients vanishing at the transition point, can be analyzed along the same lines.}
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these yield immediately

\[ T_2 = \frac{1}{3} \left( -\gamma_3 + \alpha \sqrt{\gamma_3^2 (1 + \mu)} \right), \quad T_3 = -\frac{\gamma_2}{2}; \]  

(17)

here and in the following \( \alpha = \pm 1 \) and we write

\[ \mu = 3 \lambda / \gamma_3^2. \]  

(18)

The solutions (17) exist only for \( \mu \geq -1 \); this will be understood without further notice from now on. It should also be stressed that \( T_2 = q^2 \) requires \( T_2 \geq 0 \) for the solutions to be physically relevant, see fig. 1.

Our discussion will depend on the signs of \( \alpha \) and of \( \gamma_3 \); it is thus convenient to write \( \gamma_3 = \sigma g \) with \( g = |\gamma_3| \geq 0 \) and \( \sigma = \pm 1 \). It will also be convenient to write \( g = 3K^2 \), i.e. \( \gamma_3 = 3\sigma K^2 \) (say with \( K > 0 \)).

In this way the solutions (17) read simply

\[ T_2 = K^2 \left( -\sigma + \alpha \sqrt{1 + \mu}\right), \quad T_3 = -\frac{\gamma_2}{2}. \]  

(19)

We thus have again — as for the original LdG potential — four nontrivial branches, indexed by the signs of \( \alpha \) and \( \sigma \); some of these might be un-physical \((q < 0)\), also depending on the parameters values, see fig. 1 and the discussion below.

Note that \( dt_2/d\mu = \alpha [K^2 / (2\sqrt{1 + \mu})] \), i.e. \( T_2 \) is strictly increasing (decreasing) with \( \mu \) for \( \alpha = 1 \) (for \( \alpha = -1 \)).

The local stability of the solutions (17), (19) can be simply analyzed by considering the Hessian \( H \) for the potential (15) at these solutions. With trivial computations, \( H \) and its eigenvalues \( \zeta \) are given by

\[ H = \begin{pmatrix} 2\gamma_3 + 6T_2 & 0 \\ 0 & 2 \end{pmatrix}; \quad \zeta_1 = 2, \quad \zeta_2 = 2(\gamma_3 + 3T_2); \]  

(20)

thus along the solutions (17) we have

\[ \zeta_2 = \alpha \sqrt{\frac{2}{3}} (1 + \mu) = 3\alpha K^2 \sqrt{1 + \mu}. \]  

(21)

In conclusion, the solutions with \( \alpha = 1 \) (\( \alpha = -1 \)) are always locally stable (unstable).

We thus have four different branches of nontrivial solutions, indexed by the signs of \( \alpha \) and \( \sigma \); these will be denoted as \( S^{(\pm \pm)} \). As mentioned above, \( T_2 = q^2 \) should be positive to have physical meaning; it is immediately seen that for \( \mu > 0 \) only \( \alpha = +1 \) is allowed. Similarly, for \( \mu < 0 \), only \( \sigma = -1 \) is allowed. Thus \( S^{(+-)} \) is allowed for all \( \mu > -1 \), while \( S^{(++)} \) only for \( \mu \geq 0 \) and \( S^{(--)} \) only for \( \mu \leq 0 \); the latter one is locally unstable and thus not of physical interest.

Let us now consider the \((q, \omega)\) variables. It follows immediately from \( q = \sqrt{T_2} \) that

\[ q = K \sqrt{-\sigma + \alpha \sqrt{1 + \mu}}; \]  

(22)

this produces, once the signs of \( \alpha \) and \( \sigma \) are chosen, a “universal” behavior for

\[ \chi := q/K = \sqrt{-\sigma + \alpha \sqrt{1 + \mu}}. \]  

(23)

In the limit \( \mu \rightarrow 0 \) we get \( q \ightarrow K\alpha / \sqrt{\alpha - \sigma} \); thus we have solutions branching off the fully isotropic one for \( \alpha = \sigma \).

We will also have solutions which are not branching off the fully isotropic one, corresponding to \( \sigma = -\alpha \) as in \( S^{(+-)} \).

As for \( \omega \), it follows from (5) that

\[ \omega = 1 - \frac{|\gamma_2|}{\alpha K^2} \left( \frac{1}{2} \left( \frac{1}{\sqrt{1 + \mu - \sigma}} \right)^{3/2} \right). \]  

(24)

For given \( \alpha \) and \( \sigma \) we have a “universal” behavior for

\[ \theta := \sqrt{\frac{2}{3}} K^3 (1 - \omega) = \frac{1}{\alpha} \left( \frac{1}{\sqrt{1 + \mu - \sigma}} \right)^{3/2}. \]  

(25)

It is immediately seen that if \( \sigma = 1 \) then \( \omega \) is singular for \( \mu \rightarrow 0 \), so that (7) is surely not satisfied at the branching point \( \mu = 0 \) (it might be satisfied for larger values of \(|\mu|\)).

For \( \sigma = -1 \) the requirement (7) can be satisfied for \( \mu \rightarrow 0 \) provided \( \alpha = 1 \) and depending on the values of \( \gamma_3 \) and of \( K \), i.e. for \( 4K^3 \geq |\gamma_2|/\sqrt{3} \). Recalling \( K = \sqrt{|\gamma_3|/3} \) this reads

\[ 4|\gamma_3|^{3/2} \geq 9|\gamma_2|. \]  

(26)

The situation is summarized in table 1, where “loc stab” stands for locally stable, and \((q_0, \omega_0)\) is the limit of \((q, \omega)\) for \( \mu \rightarrow 0 \).

It is clear from the table that no continuous (second-order) transition from the isotropic to a new stable state satisfying the \( \omega \)-condition (7), hence (26), is allowed at

<table>
<thead>
<tr>
<th>( S^{(++)} )</th>
<th>( S^{(+ -)} )</th>
<th>( S^{(- +)} )</th>
<th>( S^{( - -)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>loc stab</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>( q_0 = 0 )</td>
<td>yes</td>
<td>no</td>
<td>see (26)</td>
</tr>
<tr>
<td>( 0 \leq \omega_0 \leq 1 )</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>
\[ \lambda = 0. \] On the other hand, other types of transitions could and will be possible.

We stress that table 1 considers the \( \omega \)-condition (7) only at the branching point \( \mu = 0 \). It is well possible that a solution does not fulfill it at \( \mu = 0 \) but complies with it at larger values of \( |\mu| \).

For general values of \( \mu \), the condition (7) is better studied via the equivalent formulation (6). On solutions this reads

\[ \Delta = K^6 \left( \alpha \sqrt{1 + \mu - \sigma} \right)^3 - (3/2) \gamma_2^2; \tag{27} \]

thus (6) requires

\[ \left( \alpha \sqrt{1 + \mu - \sigma} \right)^3 \geq 3 \frac{\gamma_2^2}{2K^6} = \frac{81}{2} \frac{\gamma_2^2}{|\gamma_3|^3}. \tag{28} \]

Looking back at (6), it is clear that the \( \omega \)-condition is satisfied for \( |T_3| \leq \sqrt{T_2^2/6} \) (with \( \omega = 0 \) on the boundary of this region); on the other hand, we know that \( T_2 \) is monotone with \( \mu \), and that on solutions \( T_3 = -\gamma_2/2 \). Thus (see fig. 2) the \( \omega \)-condition is satisfied along the solution for

\[ |T_2| \geq L := \left( \frac{3}{2} \gamma_2^2 \right)^{1/3}. \tag{29} \]

The condition (29) will provide different conditions on the values of \( \mu \) for different solutions, \( i.e. \) for different signs of \( \alpha \) and \( \sigma \). At a given \( \mu \), the stable physical state will be the one with the lowest energy among those satisfying the \( \omega \)-condition.

In view of (29) the limit value \( \mu_+^* \) (which will be a lower limit for \( \alpha = 1 \)) of \( \mu \) for the \( \omega \)-condition to be satisfied on the solution \( S_{(+\pm)} \) is\(^7\)

\[ \mu_+^* = \frac{L (L + 2 \sigma K^2)}{K^4}. \tag{30} \]

Note that \( \mu_+^* > 0 \), and it is always \( \mu_-^* < \mu_+^* \).

We should now evaluate the energy of states corresponding to the solutions \( S_{(+\pm)} \). On these the simplified potential (15) is trivial for \( K = 0 \), and for \( K \neq 0 \) it reads

\[ \Phi_\sigma = K^6 \left( 2 + 3 \mu \right) \sigma - 2 \sqrt{(1 + \mu)^\gamma} \frac{\gamma_2^2}{4K^6}. \tag{31} \]

Note that \( \Phi_+ \) is defined for \( \mu \geq 0 \), while \( \Phi_- \) for \( \mu \geq -1 \); when both of them are defined (\( \mu \geq 0 \)), then \( \Phi_+ - \Phi_- = 2K^6(2 + 3\mu) > 0 \). Thus (recalling also \( \mu_-^* < \mu_+^* \)) the competition for the lower energy is always between the isotropic state \( S_0 \), with energy \( \Phi_0 = 0 \), and the state identified by \( S_- \) with energy

\[ \Phi_- = -K^6 \left[ \frac{\gamma_2^2}{(4K^6)} + \left( 2 + 3\mu + 2(1 + \mu)^{3/2} \right) \right]; \tag{32} \]

for \( \mu > 0 \) it is always \( \Phi_- < \Phi_0 = 0 \), but it is clear this will also hold for some range of negative \( \mu \), \( i.e. \) for \( \mu > \mu_0 \) with \( \mu_0 < 0 \).

We conclude that the state described by the solution \( S_{(+\pm)} \) exists for \( \mu \geq \mu_-^* \), and is stable for \( \mu > \max(\mu_-^*, \mu_0) \). As seen above, both \( \mu_-^* \) and \( \mu_0 \) are strictly negative; thus there is always a range of negative \( \mu \) (hence negative \( \lambda \)) for which the symmetry-breaking solution is stable.

If \( \mu_-^* > \mu_0 \), the symmetry-breaking solution will appear with \( \omega = 0 \) and will then grow into a solution with \( \omega \neq 0 \); but if instead \( \mu_-^* < \mu_0 \), the symmetry-breaking solution will appear with \( \omega \neq 0 \). That is, in this case we have a direct transition to a biaxial phase. We would of course like to have some information about the range of parameters allowing for such a situation. Noting that

\[ \frac{d\Phi_-}{d\mu} = -K^6 \left( 1 + \sqrt{1 + \mu} \right) < 0, \tag{33} \]

it suffices to investigate if \( \Phi_* := \Phi_-(\mu_-^*) \) is positive (in which case \( \mu_0 > \mu_-^* \)) or negative (in which case \( \mu_0 < \mu_-^* \)).

Writing \( \eta := \left| (L - K^2)/K^2 \right| \), it results

\[ \Phi_* = -\frac{L^3}{6} - 2(1 + \eta)K^6 - L^2(3 + 2\eta)K^2 + 2L(3 + 2\eta)K^4. \tag{34} \]
A numerical investigation (see fig. 3) shows that there is a range of parameters for which this is positive.

Conclusions. – Considering Poincaré-like changes of coordinates holding in a full neighborhood of \( \lambda = 0 \), the LdG potential of degree six, depending on six parameters, can be led to a form involving only three parameters. The dependence on a smaller number of parameters allows to perform easily a perturbation analysis near \( \lambda = 0 \), at least under the nondegeneracy assumption (13); this amounts to requiring that the next-to-leading-order term does not vanish together with the leading-order term and is thus a natural —and generically satisfied— condition.

We have showed that under this hypothesis —and within the sixth-degree Landau-de Gennes theory— when passing to the simplified LdG potential there is no stable biaxial solution branching off directly from the fully symmetric state via a second-order transition. On the other hand, depending on the relation between the two critical parameters \( \mu^* \) and \( \mu_0 \) defined above, there can be a direct first-order transition from the fully isotropic to a biaxial phase.

This result should be compared with the one reported by Allender and Longa [24]: they found that a stable biaxial phase is present, and a direct transition from the fully isotropic state to this phase is possible, for certain values of the parameters. Thus our approach obtains the same qualitative results as the standard one in this case.

***
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