I. INTRODUCTION

The transverse polarization of $\Lambda$ and $\bar{\Lambda}$ hyperons is measured using proton-proton collisions at a center-of-mass energy of 7 TeV, using the data collected by the ATLAS experiment at the Large Hadron Collider (LHC). The $\Lambda$ hyperons are spin-1/2 particles and their polarization is characterized by a polarization vector $\vec{P}$. Its component, $P$, transverse to the $\Lambda$ momentum is of interest since for hyperons produced via the strong interaction parity conservation requires that the parallel component is zero. Following the definition used by previous proton-proton and proton-nucleon fixed-target experiments [1–5] and an experiment at the CERN Intersecting Storage Rings (ISR) [6], the polarization is measured in the direction normal to the production plane of the $\Lambda$ hyperon:

$$\vec{n} = \hat{p}_{\text{beam}} \times \vec{P},$$

where $\hat{p}_{\text{beam}}$ is aligned with the direction of the proton beam and $\vec{P}$ is the $\Lambda$ momentum.

The polarization is measured as a function of the $\Lambda$ transverse momentum with respect to the beam axis, $p_T$, and the Feynman-x variable $x_F$ defined as $x_F = p_z/p_{\text{beam}}$, where $p_z$ is the $z$ component of the $\Lambda$ momentum and $p_{\text{beam}} = 3.5$ TeV is the proton beam momentum. ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the $z$ axis along the beam pipe. The $x$ axis points from the IP to the center of the LHC ring, and the $y$ axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$. Since the LHC collides proton-proton beams, the orientation of the $\hat{p}_{\text{beam}}$ direction is arbitrary, which implies the following symmetry of the transverse polarization:

$$P(-x_F) = -P(x_F).$$

In this analysis, the unit vector $\hat{p}_{\text{beam}}$ is chosen to point in the direction of the $z$ axis of the ATLAS coordinate system for the $\Lambda$ and $\bar{\Lambda}$ hyperons with positive rapidity and in the opposite direction otherwise. For consistency, $x_F$ is treated as positive in both hemispheres. Equation (1) implies that the polarization for $x_F = 0$ is zero.

The decays $\Lambda \to p\pi^-$ and $\bar{\Lambda} \to \bar{p}\pi^+$ are used to measure the polarization of $\Lambda$ and $\bar{\Lambda}$. In the rest frame of the mother particle, the angle $\theta^*$ between the decay proton (antiproton) and the direction $\hat{n}$ follows the probability distribution:

$$g(t; \alpha) = \frac{1}{2} (1 + \alpha t),$$

where $t = \cos \theta^*$, $\alpha = 0.642 \pm 0.013$ is the world average value of the parity-violating decay asymmetry for the $\Lambda$ [7,8]. Assuming CP conservation, the value of $\alpha$ for the $\bar{\Lambda}$ decay is of the same magnitude as for the $\Lambda$ with an opposite sign.

Large polarization of $\Lambda$ hyperons (up to 30%) was observed in inclusive proton-proton and proton-nucleon collisions by previous experiments [1–6]. These results are inconsistent with perturbative QCD (pQCD) calculations [9] that predict much smaller polarization values. On the other hand, the $\bar{\Lambda}$ polarization was measured to be
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consistent with zero by all previous experiments [1–6].

Many models [10] have been proposed to explain the origin of hyperon polarization; however, while some models have been successful in explaining the behavior of one member of the hyperon family, no model has been successful in explaining the behavior of all.

The ATLAS measurement covers a different range in $x_F$ and is for a different center-of-mass energy than the previous results. The center-of-mass energy for this measurement is 7 TeV compared to about 40 GeV of the fixed-target experiments [1–5] and 62 GeV at the ISR collider [6].

The $x_F$ coverage of the experiments is different due to the different geometrical acceptances: while the fixed-target experiments covered an $|x_F|$ region of roughly 0.01–0.6, in this analysis $\Lambda$ hyperons are reconstructed with $x_F$ ranging from zero to about 0.01. Furthermore, since most of hyperons are produced at low $|x_F|$, in the current data sample enough events are collected only up to $|x_F| \approx 0.002$.

The previous experiments have observed some common features of the $\Lambda$ polarization:

(i) the magnitude of the $\Lambda$ polarization increases with $p_T$ until it saturates at about 1 GeV;

(ii) the magnitude of the $\Lambda$ polarization decreases with decreasing $|x_F|$;

(iii) the $\Lambda$ polarization does not depend strongly on the center-of-mass energy, tested up to $\sqrt{s} \approx 40$ GeV.

Although no successful model of $\Lambda$ polarization exists to date, one can extrapolate the results of the previous experiments into the $x_F$ range covered by this analysis assuming no dependence on collision energy (using e.g. the fit to data in Ref. [2]). Such an extrapolation suggests that a vanishingly small polarization should be seen for small $x_F$ at the LHC.

II. THE ATLAS EXPERIMENT

ATLAS [11] is a general-purpose detector that covers a large fraction of the solid angle around the IP with layers of tracking detectors, calorimeters, and muon chambers. This measurement makes use of the innermost subsystem called the inner detector (ID). The ID, which serves as a tracking detector, is situated in a magnetic field of about 2 T generated by a superconducting solenoid. Charged-particle tracks are reconstructed with $p_T > 50$ MeV and in the pseudorapidity range of $|\eta| < 2.5$. The ID consists of two types of silicon detectors (pixel and microstrip) and a gas-filled detector with a transition radiation detection capability, called the transition radiation tracker (TRT). The ID forms a cylinder 7 m long with a diameter of 2.3 m. Pixel detectors form three cylindrical layers surrounding the IP and three disks on each side of the detector. Microstrip detectors are arranged in four cylindrical layers (with each module consisting of two silicon wafers) and nine disks in each of the forward regions. The silicon detectors extend to a distance of 50 cm from the beam axis. The TRT consists of multiple layers of gas-filled straw tubes oriented parallel to the beam in the central region and perpendicularly in the forward regions. Typically, three pixel layers and eight microstrip layers (providing four space points) are crossed by each track originating at the collision point. A large number of tracking points (typically 36 per track) are provided by the TRT.

Events are selected for collection using the minimum bias trigger scintillators (MBTS) [12] located between the ID and the calorimeters on both sides of the detector. Each of the scintillators is divided into two rings in pseudorapidity (2.09 $< |\eta| < 2.82$ and 2.82 $< |\eta| < 3.84$) and eight sectors in $\phi$. The MBTS trigger selects non-diffractive and diffractive inelastic collision events by detecting forward particle activity in the event.

III. DATA SAMPLES AND EVENT SELECTION

A. Experimental data

This study uses data collected at the beginning of the year 2010 since they have on average only about 1.07 inelastic proton-proton collisions per bunch crossing and tracks are reconstructed with a lower $p_T$ threshold than used in later runs. The integrated luminosity of the data set is 760 $\mu$b$^{-1}$. Events must pass the trigger selection requiring at least one hit in either of the two MBTS sides. This trigger has nearly 100% efficiency for events with more than three tracks [12]. Events containing at least one reconstructed collision vertex built from at least three tracks are further analyzed. If there is more than one collision vertex in the event, the one with the largest sum of track $p_T^2$ is used as the primary vertex (PV).

Long-lived two-prong decay candidates ($V^0$) are reconstructed by refitting pairs of oppositely charged tracks with a common secondary vertex constraint. The invariant mass of the $V^0$ candidate is calculated using the hypotheses $\Lambda \rightarrow p\pi^-$, $\Lambda \rightarrow \bar{p}\pi^+$, $K^0_S \rightarrow \pi^+\pi^-$, and $\gamma \rightarrow e^+e^-$ by assigning the mass of the proton, pion, or electron to tracks. Since ATLAS has limited capability to identify protons and pions in the $p_T$ range relevant to this analysis, the invariant mass is the main criterion to distinguish between different $V^0$ decays.

The $\Lambda$ decay vertex is required to lie within the volume enclosed by the last layer of the silicon tracking detectors, which restricts the transverse decay distance of $\Lambda$ to about 45 cm. Hyperons that decay outside of this volume (about 15%) are not reconstructed.

B. Monte Carlo simulation

Monte Carlo (MC) simulation is used to estimate effects of the detector efficiency and resolution. A sample of $20 \times 10^5$ minimum bias events was generated with PYTHIA 6.421 [13] using the ATLAS minimum bias tune (AMBT1) [14] and MRST2007LO* parton distribution functions [15]. In addition, $70 \times 10^6$ simulated single-$\Lambda$ events are combined with the minimum bias sample. The GEANT4
package [16] is used to simulate the propagation of generated particles through the detector [17]. Geant4 also handles decays of long-lived unstable particles, such as pions, kaons, and Λ hyperons. It decays Λ and Λ̅ hyperons with a uniform angular distribution, which corresponds to zero polarization. The samples are reconstructed using software with a configuration consistent with the one used for the data. Differences between the reconstruction performance for Λ and Λ̅ in the minimum bias and single-Λ MC samples are found to be negligible.

The main differences between Λ and Λ̅ hyperons are in their production cross sections and in the interaction of the decay proton and antiproton with the detector material. However, the predicted distributions of the decay angle are consistent between these samples. Therefore, the simulated samples of Λ and Λ̅ are combined.

C. Signal selection

The simulated sample is used to optimize the selection requirements employed to separate samples of Λ and Λ̅ decays from background. Two types of background are considered. The combinatorial background consists of random combinations of oppositely charged tracks, usually originating at the PV, that mimic a Λ decay. The physics background consists of $K_S^0$ decays and $γ → e^+ e^−$ conversions that are misidentified as Λ.

Three main sets of selection criteria are used to address these backgrounds. The first type is aimed at selecting candidates that are reconstructed with good quality by requiring a vertex fit probability greater than 0.05. The second category includes requirements on the Λ transverse decay distance significance ($L_{xy}/σ_{L_{xy}} > 15$) and Λ impact parameter significance ($a_0/σ_{a_0} < 3$). The transverse decay distance $L_{xy}$ is defined as a projection of the vector connecting the primary and secondary vertices onto the Λ direction, where only $xy$ vector components are taken into account. The Λ impact parameter $a_0$ is defined as a shortest distance (in three dimensions) between the PV and the line aligned with the Λ momentum. Uncertainties of $L_{xy}$ and $a_0$ are denoted $σ_{L_{xy}}$ and $σ_{a_0}$, respectively. These two requirements suppress combinatorial backgrounds due to particles originating at the PV and secondary interactions with the detector material. The third type of selection criteria aims to reduce physics background by removing candidate vertices in the $K_S^0$ invariant mass window ($480 < m_{ee} < 515$ MeV) and photon conversion candidates ($m_{ee} < 75$ MeV).

The fiducial phase space for the Λ (Λ̅) candidates is defined by the following requirements: $0.8 < p_T < 15$ GeV, $5 \times 10^{-5} < x_F < 0.01$, and $|η| < 2.5$. The majority of reconstructed candidates (90%) falls into these intervals. The lower bound of the $x_F$ range is chosen to remove candidates whose rapidity sign can be mismeasured due to detector resolution.

Furthermore, only candidates with an invariant mass in the range $1100 < m_{ππ} < 1135$ MeV are analyzed. The signal region is defined as $1105 < m_{ππ} < 1127$ MeV and the ranges $1100 < m_{ππ} < 1105$ MeV and $1127 < m_{ππ} < 1135$ MeV are referred to as sidebands.

With these selection criteria, 423 498 Λ and 378 237 Λ̅ candidates are selected in the full mass range in data. The difference between the two numbers is caused by different production cross sections for Λ and Λ̅ (which is less than 5% [18]), different absorption cross sections with the detector material, and differences in the reconstruction efficiencies at low $p_T$. The average $p_T$ of the selected candidates is 1.91 GeV and the average $x_F$ is 0.001. No candidate is successfully selected under both the Λ and Λ̅ hypotheses.

D. Weighting of simulated samples

The simulated samples are adjusted by event weighting to improve agreement with data (kinematic weight) and to allow assignment of different polarizations to the Λ hyperons (polarization weight).

The kinematic weight is expressed as a function of $p_T$ and η of the Λ hyperons and the longitudinal position of the PV, $z_{PV}$. It is calculated as a ratio of data to MC distributions. Since $p_T$ and η are correlated, a two-dimensional weight histogram $w(p_T, η)$ is used. A single-variable weight histogram $w(z_{PV})$ is used to correct the PV position. The final kinematic weight is expressed as a product, $w(p_T, η, z_{PV}) = w(p_T, η)w(z_{PV})$. Both data and MC histograms are constructed using events in the signal region. For the data, distributions of events in the sidebands are subtracted from the signal region to approximate signal-only distributions. The signal fraction used for the background subtraction is determined in the mass fit described in Sec. V. To regularize the weight function, values are linearly interpolated between the bin centers of the weight histograms. In data, the Λ and Λ̅ samples are kept separate. Therefore, the kinematic weights are computed separately for the observed Λ and Λ̅ distributions. Data and weighted MC-event distributions of $p_T$, η, rapidity, and transverse decay distance of the hyperons were compared to ensure that the corrected samples describe the data well. In addition, distributions of the number of hits in the silicon detectors and the transverse momenta of the vertex-refitted final-state tracks were also compared between data and simulation and found to be in agreement.

Since the original MC sample is unpolarized, an event weight of

$$w_p(t) = 1 + αp_T,$$  \hspace{1cm} (3)

where $t = \cos θ^∗$, is applied together with the kinematic weight to include the polarization in the MC sample. The final event weight is expressed as a product of the kinematic and polarization weight. The weight function can be
factorized in this way since distributions of $p_T$, $x_F$, and the transverse momenta of individual tracks are found to be unaffected by the decay angle reweighting.

**IV. MEASUREMENT STRATEGY**

The polarization is measured by analyzing the angular distribution of the $\Lambda$ and $\bar{\Lambda}$ decay products. For reconstructed decays, Eq. (2) is modified by detector efficiency and resolution effects:

$$g_{\text{det}}(t'; P) \propto \frac{1}{2} \int_{-1}^{1} dt' (1 + aPt') R(t', t),$$

where $t' = \cos \theta_{\text{det}}$ is the cosine of the measured decay angle, $e(t)$ is the reconstruction efficiency, and $R(t', t)$ is the resolution function, which is convolved with the decay angle distribution. Both the efficiency and the resolution functions are obtained from the MC simulation, as explained later. The typical resolution of the cosine of the $\Lambda$ decay angle is 0.03.

The method of moments is used to extract the value of the polarization $P$. It exploits the fact that, for any value of $P$, the first moment of Eq. (4) can be expressed as a linear combination of the first moments of distributions with polarization $P = 0$ and $P = 1$:

$$E(P) = \int_{-1}^{1} dt' t' g_{\text{det}}(t'; P)$$

$$= E(0) + [E(1) - E(0)]P.$$

The moments $E(0)$ and $E(1)$ can be estimated using MC simulation as averages of the reconstructed decay angle values for samples with polarization 0 and 1.

To correct for the background contribution, the first moments are calculated separately in the signal and sideband regions. It is assumed, and verified with the MC simulation, that the first moment of the angular distribution of the background, $E_{\text{bkg}}$, is consistent with being independent of $m_{px}$. The value measured in the sidebands is therefore used for the signal region. Given the values of $P$ and $E_{\text{bkg}}$, the expected first moment in each of the three mass regions can therefore be expressed as

$$E^{\text{exp}}_{i}(P, E_{\text{bkg}}) = f_{i}^{\text{sig}} \{ E^{\text{MC}}_{i}(0) $$

$$+ [E^{\text{MC}}_{i}(1) - E^{\text{MC}}_{i}(0)]P \}$$

$$+ (1 - f_{i}^{\text{sig}}) E_{\text{bkg}},$$

where $E^{\text{MC}}_{i}(0)$ and $E^{\text{MC}}_{i}(1)$ are the first moments of the angular distributions for $P = 0$ and $P = 1$, respectively, estimated using the MC simulation, and $f_{i}^{\text{sig}}$ are the corresponding signal fractions in each of the three mass regions, denoted by index $i = 1, 2, 3$.

The values of $P$ and $E_{\text{bkg}}$ are extracted using a least-squares fit, i.e. by minimizing

$$\chi^2(P, E_{\text{bkg}}) = \sum_{i=1}^{3} \frac{[E_i - E_{i}^{\text{exp}}(P, E_{\text{bkg}})]^2}{\sigma_{E_i}^2},$$

where $E_i$ are the first moments of the angular distributions measured in data and $\sigma_{E_i}$ are the corresponding statistical uncertainties. Only $P$ and $E_{\text{bkg}}$ are treated as free parameters in the fit. The signal fractions $f_{i}^{\text{sig}}$ and the first moments of the simulated angular distributions $E_{i}^{\text{MC}}(0)$ and $E_{i}^{\text{MC}}(1)$ are fixed.

**V. SIGNAL FRACTION EXTRACTION**

Fits to the $\Lambda$ and $\bar{\Lambda}$ invariant mass distributions are used to extract the signal fraction in the signal region and the two sidebands. A two-component mass probability density function is used:

$$\mathcal{M}(m_{px}) = f_{\text{sig}} \mathcal{M}_{\text{sig}}(m_{px}) + (1 - f_{\text{sig}}) \mathcal{M}_{\text{bkg}}(m_{px}),$$

where $\mathcal{M}_{\text{sig}}(m_{px})$ and $\mathcal{M}_{\text{bkg}}(m_{px})$ denote the signal and background components, respectively. The signal component is defined as a triple asymmetric Gaussian distribution:

$$\mathcal{M}_{\text{sig}}(m_{px}) = f_{1} \mathcal{G}(m_{px}; m_{\Lambda}, \sigma_{1}^{L}, \sigma_{1}^{R})$$

$$+ (1 - f_{1})[f_{2} \mathcal{G}(m_{px}; m_{\Lambda}, \sigma_{2}^{L}, \sigma_{2}^{R})$$

$$+ (1 - f_{2}) \mathcal{G}(m_{px}; m_{\Lambda}, \sigma_{2}^{L}, \sigma_{2}^{R})],$$

where $\mathcal{G}(m_{px}; m_{\Lambda}, \sigma^{L}, \sigma^{R})$ is an asymmetric Gaussian function with most probable value $m_{\Lambda}$, and left and right widths $\sigma^{L}$ and $\sigma^{R}$. The relative contributions of the first and second Gaussian functions are denoted $f_{1}$ and $f_{2}$, respectively. The parameters $m_{\Lambda}, \sigma_{1}^{L}, \sigma_{1}^{R}, \sigma_{2}^{L}, \sigma_{2}^{R}, f_{1}, \text{ and } f_{2}$ are treated as free parameters in the fit.

The background component is modeled as a first-order polynomial probability density function:

$$\mathcal{M}_{\text{bkg}}(m_{px}; b) = \frac{1}{\Delta m} [1 + b(m_{px} - m_{c})],$$

where $m_{c}$ is the center of the considered mass range, $\Delta m$ its width, and $b$ is the slope of the linear function, which is treated as a free parameter in the fit. Altogether, the probability density function has 11 free parameters. The overall normalization of the fit function is fixed to the area of the histogram.

The results of the fit are summarized in Table I. The fit for $\Lambda$ candidates is shown in Fig. 1. The fit probabilities are of $0.79$ for $\Lambda$ and 0.18 for $\bar{\Lambda}$. The invariant mass resolution $\sigma_{m}$ is calculated as the square root of the variance of the signal’s probability density function. The signal fractions in the signal region and sidebands are calculated as ratios of
TABLE I. Results of the $\Lambda$ and $\bar{\Lambda}$ invariant mass fits. The table lists the extracted values of mass $m_{\Lambda}$, slope of the background contribution, $b$, and the signal fraction $f_{\text{sig}}$. The mass resolution $\sigma_m$ is calculated numerically from the fit function, $f_{\text{sig}}^\text{gen}$ is the signal fraction determined from the generated particles, and $P_{E^2}$ denotes the probability of the fit. The errors are statistical only.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\Lambda$ candidates</th>
<th>$\bar{\Lambda}$ candidates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\Lambda}$ [MeV]</td>
<td>1115.75 ± 0.04</td>
<td>1115.77 ± 0.05</td>
</tr>
<tr>
<td>$b$ [MeV$^{-1}$]</td>
<td>0.006 ± 0.002</td>
<td>0.010 ± 0.002</td>
</tr>
<tr>
<td>$f_{\text{sig}}$</td>
<td>0.962 ± 0.002</td>
<td>0.955 ± 0.002</td>
</tr>
<tr>
<td>$f_{\text{sig}}^\text{gen}$</td>
<td>0.965 ± 0.001</td>
<td>0.964 ± 0.002</td>
</tr>
<tr>
<td>$\sigma_m$ [MeV]</td>
<td>3.68 ± 0.02</td>
<td>3.55 ± 0.03</td>
</tr>
<tr>
<td>$P_{E^2}$</td>
<td>0.79</td>
<td>0.48</td>
</tr>
<tr>
<td>$m_{\bar{\Lambda}}$ [MeV]</td>
<td>1115.73 ± 0.03</td>
<td>1115.79 ± 0.05</td>
</tr>
<tr>
<td>$b$ [MeV$^{-1}$]</td>
<td>0.009 ± 0.002</td>
<td>0.010 ± 0.002</td>
</tr>
<tr>
<td>$f_{\text{sig}}$</td>
<td>0.964 ± 0.002</td>
<td>0.954 ± 0.002</td>
</tr>
<tr>
<td>$f_{\text{sig}}^\text{gen}$</td>
<td>0.964 ± 0.001</td>
<td>0.964 ± 0.001</td>
</tr>
<tr>
<td>$\sigma_m$ [MeV]</td>
<td>3.75 ± 0.03</td>
<td>3.56 ± 0.03</td>
</tr>
<tr>
<td>$P_{E^2}$</td>
<td>0.18</td>
<td>0.51</td>
</tr>
</tbody>
</table>

integrals of the signal component and the full probability density function over the respective mass intervals. The signal fractions are displayed in Fig. 2. The statistical uncertainties are propagated from uncertainties of the mass fit parameters.

In the MC sample, the value of the signal fraction $f_{\text{sig}}^\text{gen}$ is determined using generated particles and is shown in Table I. An absolute systematic uncertainty of 0.01 is assigned to the signal fraction to account for the difference between $f_{\text{sig}}^\text{gen}$ and $f_{\text{sig}}$ in the simulated sample. Since tails of the mass distribution are hard to model, this systematic uncertainty is larger in the sidebands. It is 0.12 for the left sideband and 0.25 for the right sideband. Other sources of systematic uncertainty are discussed in Sec. VI B.
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**FIG. 1** (color online). Fit to the invariant mass distribution for $\Lambda$ candidates used to extract the signal fractions in the signal region and sidebands. The vertical dashed lines mark the boundaries between the mass regions. The fit for $\bar{\Lambda}$ candidates yields similar results, which are listed in Table I.
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**FIG. 2** (color online). The signal fraction in the left sideband, the signal region, and the right sideband. Displayed statistical uncertainties are obtained from the mass fits.

VI. POLARIZATION EXTRACTION

A. Least-squares fit

A closure test for the polarization extraction procedure is conducted with the simulated sample. The first half of the MC sample is used as a test sample and is weighted to a transverse polarization of $-0.3$. The second half is used to calculate the MC moments. The polarization is then extracted using the method of moments. The extracted polarization, $P_{\text{test}} = -0.302 ± 0.005\text{(stat)}$, is in agreement with the input value.

Polarization for $\Lambda$ and $\bar{\Lambda}$ is extracted via the least square fit of the first moment of the decay angle distribution measured in the signal region and sidebands, shown in Fig. 3. The figure contains values for the data, simulations for signal and background, and results of the fit. The fit function, Eq. (5), has two free parameters: the polarization $P$ and the first moment of the angular distribution of the background, $E_{\text{bkg}}$. The other parameters in Eq. (5), the signal fractions $f_{\text{sig}}$ and the first moments $E_{\text{MC}}^0(1)$ and $E_{\text{MC}}^1(1)$, are fixed. The values of $f_{\text{sig}}$ are extracted from the distributions in $m_{\mu\pi}$ as described in Sec. V. The moments
uncertainty in Sec.VI B. The values of \( E^\text{MC}(0) \) and \( E^\text{MC}(1) \) are calculated using the MC simulations for decays of hyperons with polarization of 0 and 1, respectively. The first moments of the angular distribution of backgrounds are \( E^\text{bkg} = 0.005 \pm 0.008 \text{(stat)} \) for the \( \Lambda \) sample and \( E^\text{bkg} = -0.009 \pm 0.009 \text{(stat)} \) for the \( \bar{\Lambda} \) sample. These values were obtained by minimizing the \( \chi^2 \) function, Eq. (6). The correlation coefficient between \( P \) and \( E^\text{bkg} \) is estimated to be 0.33 for both the \( \Lambda \) and \( \bar{\Lambda} \) fits. The cumulative probabilities corresponding to the minimal \( \chi^2 \) values from these fits are 0.20 and 0.39 for \( \Lambda \) and \( \bar{\Lambda} \), respectively.

Figure 3 shows statistical uncertainties of the measured first moments only. Statistical uncertainties of the first moments of simulated \( \Lambda \) events, which affect the fitted function, are not shown in Fig. 3. The impact of these uncertainties on the final result is evaluated as a systematic uncertainty in Sec. VI B.

The MC samples are reweighted using Eq. (3) with the extracted values of the polarization, as shown in Fig. 5 for \( \Lambda \) hyperons. Using the \( \chi^2 \) test, the reweighted decay angle distributions are found to agree with the data.

The polarization is also extracted from samples binned in \( p_T \) and \( x_F \). The results for the binned samples are summarized in Sec. VII.

### B. Systematic uncertainties

Systematic uncertainties are estimated by modifying various aspects of the analysis and observing how they
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**FIG. 3** (color online). The first moment of the (a) \( \Lambda \) and (b) \( \bar{\Lambda} \) decay angle distribution, \( E \), and the corresponding least-squares fit. The signal component corresponds to the product \( f_{ij}^\text{sig} \left( E^\text{MC}(0) + [E^\text{MC}(1) - E^\text{MC}(0)]P \right) \), the background component to \( (1 - f_{ij}^\text{sig})E^\text{bkg} \), and the fit is the sum of the two [see Eq. (5)].
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**FIG. 4** (color online). First moments of the angular distributions of MC signal events with known polarization.
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**FIG. 5** (color online). Comparison of the measured decay angle distribution in data and MC samples for \( \Lambda \) events in the signal region. The MC events are reweighted using the extracted value of the polarization. The background contribution is estimated from the sideband regions. The probability of the \( \chi^2 \) test, \( P^\chi \), is 0.91. For comparison, the simulated distribution for \( P = -0.30 \) is also shown.
The last of the background uncertainties is the systematic uncertainty of the signal fractions, estimated to be 0.01, 0.12, and 0.25 in the signal region, left sideband and right sideband, respectively. These uncertainties are propagated into the final result by varying the signal fractions in the polarization fit.

In addition to these systematic uncertainties, numerous other effects were studied, but were found to have negligible impact on the extracted polarization:

1. The MC sample size contributes to the uncertainty of the first moments of the simulated angular distributions. To estimate what effect the MC statistics have on the polarization measurement, ten pseudoeperiments are performed with values of $E_{\Lambda}^{MC}(0)$ and $E_{\Lambda}^{MC}(1)$ varied according to the normal distribution whose width corresponds to the estimated statistical uncertainties of the moments. The uncertainty on the extracted polarization value is estimated as the standard deviation of the results of these pseudoeperiments.

2. The signal region size is varied up and down by 2 MeV to estimate the impact of the choice of width of the mass window on the polarization measurement. The alternative signal regions are chosen such that enough events are retained in the sidebands. The uncertainty is taken as the difference between the alternative and default results.

3. The systematic uncertainty due to the background consists of three components which are added in quadrature:

   An alternative linear background model,

   $E_{bkg}(m_{p\pi}) = E_{bkg}^0 + E_{bkg}^1 m_{p\pi}$

   with $E_{bkg}^0$ and $E_{bkg}^1$ being the fit parameters, is used to probe the dependence of the final result on the background parametrization.

   Another source of background systematic uncertainty is the statistical uncertainty of the signal fraction $f_{\text{sig}}$ and the slope of the background contribution, $b$, determined in the mass fit in Sec. V. These uncertainties directly affect the calculated signal fractions $f_{\text{sig}}$, which in turn affect the polarization fit. The parameters are varied to propagate these uncertainties to the final result.

4. The uncertainty associated with the MC weighting is estimated. The MC sample is weighted so that the $\Lambda$ momentum distribution agrees with data after the background subtraction. If the background subtraction is not perfect, this affects the weighted signal spectrum. To assess the dependence of the weight function on the background estimation, an alternative weight function is constructed using data without background subtraction and the measurement is repeated.

5. Uncertainties on the track momentum scale and resolution are estimated using the fits to the $\Lambda$ invariant mass.

6. To estimate the uncertainty on the track reconstruction efficiency in the simulation, the MC and data samples are binned in $p_T$, $\eta$, and the number of silicon hits on proton and pion tracks. Relative differences between the number of tracks in bins of the data and MC distributions are then attributed to the tracking efficiency uncertainty and propagated to the final result using event weighting.

7. Equation (5) assumes that the total efficiency of $\Lambda$ reconstruction does not depend on polarization. This is satisfied if the efficiency $\varepsilon(t)$ is an even function of $t$. It was checked that this assumption has a negligible effect on the result.

8. The uncertainty of the $\alpha$ parameter measured previously [7,8] is propagated to the uncertainty of the measured polarization.

9. The measurement is performed in the phase space defined by the $p_T$, $\eta$, and $x_F$ ranges. With the data, these can only be defined in terms of measured quantities that are affected by the finite detector resolution. The fraction of events that migrate into and out of the fiducial volume due to resolution is estimated using simulation and the impact of event migration on the polarization is estimated.

10. The small fraction ($< 3\%$) of $\Lambda$ hyperons that are produced from weak decays can be polarized in the direction parallel to their momenta, whereas this measurement is performed assuming the parallel component of the polarization vector is zero. Using the simulation, it is estimated that weakly produced $\Lambda$ hyperons cannot significantly affect the final result.

   Similarly, the contribution of $\Lambda$ hyperons from secondary hadronic interactions with the detector

<table>
<thead>
<tr>
<th>Systematic uncertainty</th>
<th>$\Lambda$</th>
<th>$\bar{\Lambda}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC statistics</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>Mass range</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>Background</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Kinematic weighting</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Other contributions</td>
<td>$&lt; 5 \times 10^{-4}$</td>
<td>$&lt; 5 \times 10^{-4}$</td>
</tr>
<tr>
<td>Total</td>
<td>0.004</td>
<td>0.004</td>
</tr>
</tbody>
</table>
material ($< 3\%$), which have zero transverse polarization in the chosen reference frame, can be neglected.

\begin{equation}
(11) \text{Lastly, the MC simulation is used to show that the trigger selection does not bias the polarization measurement.}
\end{equation}

**VII. RESULTS**

The average transverse polarizations of $\Lambda$ and $\bar{\Lambda}$ are measured to be

\begin{align*}
P_\Lambda &= -0.010 \pm 0.005(\text{stat}) \pm 0.004(\text{syst}) \quad \text{and} \\
P_{\bar{\Lambda}} &= 0.002 \pm 0.006(\text{stat}) \pm 0.004(\text{syst})
\end{align*}

in the fiducial phase space defined by the ranges $0.8 < p_T < 15 \text{ GeV}$, $5 \times 10^{-5} < x_F < 0.01$, and $|y| < 2.5$. The polarization is also measured in three bins with mean $p_T$ of 1.07, 1.64, and 2.85 GeV and in three bins with mean $x_F$ of $2.8 \times 10^{-4}$, $7.5 \times 10^{-4}$, and $19.3 \times 10^{-4}$. The results are shown in Fig. 6 and listed in Table III. The systematic uncertainties due to MC statistics are anticorrelated between the $\Lambda$ and $\bar{\Lambda}$ results since they are estimated using the same MC sample.

The measured polarization values reported here depend on the reconstruction efficiency within the fiducial phase space, $e(x_F, p_T)$, and on the differential polarization $P(x_F, p_T)$ since the average polarization is defined as

\begin{equation}
P = \frac{1}{N} \int dx_F dp_T g(x_F, p_T) e(x_F, p_T) P(x_F, p_T),
\end{equation}

where $g(x_F, p_T)$ is the probability density function of $x_F$ and $p_T$ and $N = \int dx_F dp_T g(x_F, p_T) e(x_F, p_T)$. To allow comparisons between the measured values and any theoretical parametrization of $P(x_F, p_T)$, the efficiency maps of reconstructed $\Lambda$ and $\bar{\Lambda}$ decays are provided in the HEPDATA database [19]. Figure 7 shows the reconstruction efficiency for $\Lambda$. The MC simulation is used to check that the reconstruction efficiency as a function of $p_T$ and $x_F$ does not depend on the value of the polarization. These maps can therefore be used to calculate the expected average polarization given by Eq. (7) for any theoretical model.

Figure 8 compares this result with other measurements: an experiment at the M2 beam line at Fermilab [2], experiment E799 [3] also at Fermilab, NA48 [4] at

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Sample & $\bar{x}_F$ & $\bar{p}_T$ \\
& [$10^{-4}$] & [GeV] \\
\hline
Full fiducial volume & 10.0 & 1.91 \\
$x_F \in (0.5, 5) \times 10^{-4}$ & 2.8 & 1.83 \\
$x_F \in (5, 10.5) \times 10^{-4}$ & 7.5 & 1.85 \\
$x_F \in (10.5, 100) \times 10^{-4}$ & 19.3 & 2.12 \\
$p_T \in (0.8, 1.3) \text{ GeV}$ & 7.5 & 1.07 \\
$p_T \in (1.3, 2.03) \text{ GeV}$ & 9.3 & 1.64 \\
$p_T \in (2.03, 15) \text{ GeV}$ & 12.6 & 2.84 \\
\hline
\end{tabular}
\caption{Transverse polarization of $\Lambda$ and $\bar{\Lambda}$ measured in the full fiducial phase space and in bins of $x_F$ and $p_T$. The values of $\bar{x}_F$ and $\bar{p}_T$ are mean values of $x_F$ and $p_T$, respectively, in given ranges. The table lists both the statistical and systematic uncertainties.
}
\end{table}
are transformed using Eq. (1) so that they can be compared.

Absolute statistical uncertainties are less than 0.6% in all bins.

CERN, and HERA-B [5] at DESY. Direct comparison of results from different experiments is nontrivial, since each measurement was made at a different center-of-mass energy and covers a different phase space: the average \( p_T \) coverage of the M2 experiment is 0.62–1.74 GeV, the \( p_T \) range of the E799 experiment is 0.67–2.15 GeV, NA48 covers \( p_T \) of 0.28–0.86 GeV, HERA-B 0.82–0.84 GeV, and in Fig. 8 the ATLAS data cover the average \( p_T \) range of 1.83–2.12 GeV. Furthermore, the HERA-B measurement covers negative values of \( x_F \). In Fig. 8, the HERA-B results are transformed using Eq. (1) so that they can be compared with other results. The E799 and NA48 experiments define \( x_F \) as the fraction of the beam energy carried by the \( \Lambda \). In Fig. 8, the values are transformed according to the definition of \( x_F \) used in this paper (although the difference is very small). Figure 8 shows only a subset of the M2 results measured at a fixed production angle of about 6 mrad with a beryllium target. A parametrization of the polarization [2] as a function of \( x_F \) and \( p_T \) is used to extrapolate the results of the M2 experiment to the \( x_F \) and \( p_T \) range of this measurement. The extrapolated value is less than \( 5 \times 10^{-4} \), which can effectively be treated as zero given the precision of this measurement.

The fixed-target experiments [1–5] did not observe any strong dependence of the \( \Lambda \) polarization on the collision energy. Some energy dependence could be introduced at the LHC, since due to a significant collision energy increase, the fraction of \( \Lambda \) hyperons from decays of heavier baryons may be different than for low energy collisions. Using PYTHIA, it is estimated that about 50% of the \( \Lambda \) hyperons in ATLAS data are produced in decays, which is comparable to the estimate of about 40% for NA48 [4]. Therefore, assuming that the polarization of the original baryons is diluted in the decay, the magnitude of the polarization at the LHC is expected to be slightly smaller than that observed by the previous experiments at the same \( p_T \) and \( x_F \). In the absence of any new polarization-producing mechanism that would manifest itself at low \( x_F \) and high center-of-mass energies, the measured polarization is expected to be consistent with zero; this is so for the results presented here.

VIII. CONCLUSIONS

Results of the measurement of the transverse polarization of \( \Lambda \) and \( \Lambda \) hyperons carried out with the ATLAS experiment at the LHC in 760 \( \mu b^{-1} \) of proton-proton collisions at \( \sqrt{s} = 7 \) TeV are presented here. The polarization is measured for inclusively produced \( \Lambda \) hyperons in the fiducial phase space and in three bins of the transverse momentum with mean \( p_T \) of 1.07, 1.64, and 2.85 GeV and in three bins of the Feynman-\( x \) variable with mean \( x_F \) of 2.8 \( \times 10^{-4} \), 7.5 \( \times 10^{-4} \), and 19.3 \( \times 10^{-4} \). Average polarizations in the full fiducial volume are measured to be \( -0.010 \pm 0.005 \) (stat) \( \pm 0.004 \) (syst) for \( \Lambda \) and \( 0.002 \pm 0.006 \) (stat) \( \pm 0.004 \) (syst) for \( \bar{\Lambda} \) hyperons. In \( p_T \) and \( x_F \) bins, the polarization is found to be less than 2% and is consistent with zero within the estimated uncertainties.

The result for the \( \Lambda \) polarization is consistent with an extrapolation to the results of the M2 beam line experiment at Fermilab [2] to low \( x_F \), which suggests that the magnitude of the polarization should decrease as \( x_F \) approaches zero.

Unlike for the \( \Lambda \), the polarization of the \( \bar{\Lambda} \) hyperons was measured to be consistent with zero by all the previous experiments. The ATLAS experiment also measured the \( \bar{\Lambda} \) polarization to be consistent with zero in the fiducial phase space of the analysis, as well as in bins of \( p_T \) and \( x_F \).
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