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1 

 

Introduction 

 

 

Nanostructured materials are defined as systems composed of single or multiple 

phases such that at least one of them has characteristic dimensions in the nanometer range 

(1-100 nm)1. The strategic importance of nanostructured materials rely on the fact that their 

structural, electronic, magnetic, catalytic, and optical properties can be tuned and controlled 

by a careful choice and assembling of their nanoscale elemental building blocks2-4. 

Clusters, aggregations of a few atoms to a few thousands of atoms, are the building 

blocks used to synthetize nanostructured materials. The deposition of preformed clusters 

on a substrate offers the possibility to carefully control building blocks dimensions and 

hence to tune the structural and functional properties of the resulting systems. For this 

reason, one of the main goal for researches in cluster science is the production and 

deposition of clusters of any kind of materials in a wide controlled range of sizes and 

conditions. 

 Low-Energy Cluster Beam Deposition (LECBD) 2,5-8 is a technique of choice for 

the fabrication of nanostructured systems, since it allows the deposition on a substrate of 

neutral particles produced in the gas phase and maintaining their properties even after 

deposition. This has been proven to be a powerful bottom-up approach for the engineering 

of nanostructured thin films with tailored properties, since it allows in principle the control 

of the physical and chemical characteristics of the building blocks2,9,10. The survival of the 

nanoscale building blocks during the assembly process is at the basis of the so-called 

‘memory effect’2. 

 Among different approaches to LECBD, supersonic cluster beam deposition 

(SCBD)6,9,11 present several advantages in terms of deposition rate, lateral resolution 

compatible with planar microfabrication technologies and neutral particle mass selection 

by exploiting aerodynamic focusing effects. All these features make SCBD a superior tool 

to synthesize nanostructured films and their integration on microfabricated platforms. 

 One of the most relevant property of cluster-assembled materials is the surface 

morphology. The morphology of cluster-assembled materials is characterized by a 

hierarchical arrangements of small units in larger and larger features up to a certain critical 

length-scale, in general determined by the duration of the deposition process12. The cluster-
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assembled film morphology is characterized by high specific area and porosity at the nano 

and sub-nanometer scale, extending in the bulk of the film. Surface pores and surface 

specific area, as well as rms roughness, depend on film thickness13-15 , and increase with it. 

All these morphological properties is of great relevance for the use of cluster-assembled 

film in devices as gas sensor16,17, (photo) catalysis18-24, solar energy conversion 25,26 and as 

biocompatible substrates27-29. 

 Recently it has been recognized that nanoscale surface morphology and nanopores 

play an important role in processes involving the interaction of biological entities (protein, 

viruses, enzymes) with nanostructured surfaces, via the modulation of electric interfacial 

properties. In particular, when the nanostructured material is used to produce electrodes 

and substrates for operation in liquid electrolytes, with given pH and ionic strength, double 

layer phenomena take place27,30,31. An important parameter to describe these electrostatic 

phenomena is the IsoElectric Point (IEP), which corresponds to the pH value at which the 

net charge of the compact layer is zero32. When two interacting surfaces approach to a 

distance comparable or smaller than the typical screening length of the electrolytic solution 

(the Debye length, determined by the ionic strength of the solution), the overlap of the 

charged layers determines complex regulation phenomena33 that are difficult to describe 

theoretically. While significant insights have been obtained on the properties of the electric 

double layers formed between flat smooth surfaces34-36, the case of rough surfaces still 

represents a severe challenge, hampering analytical, yet approximate, solutions of the 

double layer equations to be reliably obtained. Anyway, these phenomena have been 

recently shown to be strongly influenced by the morphological properties of the surface37-

41.  

 The quantitative characterization of all these interfacial properties requires imaging 

and force spectroscopy techniques with a resolution in and beyond the nanometer-scale. 

Atomic Force Spectroscopy (AFM) is an excellent candidate, since it couples the possibility 

of scanning with a z-resolution lower than fraction of nanometer and x-y resolution of 1 

nm and also of performing very accurate force spectroscopy measurements42. 

 The first aim of my PhD work is to characterize by AFM the evolution of 

morphological properties of transition-metal oxides cluster-assembled materials (in 

particular nanostructured Titania (ns-TiOx) and nanostructured Zirconia (ns-ZrOx), starting 

from sub-monolayer regime to thin film, and especially to describe the influence of the 

building-blocks dimensions on the growth mechanisms and on the final surface 

morphology and topography. With this information, I have explored the influence of 
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nanoscale morphology on double layer interactions which takes place on these 

nanostructured interfaces and on the wettability behaviour. The results have been used to 

highlight the role of morphological and structural surface properties as biophysical signal 

mediators for protein adsorption processes and cellular adhesion. 

 

Thesis outline 

This PhD thesis is divided into four parts. The first introductory part is dedicated to 

describing the main features of the techniques for the production and manipulation of 

clusters in gas phase (Chapter1) and to providing a theoretical framework for thin film 

growth description, from sub-monolayer to thin film regime (Chapter 2). The differences 

between atomic and preformed-cluster depositions are shown and the scaling laws, which 

characterize the morphological properties of thin film growth, are pointed out. 

In the second part (Chapter 3) I present an overview of the experimental results, 

traceable in literature, of thin film growth by LECBD. This Chapter offers the possibility 

to face the main strategies on how to analyse experimental data and extract the relevant 

parameters for describing the elementary processes. 

In the third part I present the methods for the deposition and characterization of the cluster-

assembled film properties (Chapter 4), which is the Supersonic Cluster Beam Deposition 

(SCBD) and Atomic Force Microscopy (AFM) principally. In Chapter 5 I also present the 

transition-metal oxides I have studied, and in particular the structural properties of these 

nanostructured materials which have just been studied and presented in literature. In 

Chapter 6 an overview of the functional properties of nanostructured cluster-assembled 

oxide film is presented as useful theoretical models for the analysis of the experimental 

data. 

In the last part I show the results regarding the morphological and structural 

properties of films obtained by SCBD in different deposition regimes and with different 

post-deposition treatments (Chapter 7). In Chapter 8 the interfacial functional properties 

affected by surface morphology are shown, while in Chapter 9 the response of biological 

entities to biophysical signals promoted by the nanostructured interface are illustrated. In 

Chapter 10 I resume the main conclusions and present future perspectives. 

The Au-Polydimethylsiloxane (PDMS) nanocomposites morphological and nano-

mechanical properties are discussed as appendix in Chapter 11. 
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1. Clusters in the gas phase: production and manipulation 

 

 

1.1. Cluster Sources 

Gas-phase synthesis is an established and well-developed process able to produce large 

scale quantities of nanoparticles with a high level of control on particle physico-chemical 

properties such as phase and composition1. The formation and growth processes of objects 

relevant for cluster beam deposition follow the same physical and chemical mechanisms as 

any gas-phase particle synthesis process. These mechanisms have been extensively studied 

in aerosol synthesis, the gas-phase manufacture of nanoparticles at atmospheric pressure2, 

and can also be applied to the cluster sources used in cluster beam deposition processes. 

In gas phase synthesis, nanoparticles are made by “building” them from individual 

atoms or molecules up to the desired size. Cluster embryos are formed either by physical 

means such as condensation of a supersaturated vapor or by chemical reaction of gaseous 

precursors. Examples include inert gas condensation3,4, plasma5 and flame processes6. 

Formation of particles in the gas phase takes place either by homogeneous nucleation or by 

coagulation (collision) processes. The starting material can be vaporized from a hot source 

into a low density inert gas employing Joule heating, thermal plasma, or laser ablation. 

Cooling of the vapor rapidly leads to super-saturation followed by homogeneous nucleation 

and the formation of first product clusters7.  

Gas-phase cluster formation processes are characterized by critical parameters such 

as the number of collisions between aggregating species, collisions between aggregating 

species and the thermalizing gas and by the method to produce, in a defined volume, the 

cluster precursors8.  

Cluster formation can take place in a buffer gas acting as a thermal bath and at the 

same time as a carrier of the nanoparticles. These two aspects are intimately related so that 

the pressure inside the particle generation source determines the condensation efficiency, 

whereas the pressure gradient affects the cluster extraction and manipulation.  

Cluster sources can be catalogued in terms of the regimes governing gas 

introduction and extraction: continuous or pulsed, effusive or supersonic. At a first glance, 

continuous production methods coupled to continuous gas flow regimes seem to guarantee 

an easier and a more efficient production and control on cluster parameters. Actually this 
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can be the case only when very huge gas loads can be handled for ambient pressure aerosol 

techniques (i.e. flame pyrolysis)6. For cluster beam deposition under vacuum conditions a 

continuous gas flow must be compatible with stringent vacuum requirements and hence 

only effusive regimes are of practical interest. Vacuum requirements also affect the 

pressure attainable in the cluster source that usually should not exceed a few Torr8, this is 

a critical parameter to control the number of collisions then is the cluster source dimension 

and geometry. 

The realization and operation of pulsed cluster sources appears to be more 

complicated compared to continuous ones, moreover, they are characterized by a low duty 

cycle9. On the other hand, the reduced gas load has the advantage to allow the use of a 

supersonic expansion regime and the compatibility with HV and UHV standards. 

Moreover, it is possible to control the gas pressure in the source region, where cluster 

formation takes place, over a very wide range. These aspects are of fundamental importance 

for applications and in particular for the compatibility of cluster beam deposition processes 

with micro-fabrication and planar technologies10. 

The structure and operation of cluster sources is also determined by the methods 

used for precursor production, here we will consider cluster sources as possible working 

tools for the fabrication of nanostructured systems. 

 

1.1.1. Joule heating  

Cluster sources based on joule heating are conceptually simple: they are based on a 

reservoir with well-defined exit opening in which a certain vapor pressure of the precursor 

material must be sustained. The control on the vapor pressure and temperature necessary 

to induce nucleation is usually realized by mixing the precursors with an inert gas.  

Vaporization of the precursors is obtained by joule heating of high-temperature 

crucibles as in the case of molecular beam epitaxy (MBE)11,12. However, high intensity 

sources for the production of cluster beams have more stringent requirements. In particular, 

the vapor pressures are typically about two orders of magnitude higher than those used in 

MBE which are roughly 10-3 - 10-4 mbar. Hence they operate at significantly higher 

temperatures.  
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1.1.2. Sputtering  

Plasma discharges are of particular relevance for cluster formation. Schematically, a 

discharge consists of a voltage supply that drives current through a low pressure gas 

between two conducting plates or electrodes13. The gas breaks down to form a weakly 

ionized plasma. Charged particles in the plasma acquire high kinetic energies and collide 

with the neutrals in the gas, causing the formation of very reactive species. Material 

sputtering from the plates or electrodes takes place: in this way the electrode material acts 

as a feedstock of particles injected in the plasma14. 

 Plasma sputtering offers a method for vaporizing refractory materials without 

involving the complications of the target heating process. The combination of plasma 

sputtering with gas condensation was reported in 1986 and then developed by Haberland 

and co-workers through the use of magnetron sputtering15. This source is relatively easy to 

operate and, in principle, it allows the production of intense clusters beams, however, to 

date, applications to nano- and micro-fabrication are scarce. The gas pressure inside the 

sputtering chamber influences the discharge while gas inlet and extraction are critical to 

determine the nucleation and condensation processes. In order to control the cluster mass 

distribution, the distance between the sputtering region and the extraction nozzle can be 

varied. To favor condensation, the source region can be cooled by liquid nitrogen, which 

however imposes constraints on the source dimensions and geometry16.  

During cluster production, a typical gas pressure in the condensation chamber is 1 mbar, 

with a gas flow rate of a few hundreds of a standard cm3 per minute. In order to achieve a 

high vacuum level of 10−7 mbar in the deposition chamber, a high throughput pump is 

installed in each section of the apparatus.  

 

1.1.3. Laser vaporization 

Laser vaporization can generate a high density vapor of virtually any material in a short 

time interval and in a well localized volume. By rapid quenching of the plasma, clusters 

and nanoparticles can be produced17,18. This technique was originally applied to the 

production of clusters in molecular beams by Smalley and co-workers19. Since this 

pioneering work, laser vaporization has become one of the most common techniques for 

generating cluster beams especially of refractory materials8.  

 The kinetics of aggregation of the plasma produced by laser ablation and the 

characteristics of the resulting aggregates (density, size distribution, structure, etc.) as well 
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as the intensity and stability of the laser vaporization cluster source (LVCS) are influenced 

by the quantity and type of ablated material, the plasma – buffer gas interaction, the plasma 

– source wall interaction, and the cluster residence time prior to expansion. High power 

pulsed solid state or excimer lasers are used for the vaporization, the pulsed nature of the 

precursor production makes this approach particularly suited for pulsed gas regimes. 

 The light of a high intensity pulsed laser (usually with a pulse length in the order of 

tens of nanoseconds) is focused onto a target vaporizing a small amount of material into a 

flow of an inert carrier gas. The inert gas quenches the plasma and cluster condensation is 

promoted. The mixture is then expanded into vacuum and forms a cluster beam. When a 

pulsed vaporization takes place it is convenient to operate the LVCS with a pulsed valve 

for carrier gas introduction. Different geometries have been developed for target mounting 

and to favor cluster formation and growth prior to the extraction.  

 The characteristics of the cluster population are controlled by the local gas pressure 

during plasma production and the residence time of the particles in the source body. The 

plasma gas interaction affects not only the final cluster distribution but also the subsequent 

expansion and beam formation. By monitoring the pressure evolution in a LVCS, it has 

been shown that vaporization in a low pressure environment produces a large amount of 

monomers. Increasing the pressure during the ablation results in a shift of the cluster 

distribution towards larger masses20. 

 LVCS are very flexible and allow the production of metallic, oxide and alloy 

clusters with a large variety of structures and stoichiometric combinations21. The low gas 

load allows to couple LVCS to UHV deposition equipment21. On the other hand, the 

deposition rates are rather low and typically only small areas are covered. This is a serious 

bottleneck for the use of LVCS for the synthesis of nanostructured materials in view of 

applications. 

 

1.2. Effusive vs supersonic  

The production of particle beams is based on the expansion of a particle-gas mixture 

through a nozzle, generating a sonic or supersonic gas stream8. The expansion of a high-

pressure gas from a reservoir into vacuum can occur via two physically distinct limiting 

cases, depending on the relationship between the mean free path of the gas molecules in 

the reservoir, λ0, and the diameter, D, of the expansion orifice. As these characteristic 

dimensions approach the limit λ0>>D, the number of collisions suffered by a molecule as 
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it leaves the reservoir approaches zero, and an effusive beam is generated. In the limit of 

D>> λ0, molecules escaping from the reservoir suffer many collisions during the expansion 

process. The theory in its most basic form was first worked out in 195122, and experimental 

proof of the fundamental principles was provided shortly thereafter23. At high source 

pressures, the effects of gas viscosity and heat transfer may be neglected, and the gas flow 

may be treated as an adiabatic and isentropic expansion. 

The basic concept of an effusive beam source is very simple: it is an orifice in a 

very thin wall of a reservoir where the gas or vapor is in thermal equilibrium. The opening 

is small enough so that the outgoing flow will not affect the equilibrium in the reservoir. If 

the pressure in the reservoir is low enough, the outgoing flow will be molecular so that the 

effusion rate and both the angular and velocity distributions of the formed beam can be 

calculated on the basis of the gas kinetic theory without any assumption.  

A supersonic expansion can be obtained by imposing a pressure ratio less than 

Pb/P0=0.478 across a convergent nozzle driving an isentropic flow expansion where P0 and 

Pb are the stagnation and the background pressures, respectively. The expansion through a 

convergent nozzle will always take place in a subsonic regime regardless of the amount of 

the applied pressure ratio. Outside the converging nozzle, depending on the pressure ratio, 

the flow will supersonically expand to pressures even much lower than the background. A 

normal shock, known as Mach disk, matches the pressure inside the jet to the background 

and closes an area called zone of silence. The location of the Mach disk has been 

empirically determined as being only a function of the pressure ratio and independent of 

the fluid nature and nozzle geometry3.  

Separation effects in front of the skimmer should enrich the periphery of the beam 

of small clusters, leaving large clusters in the beam center24. The sudden free expansion of 

the flow at the immediate vicinity of the nozzle outlet produces a high outward radial 

velocity at the beginning of the free jet. Consequently, if the jet is seeded by clusters, the 

resulting outward radial drag on the particles causes a pronounced mass separation in terms 

of cluster masses. Light clusters can follow the expanding carrier gas, while large particles 

persist on their original trajectories, increasing their relative concentration in the jet core. 

Furthermore, the aforementioned radial drag changes with the radial position at the nozzle 

outlet: it is weak at the center and very strong close to the nozzle wall. Hence, in contrast 

to the particles located in the central regions, those far from the axis are exposed to a strong 

radial drag and they will be spatially separated according to their different masses. If the 

particles can be concentrated in the nozzle centerline, no significant divergence should 
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occur in the subsequent evolution of the expansion and the obtained beam will have a high 

intensity and collimation. Since the angular distribution of the clusters in the jet is a 

function of their mass and of their initial spatial distribution inside the nozzle, focusing the 

clusters on the beam center will directly improve the beam intensity and collimation25. 

 

In view of the use of clusters as building blocks of nanostructured thin films, intense and 

stable beams must be used and a good control on cluster mass and kinetic energies 

distribution must be achieved. These characteristics can be obtained with the use of beams 

produced by supersonic expansions. Compared to effusive beams used in Molecular Beam 

Epitaxy, supersonic beams provide higher intensity and directionality, allowing the 

deposition of films with very high growth rates. The use of supersonic expansions may 

improve the deposition rate and favor a better control on cluster mass distribution8.  

 

 

1.3. Manipulation and Handling in the Gas Phase 

Cluster synthesis in the gas phase usually does not produce monodisperse particles but a 

size distribution, the width of which mainly depends on the synthesis conditions in the 

particle source. The ability to sort nanoparticles in the gas phase directly after their 

synthesis in terms of a size or geometry thus is of major importance. For device fabrication 

involving controlled particle deposition on substrates, a second requisite is of importance: 

the ability to deposit nanoparticles with very high lateral resolution. This can be obtained 

by controlling the shape of the particle beam and the particle velocities. 

P.A.M. Dirac suggested during II world war that inertial effects in gas flow can be used for 

mass separation26. One decade later, the experimental evidence of such an effect was 

obtained by E.W. Becker and co-workers27. Although the first observations were done in 

the jet expansion of a supersonic molecular beam source, the subsequent work by Becker 

was aimed at uranium enrichment in a cascade of aerodynamic separation stages (the 

“separation nozzle”) the product of which was not a beam of the selected specie.  

In aerosol science, particle separation effects have long been exploited for 

particulate sampling with impactors. Significant advances in this field have been made 

pushing the limits of application to nanometre-sized particles and heavy molecules28. 

Regarding an exploitation of these effects for the production of high intensity molecular 

beams, only very little work was performed in the early times, even though J. Fenn already 
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recognized in 1963 that the gas mixture in a seeded supersonic beam source is nothing but 

an aerosol29.  

The first attempts to focus particles through supersonic expansions were made by 

Murphy and Sears30 and Israel and Friedlander31. Dahneke and Flachsbart32 increased the 

particle concentration in the core of an aerosol free jet by using an extra stream, sheath air, 

that confines the boundaries of the core jet downstream of the nozzle. In the recent 

literature, the major development in particle focusing dates back to the work of Liu et 

al.33,34. They were the first to produce an enriched stream of particles using only 

aerodynamics effects induced by nozzles. This was achieved with a system of so-called 

aerodynamic lenses consisting of successive axisymmetric contractions-enlargements of 

the aerosol flow passage. The work of Liu et al.33,34 was inspired by the pioneering research 

carried out by Fernandez de la Mora35,36 and co-workers who revealed the possibility of 

particle focusing and the existence of a common focal point for the near-axis particles when 

expanding an aerosol through a thin-plate orifice. Unfortunately, particle beams may 

diverge after a sharp focal point downstream of the nozzle because the gas streamlines 

diverge due to the sudden gas expansion. The over-exposing images reported by Fuerstenau 

et al.37 visualize the above divergence in aerosol jets expanded through thin-plate orifices. 

The novelty of the work of Liu et al.33,34 is that they employed thin plate orifices in a 

confined passage to manipulate the spatial distribution of particles prior to the nozzle and 

the subsequent expansion in the free jet.   

In 1999, Mallina et al.38 demonstrated that the beams produced by expansion 

through capillaries have lower angular spread than those formed by expansion through 

conical nozzles. This is due to the focalization of particle beams in a point downstream of 

the conical nozzle and beam divergence afterwards, similar to thin-plate orifices. In 

capillaries, however, particles asymptotically converge to the focal point, which appears to 

be inside the capillary, and do not significantly diverge afterwards as the capillary walls 

confine the gas streamlines.  

Goo39 simulated the aerosol concentration at atmospheric pressure in a cascade of 

aerodynamic slit lenses followed by a virtual impactor. Soon afterwards, Lee et al.40 

reported on experiments and numerical simulation of particle focusing at atmospheric 

pressure. Zhang et al.41 repeated the simulations of Liu et al.33 with less restrictive 

assumptions, allowing them to study a wider range of particle sizes. Specifically, they 

considered the compressibility of the continuous phase as well as particle loss due to wall 
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impaction. Zhang et al.41 observed that the maximum particle displacement, as well as 

particle loss, occurs at a particle Stokes number near unity.  

Piseri et al.42 developed a new type of aerodynamic lens system. By placing an 

obstacle (a flat plate hereon called focuser) upstream a capillary nozzle, they forced the 

flow to undergo two 90-degree turns to reach the nozzle inlet. The spacing between the 

focuser and the nozzle inlet is the controlling parameter for selecting particles of desired 

size. In comparison to the aerodynamic lens system of Liu et al.33,34, particles approach the 

orifice with a more uniform velocity and direction and experience a more uniform and 

higher acceleration. Furthermore, this new design is less sensitive to the upstream position 

of the particles (for instance in the cluster source or synthesis chamber). Thus, a broader 

size range of particles originating from distances farther from the centerline can be focused. 

The device is very compact, has few components that are easy to machine, and is not subject 

to critical alignment requirements. The main drawback of this design is the high rate of 

particle deposition to the wall. Vahedi Tafreshi et al25 have simulated the performance of 

the above aerodynamic nozzle in its full three-dimensional geometry. They also considered 

an axisymmetric model and studied the effects of different operating conditions, spacing 

and the initial position of particles43. They reported that the Brownian diffusion cannot 

drastically affect the aerodynamic focusing effect of their lens but can broaden the focused 

beam to some degree44. Middha and Wexler45 recently proposed an aerodynamic focuser 

with so-called capped-cone geometry that has revealed a certain improvement over the 

previous designs25,43.  

Since the invention of aerodynamic lenses by Liu et al.33,34, this system has been 

used in a variety of applications. One example is single particle mass spectrometry for 

aerosol sampling. The ability of aerodynamic lenses to concentrate the beam on a very 

narrow near-axis region is of crucial importance for the performance of these instruments 

where a pulsed laser for particle ionization/vaporization is triggered by the single particle 

itself.  

Mallina et al.46 have reported on the capability of variable pressure inlets at the 

entrance of the lens system for producing beams of selected size ranges. By changing the 

nozzle source pressure, their design obviates the need for sizing the components in order to 

aerodynamically focus a special range of particles. Fernandez de la Mora47 used 

aerodynamic lenses in a variable-pressure impactor to improve the resolution of an aerosol 

size spectrometer. Recently, McMurry and co-workers have proposed an aerodynamic lens 

system to focus nanoparticles smaller than 30 nm48. 
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2. Thin film growth by cluster assembling 

 

 

2.1. The atomistic ansatz 

2.1.1. Sub-monolayer regime 

The growth of thin films usually proceeds through nucleation and different stages such as 

adsorption, surface diffusion, chemical binding and other atomic processes at surfaces. The 

purpose of this section is to remind the basic physical mechanisms involved in the 

nucleation and growth of thin films of materials by atoms or molecules on solid surfaces.  

The individual atomic processes responsible for adsorption and crystal growth on 

surfaces are illustrated in Fig. 1.  

 
Fig. 1: Schematic diagram of processes and characteristic energies in nucleation and growth on 

surfaces1. 

 

For vapour deposition from an ideal gas at pressure p, the rate of arrival R at the substrate 

is given by p(2πmkT)-1/2 where m if the molecular weight, k is the Boltzmann’s constant 

and T is the source temperature; alternatively, the rate R (m-2s-1) may be assured by a 

molecular beam or evaporation source. This creates single atoms on the substrate (number 

density n1(t)), on a substrate with N0 sites per unit area, so that the single-atom 

concentration is (n1/N0). These single atoms may then diffuse over the surface until they 

are lost by one of several processes. These processes include re-evaporation or re-solution, 

nucleation of 2D or 3D clusters, capture by existing clusters, possibly dissolution into the 

substrate, and capture at special (defect) sites such as steps2. On an ideally flat, ‘inert’ 

substrate, these last two processes would be excluded, though they may often be present in 

practice. In fact, real surfaces contains a distribution of edges, kinks, dislocations and point 
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defects, in addition to the perfect terraces. These imperfections can influence the binding 

of single atoms and small clusters to the substrate and via such binding changes can strongly 

influence adsorption, diffusion and nucleation behaviour. 

In thermodynamicequilibrium all processes proceed in opposite directions at equal 

rates, as requires by consideration of ‘detailed balance’. Thus, for example, in equilibrium 

adsorption, surface processes such as condensation and re-evaporation, decay and binding 

of 2D clusters must be in detailed balance. There is no net growth and the system can be 

described by unchanging macroscopic variables, while microscopically the system is 

continually changing via these various surface processes. Equilibrium statistical mechanics 

can be used to describe models of such situations. By contrast, crystal growth is a non-

equilibrium kinetic process and the final macroscopic state of the system depends on the 

route taken through various reactions paths. The state which is obtained is not necessarily 

the most stable, but it is kinetically determined1. 

 

2.1.2. Thin film regime 

There are three principal modes of crystal growth on surfaces, formed by atoms (or 

molecules) deposition. I will shortly discuss them in order to individualize the most 

important parameters determining different growth dynamics in the sub-monolayer regime 

and beyond it: 

 

 In the island, or Volmer-Weber mode (Fig. 2(a)), small clusters are nucleated 

directly on the substrate surface and then grow into islands of the condensed phase. 

This happens when the atoms of the deposit are more strongly bound to each other 

than to the substrate. This mode is displayed by many systems of metal growing on 

insulators, including many metals on alkali halides, graphite and other layer 

compounds such as mica1. 

 

 In the layer, or Frank-van der Merwe (Fig. 2(b)) mode, the atoms are more strongly 

bound to the substrate than to each other. The first atoms form a complete 

monolayer on the surface, which becomes covered with a somewhat less tightly 

bound second layer. This growth mode is observed in the case of adsorbed gases, 

such as several rare gases on graphite and on several metals, in some metal-metal 

systems, and in semiconductor growth on semiconductors1. 
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 The layer-plus-island, or Stranski-Krastanov (Fig. 2(c)) growth mode, is an 

interesting intermediate case. After forming the first monolayer (ML), or a few ML, 

subsequent layer growth is unfavourable and islands are formed on the top of this 

intermediate layer. There are many examples of its occurrence on metal-metal, 

metal-semiconductor, gas-metal and gas-layer compound systems1. 

 

 

Fig. 2: Schematic representations of the main three different modes of crystal growth on surface: 

(a) island or Volmer-Weber mode, (b) layer or Frank-van der Merwe mode, (c) layer-plus-layer or 

Stranski-Krastanov mode. 

 

The simplest energetic interpretation of Frank-Van der Merwe is that the atom attaching to 

the growth layer edge makes two or more bonds while on connecting the top surface makes 

only one, and hence reduces the interfacial energy by much more. In a kinetic interpretation 

the atom attached to the top of the surface will diffuse quickly until it encounters a new 

layer edge, and, now having two bonds, thereafter will have a much lower probability of 

moving back to the surface. In Volmer-Weber mode nucleation of islands is favoured over 

extended growth at layer edges. This can occurs if the new deposited species have a 

tendency to cluster. The new atoms bond more strongly with one another than to the 

surface, or diffusive processes slow layer growth until new surface nucleation far exceeds 

it. The net effect is that layers are filled in as islands are nucleated and merge3.  
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2.2. Cluster assembling  

It should be noted that for cluster deposition the situation is somewhat simpler than for 

atomic deposition since many elementary processes are very slow. For example, diffusion 

of clusters on the top of an already formed island is very low4,5, cluster detachment from 

the islands is insignificant, and edge diffusion6 is not an elementary process at all since the 

cluster cannot move as an entity over the island edge. 

 The first ingredient of the growth, deposition, is quantified by the flux F (i.e., the 

number of clusters that are deposited on the surface per unit area and unit time). The flux 

is usually uniform in time, but in some experimental situations it can be pulsed, (i.e., 

changed from a constant value to 0 over a given period). Chopping the flux can affect the 

growth of the film significantly7, and we will take this into account when needed.  

The second ingredient is the diffusion of the clusters which have reached the 

substrate. We assume that the diffusion is Brownian (i.e., the particle undergoes a random 

walk on the substrate). To quantify the diffusion, one can use both the usual diffusion 

coefficient D or the diffusion time (i.e. the time needed by a cluster to move by one 

diameter). These two quantities are connected by D=d2/(4τ) where d is the diameter of the 

cluster. Experiments show that the diffusion coefficient of a cluster can be surprisingly 

large, comparable to the atomic diffusion coefficients (see Section 3.2.). The diffusion is 

here supposed to occur on a perfect substrate. Real surfaces always present some defects 

such as steps, vacancies, or adsorbed chemical impurities. The presence of these defects on 

the surface could significantly alter the diffusion of the particles and therefore the growth 

of the film.  

A third process which could be present in growth is re-evaporation of the clusters 

from the substrate after a time τe. It is useful to define XS=√𝐷𝜏𝑒, the mean diffusion length 

on the substrate before desorption.  

The last simple process I will consider is the interaction between the clusters. The 

simplest case is when aggregation is irreversible and particles simply remain juxtaposed 

upon contact. This occurs at low temperatures. At higher temperatures, cluster–cluster 

coalescence will be active. Thermodynamics teaches us that coalescence should always 

happen but without specifying the kinetics. Since many clusters are deposited on the surface 

per unit time, kinetics is here crucial to determine the shape of the islands formed on the 

substrate. A total comprehension of the kinetics is still lacking. We note that the shape of 

the clusters and the islands on the surface need not be perfectly spherical, even in the case 
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of total coalescence. Their interaction with the substrate can lead to half spheres or even 

flatter shapes depending on the contact angle. Contrary to what happens for atomic 

deposition, a cluster touching an island forms a huge number of atom–atom bonds and will 

not detach from it. Thus, models including reversible particle–particle aggregation8-10 are 

not useful for cluster deposition. 

There is a hierarchy of growth phenomena time scales (Fig. 3), and the relevant ones 

are those lower than tML ≈ 1/F, where tML is the time needed to fill a monolayer and F is the 

particle flux (ML/s)11. 

 

 

Fig. 3: (A) Time scales of some elementary processes considered for the growth of films by cluster 

deposition. In this example, of 1/F particular value, models including only cluster diffusion on the 

substrate and cluster–cluster coalescence are appropriate. (B) Main elementary processes 

considered for the growth of films by cluster deposition. (a) Adsorption of a cluster by deposition; 

(b) and (d) diffusion of the isolated clusters on the substrate; (c) formation of an island of two 

monomers by juxtaposition of two monomers (nucleation); (d) growth of a supported island by 

incorporation of a diffusing cluster; (e) evaporation of an adsorbed cluster. We also briefly consider 

the influence of island diffusion (f)11.  

 In order to offer theoretical models to describe sub-monolayer stages of cluster 

assembled film growth, our choice is to extrapolate theoretical studies developed for atomic 

deposition and consider each cluster as a ‘super atom’5.  

One may consider the use of the percolation model12,13 to describe experiments of 

surface deposition. However, percolation assumes that particle do not diffuse after being 

deposited, and it accordingly forbids the aggregation of the diffusing particle. There exist 

models of diffusing particles that aggregate, as Cluster-Cluster Aggregation (CCA) 

model14, but they do not allow the continual injection of new particles via deposition. Both 

(A) (B) 
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percolation and CCA model cannot be taken into consideration, because they are in contrast 

with the phenomenological evidences shown in Section 3.2.  

For this reason, we are going to use a model that incorporates the three main 

physical ingredients of thin film growth: Deposition, Diffusion and Aggregation (DDA), 

which introduces the possibility of cluster diffusion. 

 

2.2.1. DDA model for atomic deposition 

The DDA model15 is defined by: 

1) Deposition of particles at randomly chosen position of the surface with a flux F per 

lattice site per unit time. It is useful to introduce the normalized flux ϕ defined as 

the number of particles deposited per unit site per diffusion time τ, where τ is the 

mean time needed by a monomer to jump by a lattice site; 

2) Diffusion of particles and clusters (set of connected particles), with a probability 

which is assumed to be given by Ds = D1 s
-γ, where s is the number of particle in the 

cluster, D1 is the diffusion coefficient for a monomer (s=1) and the parameter γ 

characterizes the dependence of Ds on cluster size; 

3) Aggregation: when two particles occupy neighboring sites they stick irreversibly. 

We call particles the isolated atoms (or monomers) that are deposited on the surface, 

clusters any set of connected particles (including the monomers), and islands the clusters 

containing more than one particle. Physically, two competing mechanisms are introduced 

in the model, each one with its own time scale: deposition and diffusion.  

It is possible to identify three characteristic regimes, delimited by two crossover length 

scale L1 (related to the characteristic diffusion length of a single particle on the surface) 

and L2 (related to the competition between deposition and cluster diffusion)15: 

 

I. Particle diffusion regime (L<L1). - Only one cluster is present in the system (ϕ=10-

9,  L1≈500 and L=200). Since the characteristic diffusion length of a single particle 

L1 is larger than the system size L, every deposited particle attaches to the already 

existing cluster before the next particle is deposited (Fig. 4). At early time, the 

cluster is small, and virtually all the particles are deposited outside the cluster and 

reach it by brownian diffusion, so we can expect that cluster should have features 

in common with DLA model; 
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Fig. 4: System morphologies in regime I, at two stages of growth, with γ=1. (a) total coverage=0.02 

(b) spanning point: total coverage=0.2715. 

 

II. Cluster diffusion regime (L1<L<L2). - Now several clusters are present in the 

system (ϕ=10-6, L1≈90, L2≈104 and L=300). The diffusion length is now smaller 

than the system size, so that several clusters nucleate on the surface (Fig. 5); 

 

Fig. 5: System morphologies in regime II, at two stages of growth, with γ=1. (c) total coverage=0.1 

(d) spanning point: total coverage=0.3115. 

 

III. Percolation regime (L>L2). - At early time, many clusters are present in the system 

(ϕ=10-3, L1≈17, L2≈36 and L=300), and, as the system is bigger, their number is 

higher than in Regime II. As the time increases, larger clusters are formed both by 

the connection of clusters that diffuse and by the addition of single deposited 

particles (Fig. 6). At the spanning time, the system resembles a percolation 

network. 

 

Fig. 6: System morphologies in regime III, at two stages of growth, with γ=1. (e) total coverage=0.1 

(f) spanning point: total coverage=0.4915. 

(a) (b) 

(c) (d) 

(e) (f) 
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The introduction of cluster diffusion leads to an exponential increase in the mean 

cluster size as a function of time, whereas in the other growth models this dependence is a 

power law15. In order to keep the DDA model as close as possible to experiments and as 

general as possible, it is included a tunable parameter γ that characterizes the dependence 

of a cluster diffusivity on its size. For a non-epitaxial system also large cluster can move 

on the substrate16-18. In a system where large cluster do diffuse, the diffusion is not rigid: 

clusters may change their internal structure to be able to move. At low temperature edge 

diffusion6 is probably not relevant, due to the higher activation energy for the edge diffusion 

in comparison to the simple surface diffusion. The last assumption of this model is about 

the second layer: when a particle falls on a top of another particle it is assumed that the 

particle deposited on the second layer has no effect on the system. There’s a barrier at the 

edge of the first layer clusters, which prevents single particles from falling on the substrate. 

Because of the existence of this “Schwoebel barrier”19, particle diffusion on the second 

layer is much smaller than diffusion on the substrate. An important consideration is that it 

is not taken into account island coalescence5,20. 

 

2.2.2. Cluster-cluster interactions: juxtaposition and coalescence 

Compared to the atomic case, a fundamental difference, due to the inner structure of the 

clusters, appears in preformed cluster deposition: two clusters can merge to form a larger 

cluster. In particular, DDA model only allows, for two touching clusters, to remain 

juxtaposed as two separated entities. There exist another possibility of interaction, and it is 

the possibility to merge into a new single one larger cluster.  The choice between the two 

types of interactions depends on the substrate and deposited materials, substrate 

temperature, defects or contamination and incident cluster size21,22,4,5. 

The physical reason behind the merging of two clusters is the minimization of the 

free energy of the system, in particular the minimization of the surface energy. There is a 

competition between interfacial energy minimization and intrinsic stress energy, which 

tends to preserve the initial cluster morphology. Stress energy dominates in the case of 

large clusters, which thus undergo smaller deformations23.  

The motor of the coalescence is the diffusion of atoms on the cluster surface from 

the region of high curvature (where they have less neighbors and therefore are less bound) 

toward the regions of lower curvature. The equation for atom flux is24: 
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    𝐽𝑠 = - 
Ds γ Ων

KBT
∇SK⃗⃗⃗⃗ ⃗⃗ ⃗⃗     (1) 

where Ds is the surface diffusion constant (supposed to be isotropic), γ is the surface energy 

(supposed to be isotropic too), Ω is the atomic volume, ν is the number of atoms per unit 

surface area, KB is the Boltzmann’s constant, T is the temperature, and K is the surface 

curvature (K = 1/R1 + 1/R2) where R1 and R2 are the principal radii of curvature. 

 Clusters size is a crucial parameter for coalescence, since there exists an energy 

barrier for coalescence proportional to the interface area between the clusters25. It is 

possible to introduce an arbitrary critical size Nc defined as follows: if both clusters are 

larger than Nc no merging is assumed; if at least one of the clusters is smaller than Nc then 

they merge into a single one. In fact, the ratio between the size of the incident cluster Ni 

and the cluster pre-deposited Nc (ƞ= Ni/ Nc) is an important parameter. If ƞ<<1, the growth 

of the film is comparable to the three-dimensional (3D) growth of a classical atomic film. 

In the case of ƞ≈1 the fusion of the cluster can be neglected and the film growth can be 

described using the two-dimensional (2D) mathematical formalism25. 

 The process of island growth can also be studied as governed by characteristic 

times: the arrival time Δt, defined as the interval time between successive arrivals of 

clusters to an island, and a coalescence time τ(R,n) for a n-atom cluster of radius r=r0n
1/3 to 

entirely coalesce with a spherical island of radius R26. When Δt is longer than τ, the island 

reaches a compact spheroid shape before another cluster arrives. In the opposite case, the 

island does not have time to reach a compact shape before the arrival of the next cluster 

and evolves towards a non-compact or ramified shape. The reason is that now the atoms on 

the formerly outer surface of the first cluster do not feel curvature since they have neighbors 

on the second cluster. The mobile atoms are now those of the second cluster and the 

coalescence takes a longer time to proceed11. As time is going the number p of clusters 

forming an np-atom island increases linearly with time, and the island size increases as R= 

r0(np)1/3. For given deposition conditions the arrival time is almost constant with R, at least 

for a certain range of R, whereas the coalescence time increases with R. For two spheres 

with different radius we can write τ(R,r) proportional to Rα 27. From the relative variation 

of τ/Δt as a function of R, there’s exist a critical island radius Rc and consequently a critical 

number pc of clusters for which the cross-over occurs when τ=Δt. Compact islands are 

obtained for p smaller than pc. Fig. 7 shows the competition between compact and ramified 

shape relaxation resulting from preformed cluster deposited on surface. 
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Fig. 7: Variation of the ratio between coalescence τ and diffusion Δt time versus the number p of 

clusters involved in island formation. The cross-over which occurs for τ/Δt=1 separates the island 

morphologies into two different regimes: the compact island shapes for τ/Δt<1 and the ramified 

shapes for τ/Δt>1 26. 

 

Furthermore, the coalescence time between an incident cluster and a growing island 

depends on both island and incident cluster size. It increases as cluster size increases. 

Assuming that the arrival time Δt(n) of a n-atom cluster on substrate varies less rapidly than 

the coalescence time, the critical island radius Rc(n) for the cross-over transition between 

compact and ramified shape increases as n decreases, as reported in Fig. 8 21. 

 

Fig. 8: Evolution of the critical size R0 with the incident cluster size r. For small incident cluster 

(r=r1), Δt is longer than τ in the beginning of islands growth and critical island size R0 exists for a 

size larger than r1. R0 than decreases until r=r2, where Δt= τ at R=r2. When r>r2, Δt is always smaller 
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than τ, R0 is equal to r and increases with r. The thick dotted curve mimics the evolution of the 

branch width with respect to the incident cluster size21. 

 

2.3. Scaling laws 

The dynamic scaling approach is an effective tool for understanding the temporal evolution 

of fluctuating interfaces. There is no a systematic formalism for treating non-equilibrium 

processes. This implies that standard approaches of statistical mechanics are not suitable 

for describing the interface growth problem. The realization that stochastically growing 

surfaces exhibit non-trivial scaling behavior and naturally evolves to a steady state, having 

no characteristic time or spatial scale, has led to the development of a general scaling 

approach for describing growing interfaces28. This formalism, which is based on the general 

concepts of scale-invariance and fractals, has become a standard tool in the study of 

growing surfaces. In particular the dynamic scaling approach has been applied to the study 

of a variety of theoretical models of growing interfaces29,30. To describe the growth 

qualitatively, we introduce shortly some definitions. The mean height of the surface, ℎ̅, is 

defined by: 

     ℎ̅ ≡ 
1

𝐿
 ∑ ℎ(𝑖, 𝑡)𝐿

𝐼=1     (2) 

where h(i, t) is the height of column i at time t and L is the system size. If the deposition 

rate (number of particles arriving on a site) is constant, the mean height increases linearly 

with time. 

The interface width, which characterizes the roughness of the interface, is defined by the 

rms fluctuation in the height: 

    w (L, t) ≡√
1

L
∑ [h(i, t) − L

i=1 h̅(t)]2   (3)  

A typical plot of the time evolution of the surface width has two regions separated by a 

crossover time tx. Initially, the width increases as a power of time: 

     w (L, t) ∼ t β   [t<<tx]  (4) 

where the exponent β is the growth exponent and it characterizes the time-dependent 

dynamics of the roughening process. The power-law increase is followed by a saturation 

regime, during which the width reaches a saturation value, wsat. As L increases, the 

saturation width increases as well, and the dependence also follows a power law: 

     wsat (L) ∼ L α   [t>>tx] (5) 
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where the exponent α is the roughness exponent and it characterizes the roughness of the 

saturated interface. The crossover time tx at which the interface crosses over from the 

behavior of Eq. (4) to that of Eq. (5) depends on the system size, 

     tx ∼ L z      (6) 

where z is called the dynamic exponent. 

The scaling exponents α, β, and z are not independent but they are related by the relation: 

     z = 


𝛽
       (7) 

There exists a simple scaling law (Family-Vicsek scaling law) into which the previous 

equations collapse: 

    w (L, t) ∼ L α f (
t

 Lz
)     (8) 

where f(x) is called scaling function and is defined by: 

    f (x)={
𝑥𝛼           𝑥 ≪ 1
𝑐𝑜𝑛𝑠𝑡     𝑥 ≫ 1

                                         (9) 

The extent of the correlations parallel to the surface can be measured by the length 𝜉∥, 

which is the distance over which surface fluctuations spread during time t 29.  According to 

the dynamic scaling form (8), the correlation length 𝜉∥ must vary as: 

    𝜉∥ ∼ t β/α=t1/z   [t<<tx]   (10) 

    𝜉∥ ∼ L    [t>>tx]    (11) 

Application of dynamic scaling to a number of surface growth models can be now 

discussed.  

Because of the close relationship between the scaling exponents and the 

fundamental mechanisms leading to scale invariance, universality classes can be 

defined30,31,32,33. 

 

2.3.1. Random deposition 

Random Deposition (RD) is a very simple growth model and can be described by a sketch 

reported in Fig. 9.  
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Fig. 9: Schematic representation of Random Deposition model. 

From a random site over the surface, a particle falls vertically until it reaches the top of the 

column under it, whereupon it is deposited. Random deposition interface is uncorrelated. 

In fact, the columns grow independently as there is no mechanism that can generate 

correlations along the interface. For d=2, the growth exponent β is ½, while α is not defined 

(or α=∞), because the interface does not saturate and grows indefinitely with time29,30. 

 

2.3.2. Random deposition with surface relaxation 

To include relaxation in RD model, it is allowed the deposited particles to diffuse along the 

surface up to a finite distance, stopping when it finds the position with the lowest height 

(Fig. 10).  

 

Fig. 10: Schematic representation of Random Deposition model with surface relaxation. 

 

As a result of the relaxation process, the final interface will be smooth, compared to that 

without relaxation. Thus the newly-arriving particle compares the heights of nearby 
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columns before ‘deciding’ where to stick. This process generates correlations among the 

neighboring heights, which lead to the entire interface being correlated. Simulation in one 

dimension result in the scaling exponents β=0.24 ± 0.01 and α=0.48 ± 0.02 34. Otherwise, 

the scaling exponent of the Edwards-Wilkinson equation30 are: 

  α = 
2−𝑑

2
,  β = 

2−𝑑

4
,  z = 2   (12) 

We note that the scaling exponent in Eqs. (12) for d=1, give β=1/4 and α=1/2, very close 

to the results that have been found to describe the random deposition model with surface 

relaxation. This similarity lead us to conclude that the model and the EW equation belong 

to the same universality class. 

 

2.3.3. Ballistic deposition 

In this growth model a particle is released from a randomly chosen position above the 

surface, located at a distance larger than the maximum height of the interface. The particle 

follows a straight vertical trajectory until it reaches the surface, whereupon it sticks. In the 

simplest version of the model, particles are deposited onto a surface oriented perpendicular 

to the particle trajectories. In Fig. 11 (a) it is reported a scheme of the nearest-neighbor 

(NN) model, where falling particles stick to the first nearest neighbour on the aggregate. If 

it is allowed particles to stick to a diagonal neighbour as well, we have the next-nearest 

neighbour (NNN) model (Fig. 11 (b))30. 

 

 

Fig. 11: Schematic representation of Ballistic Deposition model, (a) in nearest neighbor (NN) and 

(b) next- nearest neighbor (NNN) approximations. 

 

The scaling properties for both the models are described by the non-linear theory. These 

two models belong to the same universality class (Kardar-Parisi-Zhang35), since they share 
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the same set of scaling exponent, α, β, and z. Their non-universal parameters however are 

different. In 2 dimensions the growth and the roughness exponents spans from 0.3 to 0.33 

(for the NN and NNN models) and from 0.44 to 0.47 respectively36. In 2+1 dimensions, the 

growth exponent β value spans from 0.21 to 0.2436-38, while the roughness exponent α from 

0.3 to 0.35. In contrast to random deposition and random deposition with surface diffusion, 

which lead to completely compact structures, there are vacancies and holes in the bulk of 

the ballistic deposition. Furthermore, in BD the fact that particles are able to sticking to the 

edge of the neighboring columns leads to lateral growth, allowing the spread of correlations 

along the surface. 

 

2.3.3.1. Tanget rule 

A peculiar characteristic of ballistic deposition is the columnar microstructure of the film. 

In fact, the existence of a region on each deposited particle where sticking is prevented 

causes the development of oriented voids, perpendicular to the incident direction. This 

morphology is observed in both two-dimensional and 3D computer simulations39 and 

experiments40. It becomes more distinctive when particles are added via ballistic deposition 

trajectories from the same direction with a large angle of incidence (α). As the angle of 

incidence increases, the interaction of the self-shadowing effect41 with the collision 

dynamics gives rise to rather densely packed columnar structures that grow apart as the 

angle of incidence is further increased42. By experiments and computer simulations it is 

found that the angle (β) between the growth direction of the columns and the normal to the 

surface is smaller than the incident angle. From measurements of Nieuwenheuzen and 

Hannstra43 it has been found that the angle of growth β is empirically related to the angle 

of incidence α by the ‘tangent rule’36,44: 

     tan (β) = 
1

2
 tan (α)    (13) 

In Fig. 12 representative morphologies of BD with different incident angle are shown. 

    =0°              =45°              =70°              =80°                =Ran(0,90°)  
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Fig. 12: Representative deposit morphologies generated at low impact velocity  with various angle 

of incidence42. 

 

It is of interest to consider a quantitative measurement of the deposit surface morphology, 

such as the deposit surface roughness. Representative results for the evolution of the surface 

roughness of frozen deposits are shown in Fig. 13 for various angles of incidence42.  

 

 

Fig. 13: Angular dependence of deposit roughness evolution for low impact velocity42. 

 

Increasing α beyond 45° causes a significant increase of the deposit roughness due to the 

emergence of the previously mentioned columnar structures. 

 

2.3.3.2. Sticking probability 

Once an incident particle reaches the collecting surface its fate is determined by its specific 

interaction upon collision with the collector and/or with other pre-deposited particles. In 

case of perfect capture, the particle arrival rate also determines the final deposition rate. 

The possibility of post-collisional motion of the particle and therefor the possibility of re-

entrainment causes the actual deposition rate to be less than the particle arrival rate, a fact 

that has been traditionally described through the use of an empirically determined “sticking 

probability”. A computational simulation work42, based on dynamical models, suggests that 

after an initial stage of growth (which depends on the impact velocity) the deposit 

morphology forgets the influence of the substrate and the particle sticking fraction reaches 

a stationary state (Fig. 14(a)). 
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Fig. 14: (a) Sticking fraction evolution for different impact velocities at normal incidence. (b) 

Stationary sticking fraction as a function of impact velocity and model parameters42. 

The dependence of this steady-state sticking coefficient on impact velocity is shown in Fig. 

14 (b) for various values of Ew (dimensionless number that expresses the rotational energy 

barrier in terms of the normal adhesion barrier) and Cw (deposit rigidity parameter). The 

results of these numerical experiments indicate the existence of  a critical velocity Vcr below 

which all particles stick and above which sticking coefficients decay exponentially. This 

critical velocity is not the usual critical velocity45,46 for particle sticking on a flat surface.  

Like the latter, it is a material parameter depending on particle size, mechanical moduli and 

surface energies of incident particle and target particle, as well as on the microstructural 

and rigidity characteristics of the growing deposit. Varying the angle of incidence in the 

range 0°-70° was found to produce only a slight decrease in sticking fraction. 

 

2.3.4. Slippery Ballistic Deposition 

In the regular ballistic deposition model the sticking probability ps, which can be defined 

as probability under which the interception/sticking occurs, is considered to be unity. It is 

possible to generalize the rules for random deposition, by varying the sticking probability 

to be less than unity47-49. When ps equals to 0, a fully random deposition occurs, as shown 

in Fig. 15. 
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Fig. 15:  Rendition of the slippery ballistic model. The approaching particle (empty blue square) 

missed the opportunity to stick at sites 1, 2, 3, and 4 and finally lands at an unoccupied position 

(hashed blue square)47. 

 

In Fig. 16 it is also possible to appreciate the growth pattern from a single seed as a function 

of different sticking probability ps for a single simulation. 

 

 

Fig. 16: 1D ballistic growth from a single seed for various sticking probabilities: (a) ps = 0.01, (b) 

ps = 0.1, (c) ps = 0.25, (d) ps = 0.5, (e) ps = 1 47. 

 

The corresponding scaling parameters are reported in table I 48,49: 
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Model α β z Ref. 

Random --- 1/2 --- 30 

KPZ 1/2 1/3 3/2 35 

Ballistic 0.42 0.3  28 

Ballistic 0.46 ± 10-3 0.28 ± 10-4 1.65 ± 10-3 48 

ps= 0% 0.49 ± 10-2 0.29 ± 10-3 1.69 ± 10-2 48 

ps= 30% 0.47 ± 10-2 0.28 ± 10-3 1.69 ± 10-2 48 

ps= 60% 0.48 ± 10-2 0.29 ± 10-3 1.66 ± 10-2 48 

Table I: Scaling parameters α, β and z for different models in d=2. 

 

The simulated result of surface roughness for ballistic deposition at different interface 

width shows a variation of the slope of roughening48. In fact, interface starts with 

uncorrelated growth (1/2 slope) and later turns to correlated growth (ca. 0.3 slope). Anyway 

in the competition between random deposition and ballistic deposition processes, BD is the 

dominant, even at very small values of sticking probability48. 

 

2.4. Film porosity 

Film porosity, defined as the ratio of empty to total volume, is a key morphological 

parameter for many different applications. In fact, high porous film are desirable because 

the film porosity governs mass transfer rates in catalytic devices50, electron diffusion 

pathway in dye-sensitize solar cells51 and performance of gas sensor films52. The film 

porosity is related to the particle dynamical behaviour near the surface. In general, deposits 

formed by particles arriving to an initially flat wall become structured in three level: a 

denser near-wall (NW) region, a uniform region with constant mean density, and an open 

and lighter active-growth (AG) region53,49. The NW region comes from the early deposition 

stages of the particle attaching on the initial clean surface which is not shadowed by any 

formed deposit structure, rendering a high-density layer. The uniform region corresponds 
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to the steady growth of the deposit with constant mean density. The Ag region is the 

topmost layer of the deposit where particles are still becoming attached. Here, the density 

is smaller and vanishes with increasing height. 

 

2.4.1 Evolution with Pe number 

Concerning the growth models we have explained previously, the diffusion-limited 

deposition (DLD) model is valid for particles moving in a stochastic manner due to thermal 

fluctuations, BD model applies to particles moving in a deterministic way. However, the 

particle motion is neither purely stochastic nor completely deterministic. The particle 

motion can be split into two contributions: a mean velocity V and a Brownian motion with 

a diffusion coefficient D. The particle convective-diffusion motion is characterized by the 

relative intensity of the convective (deterministic) contribution to the diffusive (stochastic) 

part, which is the particle Péclet number Pe= Va/D, where a stands for the characteristic 

length53. Péclet number tends to 0 for diffusion-limit model, while it tends to  in ballistic 

deposition limit. In Fig. 17 is reported the simulated normalized density as a function of 

the Péclet number. 

3.  

Fig. 17: Log-log density profiles (with hmax= 300a) normalized to the uniform region density ρ̅(Pe) 

versus the deposit height53. 

For all the Pe values, density is higher in the near-wall region and becomes lower in topmost 

layer of the film. For the diffusion-limit deposition, the more packed is the NW region, the 

more porous is the region in the AG region compared to BD regime. Another relevant 

work54 highlights the difference in porosity, for the two limiting models, due to the different 
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cluster shape (spherical or agglomerate), number and size of primary particles and their 

fractal dimensions.  

 

2.4.2. From RD to BD 

The variation in the sticking probability alters the matrix and surface properties formed. 

Fig. 18 shows that different porous structures are formed when the sticking probability 

increases from 10 to 60% 48. It is visually clear that layers are less porous at lower sticking 

probabilities: the pores grow more in the vertical direction, generating channel type void 

spaces toward top layers, while at higher sticking probabilities pores grow both in 

horizontal and lateral direction. 

 

 

Fig. 18: The effect of sticking probability on the layer structure. a) 10%, b) 20%, c) 30%, d) 60%. 

The different colors correspond to the deposition of 1000 particles48. 
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From low sticking surface to ballistic deposition limit, the density of the particles decreases 

and saturates after reaching saturation loading (Fig. 19), which is proportional to the film 

thickness. The most pronounced difference between the growth processes is the saturation 

particle density, which increases from 46% to 72% of the closely packed layers, when the 

sticking probability decreases from 100% to 10%. 

 

Fig. 19: Comparison of the volumetric particle’s density with loading48. 

 

Average height is in linear relationship with loading48. Similar trends with height are also 

shown in ref 49 for slippery ballistic deposition in the presence of Coulomb type or Van der 

Waals interactions between particles (Fig. 20). 

 

Fig. 20: (a) Growth of porosity at different sticking probability (ap) for Coulomb-type interactions. 

(b) Growth of porosity for Coulomb- and van der Waals-type interaction49. 

 

Increasing the angle of incidence of clusters further increase the porosity of the matrix, as 

can be visualized by the Fig. 13 presented in the previous Section, from Ref.42. 

 

  

(a) (b) 
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3. Low-energy cluster beam deposition 

 

 

In this chapter, I will focus on an alternative approach to form nanometer islands on 

substrates: instead of growing them by atom–atom aggregation on the substrate, a process 

which dramatically depends on the properties of the substrate and its interaction with the 

deposited atoms, one can prepare the islands (as free clusters) before deposition and then 

deposit them. It should be noted that the cluster structure can be extensively characterized 

prior to deposition by several in-flight techniques such as time-of-flight mass spectrometry, 

photoionization, or fragmentation1. Moreover, the properties of these building blocks can 

be adjusted by changing their size, which also affects the growth mechanisms and therefore 

the film morphology2-4. There are several additional interests for depositing clusters. First, 

they can be grown in extreme non-equilibrium conditions, especially with the laser 

vaporization technique, which allows one to obtain metastable structures or alloys. It is true 

that no islands grown on a substrate are generally in equilibrium, but the quenching rate is 

very high in a beam, and the method is more flexible since one avoids the effects of 

nucleation and growth on a specific substrate. For example, PdPt alloy clusters - which are 

known to have interesting catalytic properties - can be prepared with a precise composition 

(corresponding to the composition of the target rod used in the cluster source) and variable 

size and then deposited on a surface5,6. This allows the tuning within a certain range the 

properties of the films by choosing the preparation conditions of the preformed clusters. It 

might also be mentioned that cluster nucleation is less sensitive to impurities than atomic 

nucleation.  

 

3.1. Thin film grown from preformed clusters 

  

3.1.1. Low-Energy Cluster Beam Deposition 

Nanostructured materials are systems characterized, at least in one dimension, by a 

nanometer dimension7. Among various type of nanostructured materials, cluster assembled 

materials represent an original class with specific structures and properties8-11. They can be 

classified in between amorphous and crystalline materials for their structure, while their 

properties are strongly influenced by the size of their constituents and diverge significantly 



50 

 

from those of the bulk and of molecules by the emergence of new phenomena, not seen in 

system built by building-blocks of smaller or larger scales. The typical cluster size ranges 

from few tens to a few thousands of atoms. 

 The different techniques used to deposit cluster-assembled materials can be divided 

into two groups, according to the growth process of cluster: clusters nucleated on a substrate 

by atomic deposition technique or clusters preformed in a cluster source12,13. The control 

of the thin film properties and the efficiency of deposition are generally incompatible with 

the former technique, while it is possible to carefully control specific properties of cluster 

assembled film depending only on the material and on the morphology of the preformed 

clusters and the interaction between clusters and the surface.  

An important method to prepare cluster assembled materials is the Low-Energy 

Cluster Beam Deposition (LECBD), which consists in depositing neutral clusters with low 

kinetic energy (Ekin <1eV/atom), which prevents them from a post deposition fragmentation 

on the substrate2, 8,11,14-17 (schematically shown in Fig. 21). In fact, the binding energy per 

atom inside the cluster is higher that the energy per atom at the impact18,19.  

 

Fig. 21: Molecular-dynamics simulations of the morphology of films obtained by Mo1043 cluster 

deposition on a Mo(001) surface as a function of the cluster incident kinetic energy: (a) 

0.1 eV/atom; (b,) 1 eV/atom; (c) 10 eV/atom20. 

 

LECBD has introduced the possibility to produce nanostructured samples with unique 

morphological and chemico-physical properties. These samples are generally composed by 

a highly porous matrix of interconnected clusters. Due to the high surface/volume fraction 

of the single component of the nanostructures21 (as shown in Fig. 22), the whole interface 

gain a huge increase of the available surface for chemical reactions (like catalytic 

processes22) and for physical interactions between clusters or interfaces23-26. 
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Fig. 22: Fraction of atoms within 0.5 nm of the surface of a nanoparticle as a function of its 

diameter21.   

 

The deposition techniques which produce thin films by depositions of atom or molecules 

usually present asymmetric and broad cluster size distributions, with an important residual 

concentration of atomic or molecular species, while depositions of preformed clusters 

present a more symmetric and narrow grain size distribution15,16,27,28. For this reason 

LECBD offers a perfect choice for the study of the influence of incident cluster (building-

bocks) size on thin film growth and on its properties at the nano and meso-scale. In fact, a 

possible ‘memory effect’ of the original free cluster structure is at the origin of its specific 

properties. 

 

3.1.2. Memory effect  

“Memory effect” refers to the possibility of depositing clusters exhibiting quantum-size-

effects and managing to survive on the substrate without shape and internal structural 

changes in order to print into the continuous porous matrix of cluster assembled film 

structural and morphological properties which are not destroyed by the multilayers 

deposition9.  

In a general way, the quantum properties are governed by the surface atoms. As <N> 

increases, the surface/bulk atom ratio Nsurf/Nbulk decreases and the probability to preserve 

the molecular character becomes lower. The energy per atom E/<N> in the cluster increases 

as the cluster size decreases and so the comparison of E/<N> with ε (ε is the cluster binding 

energy) is helpful to determine when clusters are expected to survive in the initial state. 

The ideal solution is to deposit cold clusters without kinetic energy. In the best cluster 
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source (high super-saturation ratio with cold carrier gas), the vibrational cluster temperature 

is about a few hundreds K with a kinetic energy corresponding to a velocity roughly equal 

to that of the carrier gas. Two conditions have to be satisfied to synthesize new structural 

properties of cluster films: 

 Cluster size small enough to observe quantum size effects; 

 Cluster size big enough to preserve the memory of the free cluster (low surface 

diffusion regime). 

LECBD techniques reach a regime of soft landing (E/<N> << ε) in a large range of cluster 

sizes and these two conditions seem to be satisfied in the LECBD technique according to 

the experimental results presented below: 

1. Structural properties. - The main result obtained is that LECBD allows the 

preparation of continuous and amorphous antimony films stable at room 

temperature, whereas such films have never been obtained by MBD at room 

temperature29. Continuous amorphous Sb films obtained by other conventional 

methods are unstable at RT. For these films the amorphous-crystal transformation 

occurs at about Tc = 250 K. LECBD films are amorphous and crystallize at 323 K. 

TEM observations show that each amorphous domain crystallizes individually in 

the normal rhomboedral Sb structure without any shape or grain size modification29. 

In addition, this LECBD amorphous antimony phase presents a particular electronic 

structure as shown by electron transport studies. A size effect can also be involved 

for other metallic material structural properties, as Cobalt and Samarium9. For 

covalent bond, as carbon clusters, is easily observable the memory effect: the 

comparison between the intensities of the first-order Raman scattering spectra of 

C20, C60 and C900 films indicates clearly that the sp3-hybridization strongly present 

in the C20-films is lost as the mean free incident cluster size increases from 20 to 

900 atoms per clusters. The main conclusion is the direct correlation between the 

structure (diamond-like or amorphous) of the films and the incident-free clusters 

properties9. 

 

2. Morphological properties. -  In addition to the first asset of the LECBD technique, 

which is the direct control and the low value of grain size of metallic films, the high 

roughness of LECBD will play a crucial role in the improvement of chemical 
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reactivity of surfaces. A typical use of the roughness profile properties and the small 

grain size of the LECBD films is the giant surface/volume ratio. This “nano-

sponge” behaviour is clearly observed by electrical measurements for Bi LECBD 

films. To compare the LECBD and MBD film reactivity with oxygen, they have 

measured ,after deposition, the resistance evolution of these samples under 600 Pa 

of O2. Notwithstanding the higher resistance of the LECBD Bi deposits, LECBD 

films are much more sensitive to air exposure than MBD ones: after introduction of 

oxygen in the deposition chamber, the oxidation of the LECBD film causes a large 

increase of the electrical resistance. In comparison, the electrical resistance of MBD 

films remains unchanged. The morphology of deposits and especially the higher 

roughness and the low grain size of LECBD Bi films explain such a behaviour14. 

Reference16 it has also highlighted the difference between film properties of 

Agn clusters produced by laser vaporization cluster source or by molecular beam 

deposition and deposited onto SiO2 substrates. In particular, it has been shown that 

after annealing processes, the grain size of the 180nm thick cluster film has 

increased by 70%, while for the MBD film the rise is 440%. It is an illustrative 

evidence that with LECBD we can consider a great ‘preservation of the 

nanostructure’, for example after thermal annealing processes30,31. A clear example 

of the possibility to change the film morphology by varying only the mean cluster 

size was given a few years ago by Fuchs et al.2 and this study has been extended by 

Bréchignac’s group for larger cluster sizes4. 

 

3. Electronic properties. – The LECBD technique allows the synthesis of thin films 

for which the exploration of the whole scale of electron localization effects can be 

possible. Experimental results for antimony show that these cases can now be 

studied:  

 

a. Before crystallization (deposition at room temperature), the deposits are 

amorphous and strong localization effects are evidenced; 

b. After crystallization, the deposits are formed with small crystalline 

aggregates presenting similar effects than weak localization ones. 
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While size of supported aggregates obtained by MBD is larger than the electron 

elastic mean free path, the LECBD technique allows to study these localization 

effects15. 

4. Magnetic properties. – Despite the conventional crystallographic structure of the 

granular films obtained by transition metal clusters depositions, direct relation 

between the nanostructure and the magnetic properties is interesting. In this case, 

the magnetic behaviour of these films is strongly influenced by the grain size and 

the interactions between grains leading to a magnetic state intermediate between 

amorphous materials and crystals. This state comparable to a correlated spin glass 

can be treated in the frame of the random anisotropy model to simulate the magnetic 

behaviour of the films in an external applied magnetic field 9. 

 

5. Optical properties. – A promising application of the LECBD technique is the 

preparation of optical nanostructures formed by clusters embedded in a transparent 

dielectric matrix. In the particular case of metallic nanoparticles, the film exhibit 

normal adsorption bands in the near-UV, visible or near-IR regions32-38, due to the 

collective excitation of conduction electrons (surface plasmon resonance). The 

positions and shapes of such absorption bands strongly depend on the size 

distribution, shape and volume fraction of the metallic inclusions. 

 

3.2. Sub-monolayer regime 

In this section I review the experimental results obtained for Low Energy Cluster Beam 

Deposition in the sub-monolayer regime, in order to give some examples on how to analyse 

experiments and to deduce the important physical quantities characterizing the interaction 

of a cluster with a surface and with other clusters.  

 

3.2.1. Sb2300, Sb250 and Au250 clusters on Highly Oriented Pyrolitic Graphite 

(HOPG) 

Different works3,17,39-41 have been performed to study the sub-monolayer growth of Sb2300, 

Sb250 and Au250 clusters on Highly Oriented Pyrolitic Graphite (HOPG). The main 

experimental results are shown below.  
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For films grown on highly oriented (0001) pyrolitic graphite, before deposition at 

room temperature, freshly cleaved graphite samples are annealed at 500 °C for 5 hours in 

the deposition chamber (where the pressure is 10−7 Torr) in order to clean the surface. The 

main advantage of HOPG conveniently annealed is that its surface consists mainly of 

defect-free large terraces (1μm) between steps. The Sbn cluster beam is generated by the 

gas aggregation technique in a thermal source similar to that developed by Sattler27.  The 

metallic vapor obtained from a heated crucible is condensed in an inert gas (Ar or He) and 

cooled at liquid nitrogen temperature. This leads to the formation of the beam of incident 

clusters, which are neutral and have low kinetic energy (less than 10 eV/cluster42). The free 

Aun clusters are produced in a laser vaporization source similar to the one described by 

Smalley et al.43 and Milani et al.44, as described in Section 1.1.3. A plasma created by the 

impact of an Nd:YAG laser beam (wavelength 532 nm) focused on a rod is thermalized by 

injection of a high-pressure He pulse (3-5 bar for 150-300 μs), which permits cluster 

growth. The mean cluster size is governed by several parameters, such as the helium flow, 

the laser power, and the delay time between the laser shot and the helium pulse. After 

transfer in air, the films are observed by transmission electron microscopy (TEM) and by 

scanning electron microscopy (SEM). A detailed analysis of this kind of micrograph shows 

that the ramified islands are formed by the juxtaposition of particles for both the metals, 

which have the same size distribution as the free clusters of the beam. From this 

consideration, we can infer two important results. First, in the low energy deposition 

regime, clusters do not fragment upon landing on the substrate. Second, antimony and gold 

clusters remain juxtaposed upon contact and do not coalesce to form larger particles (Fig. 

23). 

  

Fig. 23: Typical island morphologies of Sb2300 islands obtained experimentally by transmission 

electron microscopy. Ts = 298 K and F = 2.1x109 clusters cm-2s-1, Nisl = 3.7x10-4 per site39 (a); 

typical Au island morphologies obtained experimentally by scanning electron microscopy (SEM) 

(a) (b) 
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for a 0.5 nm thick films produced by deposition of Au250 clusters on a substrate annealed at 353 K. 

The incident flux is f=10-2 nms-1 40. 

 

From a qualitative point of view, Fig. 23 also shows that the clusters are able to move on 

the surface. Indeed, since the free clusters are deposited at random positions on the 

substrate, it is clear that, in order to explain the aggregation of the clusters in those ramified 

islands, one has to admit that the clusters move on the surface. Fig. 24 shows the evolution 

of the island density as a function of the surface coverage.  

 

Fig. 24: Evolution of the island density NS as a function of the surface coverage  40.  

 

We see that the saturation island density Nsat is reached for θ ≈ 15ML. This indicates that 

evaporation or island diffusion is not important in this case. Therefore, we guess that the 

growth should be described by a simple combination of deposition, diffusion of the incident 

clusters, and juxtaposition. When a cluster arrives on the substrate it can meet another 

cluster diffusing on the surface and form an island (nucleation event) or be captured by an 

already existing island (growth process). For very low coverage the primeval incident 

cluster density rapidly grow leading to a rapid increase of island density Ns for nucleation 

events by cluster-cluster encounter on the surface. This goes on until the islands occupy a 

small fraction of the surface, roughly 0.1% 19. For larger coverages, a competition appears 

between nucleation events and island growth processes, leading to a slower increase of 

island density. Ns saturates for coverage around 10-15% 19,40,45, when all the incident 
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clusters are eaten by previously formed islands, before they can meet another cluster and 

form a new island: nucleation becomes negligible. When the coverage is about 30-40%, 

the linear dimension of the island becomes of the order of their separation distance and 

coalescence between islands (static coalescence) starts, which leads to a decrease of the 

island density. 

Fig. 25 presents the morphology of the Sb2300 films for different incident fluxes (f).  

 

 

Fig. 25: TEM micrographs of 0.5 nm Sb2300 thick films preformed at room temperature for several 

incident fluxes, (a) f = 3.2 x 10-2 nms-1, (b) f = 2 x 10-2 nms-1, (c) f = 3 x 10-3 nms-1, (d) f = 1.5 x 10-

3 nms-1 40. 

 

When the flux decreases, the island density decreases whereas the island ramifications 

increase. This means that: 

1. The deposition, the diffusion and the aggregation of antimony clusters are 

simultaneous on the graphite. Before this study, we could imagine that the diffusion 

starts only when all the clusters are deposited on the graphite. Nevertheless, this 

hypothesis cannot explain the changes in the island density when the incident flux 

is changed; 
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2. The participation of the nucleation centers of the graphite surface on the film growth 

is negligible. This is not the case, for example, when the antimony clusters are 

deposited on amorphous surfaces28 (like amorphous carbon or glass), where 

nucleation centers acts as traps for the incident particles, restricting their diffusion. 

We conclude that surface contamination - which could not be ruled out given the 

vacuum conditions - does not affect significantly our results.  

 

Knowing the experimental fluxes, one can derive the diffusion times and coefficients. The 

result is a surprisingly high mobility of Sb2300 on graphite, with diffusion coefficients of 

the same order of magnitude as the atomic ones, that is, 10−8 cm2s−1 (Fig. 26).  

 

Fig. 26: Dependence of the diffusion coefficient of Sb2300 clusters (  ) and Au250 clusters (  ) on the 

temperature. The solid lines are fits to the experimental data. We find D =D0 exp (-Ea/kT), with 

Ea=0.7 ± 0.1 eV and D0= 104 cm2 s-1 for Sb2300 clusters, and with Ea=0.5±0.1 eV and D0 = 103 cm2 

s-1 for Au250 clusters 40.  

 

A similar study has been carried out for Sb250 on graphite, showing the same order of 

magnitude for the mobility of the clusters40. 

 

3.2.2. Sbn (n≤100) clusters on a-C 

Antimony clusters deposited on amorphous carbon substrate have been studied by different 

groups2-4,46. Here the main results are shown. 

Neutral antimony clusters are produced by a gas-aggregation cluster source44 and 

are deposited at low-kinetic energy on surfaces maintained at room temperature. The cluster 
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size is controlled by the oven temperature, pressure of the carrier gas, and nozzle diameter. 

Small antimony clusters are able to move on amorphous carbon, as demonstrated by Fig. 

27. 

 

Fig. 27: (a) Morphology of Sb36 film at e =1.8ML; (b) Evolution of the island density (per site) as 

a function of thickness (ML). The dashed line represents a fit of the data with Fτ= 10−5 assuming a 

pyramidal (half-sphere) shape for the supported islands, while the solid line assumes that islands 

are spherical and Fτ=3×10−6 47. 

Small clusters gather in large islands and coalesce upon contact. The maximum of island 

density (Fig. 27) is reached for very high thickness (e ≈ 1.8 ML), which can only be 

explained by supposing that there is significant re-evaporation of Sb36 clusters from the 

surface. 

Furthermore, as shown in Fig. 28, the average island diameter decreases as the 

cluster size increases until <n>≈350 and then increases as the cluster size increases to 

converge towards the diameter of incident clusters2,46. 
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Fig. 28: STEM images of antimony islands grown on amorphous carbon surfaces for different sizes 

of the incident clusters: the mean cluster size over the distribution of the incident cluster size is 

determined by time-of-flight mass spectroscopy. (a) n =4, (b) n =90, (c) n =150, and (d) n =2200 46. 

Evolution of antimony island size on amorphous carbon surfaces as a function of the mean diameter 

of incident clusters for a given coverage of 0.5 ML (e) 46. 

 

3.2.3. Aun clusters on Au(111) and Ag(111) 

Gold clusters are produced, by the group of Ref 17, in a laser vaporization source and are 

characterized prior to deposition by mass spectrometry.  

 

Aun clusters on Au(111) 

Preformed clusters are then deposited onto Au(111) surfaces without  noticeable  energy  

(E< 1eV/atom).  In this experiment the whole size distribution is deposited without size 

selection. This size distribution is centered on 2.9 nm (i.e. <N>= 750 atoms) for  experiment  

performed on  Au(111). After deposition at room temperature, the films have been observed 

in situ with a UHV scanning  tunneling microscope (STM) and by atomic force microscopy 

(AFM) with the same omicron microscope. In addition, TEM and Scanning Electron 

Microscopy (SEM) analysis has been carried out for comparison with near-field 

microscopies. In this last case, the samples are transferred to air prior to observation. Fig. 

29 presents STM images of Au750 cluster thin films on Au(111) substrate, for various 

thicknesses from 0.01 up to 3.4 nm.   

(e) 
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Fig. 29: STM images 100x100nm2 of the morphologies of Au750 cluster films on Au(111) vs. the 

equivalent thickness (Eq). (a) Eq = 0.01 nm; (b) Eq = 0.03 nm; (c) Eq = 3.4 nm 17. 

 

One can see, in contrast to previous observations on HOPG, that here, the film is composed 

by a random distribution of isolated particles. It is important to figure out if one isolated 

particle is corresponding to one incident cluster, or if it results from the aggregation and 

the merging of several incident particles into a larger compact one. For this purpose, they 

have compared in Fig. 30 the evolution of the density of the supported particles with the 

equivalent deposited thickness, to the prediction of a simple ballistic model (without 

diffusion and coalescence), assuming that each incident cluster becomes, after deposition, 

one supported particle48.  

 

 
Fig. 30: Supported clusters density vs. the equivalent thickness. The continuous line shows the 

prediction of a simple ballistic deposition model without diffusion and coalescence taking into 

account the overlapping of the incident clusters after deposition 17. 



62 

 

The good agreement between experimental results and predicted ones reveals that there is 

no aggregation of the incident clusters on the surface, suggesting that the clusters do not 

diffuse on the surface to form islands. Moreover, additional successive STM observations 

of the same surface area point out that two neighboring clusters do not coalesce to form a 

larger particle, contrary to the previous case, and that the position of the mass center of the 

supported particles do not change with time (i.e. no cluster diffusion). Thus, finally, one 

supported particle corresponds to one incident cluster, in other words, each supported 

particle is roughly composed by 750 atoms. As a consequence, the cluster shape is provided 

by the simultaneous analysis of the height profile given by STM and the “free” cluster size 

distribution. This is consistent with the fact that (111) facets in the gold cluster (assuming 

a cuboctahedron shape) have a lattice parameter close to the (111) surface. This favors 

strongly the epitaxy between the cluster and the substrate49. 

 

Aun clusters on Ag(111)  

In Fig. 31 three STM images of gold clusters deposited on a Ag(111) substrate are shown41. 

 

Fig. 31: STM images (1 nA, 100 mV) of Aun clusters deposited on a Ag(111) substrate. The scan 

ranges are (a) 200 x 200 nm2 (z-range is 2nm), (b) 750 x 750 nm2 (z-range is 2nm), and (c) 250 x 

250 nm2 (z-range is 1.5nm). Neither at the step edges in (a) (indicated by the dotted line in the 

height profile), nor at the defects in (b) (indicated by the dashed lines in the height profile) are 

higher cluster concentrations observed. (c) The particles measured on top of an atomically flat 

terrace correspond to single clusters or to aggregates of a few clusters41. 
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Apart from the morphology of the silver film itself (which contains one-monolayer-deep 

hole-liked effects), the topography is very similar to that in the case of the Au(111) 

substrate. On the Ag(111) surface there is no preferential positioning of the particles at the 

surface steps (see Fig. 31(a)), nor at the defects in the silver film (Fig. 31(b)). The main 

difference between cluster deposition on a gold and on a silver substrate appears when 

studying the cluster stability over longer periods of time. On a gold surface the cluster 

configuration remains unaltered during repeated scanning and as a function of time (even 

after a few months). On the other hand, on the silver substrate the clusters tend to diffuse. 

 

3.2.4. TiOx on Au(111) 

Ref 50 reports on Ti clusters, produced by a laser vaporization source and deposited with 

low kinetic energy (≈0.13 eV/atom) onto cleaned Au(111) substrates at room temperature51. 

Epitaxially grown 140-nm thick Au(111) films on freshly cleaved mica were prepared ex 

situ by Molecular Beam Epitaxy (MBE) at elevated temperatures41. After exposure to 

ambient conditions, the Au(111) surfaces are cleaned in the UHV preparation chamber 

(with a typical base pressure in the low 10−10 mbar range) of the low-temperature UHV 

STM by repeated cycles of Ar ion sputtering (at about 4 KeV, 10−6 mbar of Ar pressure 

and with the beam current density typically around 50 μA/cm2) and annealing at about 720 

K 52. The maximum in the cluster-size distribution was tuned to around 750 atoms (≈3.1nm 

cluster diameter). TiOx clusters films have been investigated by means of Scanning 

Tunneling Microscopy and Scanning Tunneling Spectroscopy, after oxidation process and 

thermal annealing up to high temperatures (970 K). 

 Fig. 32 presents a typical STM image of TiOX clusters on an atomically flat Au(111) 

surface before annealing. 

 

Fig. 32: (a) 100 × 100 nm2 STM image of deposited TiOx clusters on a Au(111) surface (V=1.0  
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V, I=1.0 nA). The clusters show negligible mobility after deposition. (b) Height profile taken along 

the dashed white line in (a) comprising three TiOx clusters. (c) Normalized height histogram of the 

deposited TiOx clusters and complementary abundance spectra of free cationic TiOx clusters as a 

function of cluster diameter in the spherical approximation (gray) and as a function of cluster radius 

in the hemispherical approximation (black) 50. 

The TiOx nanoparticles are distributed randomly across the Au(111) surface and do not 

show any preferential positioning at, e.g., Au(111) step edges, nor do they show any clear 

alignment at elbows of the Au(111) reconstruction as was the case for self-organized Co 

islands in a previous study53. These findings imply that the TiOx nanoparticles do not 

exhibit significant diffusion on Au(111) at room temperature. The height distribution of the 

particles after deposition is presented in Fig. 32(c). 

 Fig. 33(a) presents a topographic STM image after annealing of the TiOx 

nanoparticles up to a temperature of 970 K. Comparison with Fig. 32(a) shows that the 

substrate is now atomically flat and the Au(111) herringbone reconstruction is observed, 

indicating a clean surface.  

 

Fig. 33: (a) 100×100nm2 STM image of TiOx nanoparticles on a Au(111) surface after annealing to 

970 K (V=−1.0 V,I=0.1 nA). (b) Line profile taken along the dashed white line indicated in (a). (c) 

Normalized height histogram of the TiOx nanoparticles after annealing to 670 K (dashed) and after 

annealing to 970 K (shaded) 50. 

The contamination layer is evaporated, which happened already after annealing to 570 K 

(data not shown). The removal of this layer also eliminates the uncertainty for the height 

measurement. Still, no preferential cluster heights are observed when looking at an 

ensemble containing a lot of different clusters. Analysis of the STM images after annealing 

to 670 and 970 K does not reveal a significant difference in the distribution of particle 

heights (Fig. 33(c)) when compared to the substrate before annealing (Fig. 32(c)). This 
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indicates that TiOx nanoparticles do not “sink” into the Au(111) surface as is the case for, 

e.g., Co nanoparticles54. Meanwhile, the density of particles on the surface also remains 

constant (around 20 per 100 nm2). After annealing, the particles are still randomly 

distributed across the surface and they do not coalesce. From these results, it can be 

concluded that, even at high temperatures, the TiOx nanoparticles do not diffuse and remain 

on the surface as single entities. 

 

3.3. Thin films by LECBD 

In this section I review the experimental results obtained for Low Energy Cluster Beam 

deposition beyond the sub-monolayer regime, in order to deduce the important physical 

properties characterizing the interaction between clusters, depending on the deposition 

technique and annealing processes.  

 

3.3.1. Agn clusters on SiO2 

In Ref 16, free charged and neutral Agn clusters were produced by a laser vaporization 

cluster source (using a pulsed flow of He gas, with 125 μs pulse duration) and deposited 

onto SiO2 substrates resulting in cluster films. To minimize the influence of the substrate 

morphology on the films, Si substrates with a 700 nm thick thermally grown SiO2 top layer 

were chosen because of their low surface roughness and the amorphous character of the 

SiO2. These films were characterized by Atomic Force Microscopy, X-ray diffraction and 

resistivity measurements to determine films topography, grain sizes, dimensions of the 

coherent scattering regions perpendicular to the films plane, and the mean free path length 

of the conduction electrons. A 100 nm thick Ag films grown by Molecular Beam 

Deposition (MBD) was investigated using the same characterization techniques.  The 

cluster films were annealed in vacuum (10-6 hPa) for 1h at 493K and finally they were 

characterized again. 

 Fig. 34 gives the images of the 180 nm thick Ag cluster film (before and after 

annealing, Fig. 34 a, b) and of the Ag film deposited by MBD (before and after annealing, 

Fig. 34 c, d).  
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Fig. 34: AFM images of (a) Ag cluster film 180 nm as deposited and (b) annealed at 493K; AFM 

images of Ag film deposited with MBD film as deposited (c) and annealed at 493K (d) 16. 

 

Fig. 34 shows a granular structure for each film. The mean grain diameters, determined 

from the AFM picture section analysis at half the grain height, of the cluster films (22 and 

25 nm, for 60 and 180 nm thin film respectively) are clearly smaller than the one of the 

MBD film (75 nm) (see Table II).  

 

 

Table II: Experimental and calculated values for the cluster films and the MBD film deduced from 

the atomic force microscopy, X-ray diffraction and resistivity measurement 16. 

 

Fig. 35 demonstrates that the grain size distribution for the cluster films is symmetric and 

narrow (FWHM: ∼ 10 nm), whereas the distribution is asymmetric and clearly broader for 

the MBD film (FWHM: ∼ 30 nm).  



67 

 

 

Fig. 35: Distribution of the grain diameters of (A) Ag cluster film 60 nm thin, (B) Ag cluster film 

180 nm thin and (C) Ag-MBD film 100 nm thin. The histogram intervals are 6 nm 16. 

Because of the dimensions of the grains in the cluster films it is clear that one grain must 

consist of many initial clusters, obviously indicating cluster aggregation. The cluster film 

thickness has only a weak influence on the topographic features. After annealing, the grain 

size of the 180 nm thick cluster film has increased by 70%, for the MBD film the rise is 

440%. The root mean square (rms) roughness (measured on an area of 500 nm2) increases 

slightly with film thickness for the cluster films and it is nearly the same before and after 

annealing. The significant rise of the rms roughness after annealing the MBD film, from 

3.2 up to 18 nm, is due to the presence of holes down to the substrate of the MBD film. 

 

3.3.2. Sbn clusters on Si and a-C 

In Ref.14,19, metallic vapor obtained from an heated crucible is cooled in an inert gas (He 

or Ar) at liquid nitrogen temperature to obtain a Sb-cluster vapor. Fig. 36 shows the size 

distribution of incident clusters used: the mean size of Sb free clusters used for the growth 

of Sb LECBD film is centered on 4 nm diameter (which corresponds to n=1200 atoms). It 
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is important to note the sharpness of this distribution (FWHM = 0.2nm) and the total 

absence of molecular component (Sb4). 

 

Fig. 36: size distribution of ionized antimony clusters. The diameter of free clusters is calculated 

assuming they have a spherical shape and the bulk density14. 

The cluster vapor condenses on a Si substrate or a-carbon microscopy grips maintained at 

room temperature. After transfer through air, the deposits have been characterized by TEM 

on a JEOL-200CX microscope.  

Previous studies have shown that the different choice of the substrate does not 

change dramatically the characteristics of the film29. This allows to compare plan-view 

MET observations of Sb film deposited on a-C (Fig. 37) and cross section observation of 

Sb films deposited on Si substrate (Fig. 38). 

 

Fig. 37: TEM image of an amorphous 13.5nm thick Sb film prepared by LECBD at room 

temperature29. 

Fig. 37 presents a plan-view TEM micrograph of a 13.5 nm-thick film. After thermal 

annealing at 380 K, the film crystallization occurs and the electron diffraction shows rings 

characteristic of the antimony crystalline phase29. To investigate the morphology of the 
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crystallized film, 30 nm-thick LECBD Sb film have been deposited to prepare cross-section 

TEM. Fig. 38 shows a typical cross-section view.  

 

Fig. 38: TEM cross section of a LECBD Sb film. The grain mean size of the film is about 6 nm 

diameter which corresponds to the coalescence of 4 incident free clusters14. 

The mean grain size of the film measured from this micrograph is about 6 nm diameter. 

This size roughly corresponds to the size of incident clusters (centered on 4nm from Fig. 

36). This result agrees with previous results obtained in the very first stages of Sb film 

growth48 showing that the surface diffusion coefficient D<n> of clusters is low enough to 

have a supported cluster mean diameter centered in the size distribution of the free clusters. 

In addition, it appears clearly that the growth of the film is the result of a random packing 

of clusters. Moreover, this TEM micrograph shows the low compactness of the film: the 

thickness measured from TEM is about 100 nm while RBS and crystal quartz 

measurements give a 30 nm equivalent thickness. 
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4. Experimental methods 

 

 

4.1. Supersonic Cluster Beam Deposition 

 

4.1.1. SCBD apparatus 

The apparatus consists of three differentially pumped vacuum chambers (Fig. 39): the first 

is an expansion chamber (18 dm3 volume, pumped with a 2000 l/s turbo molecular pump 

and a 270 m3/h Roots pump) where the supersonic molecular beam is formed. It is 

connected to a second chamber (11 dm3 volume, pumped by a 550 l/s turbo molecular 

pump) by an electroformed skimmer.  

 

 

 

Fig. 39: Schematic representation (not to scale) of the SCBD deposition apparatus. Cluster source 

(PMCS) is mounted on the expansion chamber; a second source (not shown) can be mounted on 

the deposition chamber. 
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The coating deposition takes place in a third deposition chamber (200 dm3 volume, pumped 

by a 1000 l/s turbo molecular pump) connected to the rest of the apparatus through a gate 

valve. A PMCS is mounted outside the expansion chamber on the axis of the apparatus 

(Fig. 39); an additional PMCS can be mounted off-axis directly on the deposition chamber. 

A remotely controlled 4-axes manipulator allows for rastering of the sample to guarantee a 

uniform deposition over a large area. A resistive cartridge heater system can be mounted 

on the sample holder to heat the substrates in the range room-temperature - 300°C. The 

deposition chamber also hosts a Kaufman ion gun (Cyberis 40-f) which can be used for 

either sample cleaning (etching) or co-deposition (sputtering). 

 

4.1.2. Pulsed Microplasma Cluster Source 

Pulsed Microplasma Cluster Sources (PMCS) represent a combination of different 

elements typical of sputtering sources and Laser Vaporization Cluster Source (LVCS)1. 

The working principle of PMCS is based on spatially confined pulsed plasma discharge 

ablation of a target placed in a condensation chamber. The vaporized species are quenched 

by a pulse of inert gas and condense to form clusters2. Schematically the source consists of 

a ceramic body with a channel drilled through to perpendicularly intersect a larger 

cylindrical cavity (see Fig. 40).  

 

Fig. 40: Schematic representation of a PMCS according to Ref 1. Inert gas is introduced through a 

pulsed valve into a cavity containing the rotating target cathode. When a high voltage is applied 

between anode and cathode, the material is sputtered from the cathode rod. The precursor vapour 

condenses into clusters which grow in the thermalization cavity before they are extracted from the 

source through an expansion nozzle. 
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The channel holds the target to be vaporized which typically is connected to the negative 

pole of a power source, thus acting as a cathode. The anode can be placed at some location 

inside the cavity or can also be introduced through the channel, opposing the cathode. A 

solenoid pulsed valve for introduction of inert carrier gas closes one side of the cavity while 

a nozzle is located in the opposite cavity wall. The valve, backed with a high gas pressure 

(typically up to 50 bars), delivers inert gas pulses to the source cavity with an opening time 

of a few hundreds of microseconds. If the pulsed valve is closed, the source cavity is at the 

same pressure as the first vacuum chamber. Once the valve opens, the large pressure 

difference causes the formation of a supersonic gas jet directed against the cathode. A 

pulsed voltage (typical duration: 50 μs) applied between the electrodes, ionizes the gas and 

generates a plasma. This is accelerated against the cathode and ablates the material that 

thermalizes and condenses to form clusters1,2. Due to the formation of a strong pressure 

gradient close to the cathode surface, as has been demonstrated by computational fluid 

dynamics, an aerodynamic confinement of the plasma is produced in the source cavity and 

the sputtering process is restricted to a cathode area of less than 1 mm2 2. These simulations 

showed how a hypersonic helium jet develops inside the source at the time of the electric 

discharge, causing the confinement of the ablation plasma, improving the sputtering yield 

and favouring cluster seed condensation by creating a high pressure region that coincides 

with the one of ablation. This is crucial to assure a PMCS operation stability and 

reproducibility that is superior to other cluster sources3,4. Since the volume of the source 

cavity is very small (~2 cm3), the source mean pressure rises rapidly after each pulse. The 

pressure difference across the nozzle drives the aerosol expansion into the adjacent 

expansion chamber in the form of a supersonic beam.  

PMCS can be used for the production of refractory material clusters and in particular of 

transition metal-oxides and nitrides4,5. Using cathodes consisting of various chemical 

species, mixed clusters can be obtained in order to deposit nanocomposite films at high 

deposition rates over a large area. PMCS have been used for the production of devices such 

as supercapacitors6, sensors arrays7,8 or high-throughput screening arrays for biological 

applications9.  

 

4.1.3. Mass separation effects 

In view of the use of clusters as building blocks of nanostructured thin films, intense and 

stable beams must be used and a good control on cluster mass and kinetic energies 
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distribution must be achieved. These characteristics can be obtained with the use of beams 

produced by supersonic expansions. Due to the long gas pulse exiting form the source (i.e. 

high duty cycle regime10), the source-skimmer distance Dsk and the background pressure 

strongly affect the expansion. Depending upon Dsk, a shock wave can be produced in front 

of the skimmer (Fig. 41), causing mass separation effects and changing the final 

characteristics of the beam10. 

 

Fig. 41: Expanded view of the pulsed cluster source and of the region near the skimmer where a 

shock wave is formed. The trajectories of the heavy and light particles are schematically shown. 

Due to separation effects, films with different nanostructures can be deposited by placing a substrate 

to intercept different regions of the beam1. 

 

Separation effects in front of the skimmer should enrich the periphery of the beam of small 

clusters, leaving large clusters in the beam center1.  

The expansion through a convergent nozzle will always take place in a subsonic 

regime regardless of the amount of the applied pressure ratio11. Outside the converging 

nozzle, depending on the pressure ratio, the flow will supersonically expand to pressures 

even much lower than the background. The sudden free expansion of the flow at the 

immediate vicinity of the nozzle outlet produces a high outward radial velocity at the 

beginning of the free jet. Consequently, if the jet is seeded by clusters, the resulting outward 

radial drag on the particles causes a pronounced mass separation in terms of cluster masses. 

Light clusters can follow the expanding carrier gas, while large particles persist on their 

original trajectories, increasing their relative concentration in the jet core. Furthermore, the 

aforementioned radial drag changes with the radial position at the nozzle outlet: it is weak 
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at the center and very strong close to the nozzle wall. Hence, in contrast to the particles 

located in the central regions, those far from the axis are exposed to a strong radial drag 

and they will be spatially separated according to their different masses. If the particles can 

be concentrated in the nozzle centerline, no significant divergence should occur in the 

subsequent evolution of the expansion and the obtained beam will have a high intensity and 

collimation. Since the angular distribution of the clusters in the jet is a function of their 

mass and of their initial spatial distribution inside the nozzle, focusing the clusters on the 

beam center will directly improve the beam intensity and collimation12. 

 

4.2. Sub-monolayer sample deposition 

In order to characterize the growth of the islands composed of transition metal oxide 

clusters in sub-monolayer regime as a function of the surface coverage, depending on the 

incident cluster dimension and on the carrier gas used inside the source (helium or argon), 

we have deposited clusters with SCBD onto small substrates which are fragments of 

polished Si wafers, at room temperature.  

 Silica substrates (1x0.5 cm2 in dimensions) have been cleaned in acqua regia and 

ethanol subsequently. After been dried in a nitrogen flux, they have been adjusted onto a 

sample holder (shown in Fig. 42) with the peculiarity of intercepting the whole cluster 

beam, from the center to the periphery of the beam axis. The maximum distance between 

the sample in the middle of the holder and the most peripheral one is approximately 2.1 

cm.  

 

(a)   (b)  
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Fig. 42: (a) Schematic representation (with AutoCAD software) of the sample holder; (b) sample 

holder representation with superimposition of the cluster beam. 

 

The sample holder has been kept constantly in movement around its central axis in 

order to intercept the beam only for few seconds, for different time intervals. Each 

intercepting time has been called single shot, and it is 6 seconds long for Argon and 23 

seconds long for He. The difference in time is due to the different deposition rate for the 

two carrier gases, because of their different sputtering yield13,14. 

In all the systems analyzed (ns-TiOx or ns-ZrOx, He or Ar), the chopping frequency is 4 

Hz, the carrier gas is injected inside the source chamber for 250 μs with a pressure of 40 

Torr, a tension of 850 V is applied to the electrodes for 80 μs after 650 μs from the gas 

valve opening. The pressure inside the expansion chamber is 7.5x10-4 Torr, while the one 

into the deposition chamber is 1.1x10-4 Torr. 

 

4.3. Atomic Force Microscopy 

Atomic Force Microscopy (AFM) belongs to the family of the Scanning Probe Microscopes 

(SPM), created in the 1980. The progenitor of this category is the Scanning Tunneling 

Microscope (STM)15, which allows the imaging of conductive or semi-conductor material 

surfaces with atomic resolution. 

With an AFM the imaging of insulator or biological samples is possible, also in UHV or 

fluid environment, with a lateral resolution of few nanometers on corrugated samples 

(limited by the tip dimension) and vertical resolution of less than 1 Å16-18. Fig. 43 is a 

schematic representation of operation principles of AFM: a tiny sharp probe at the top of 

an elastic cantilever, whose stiffness changes with its dimensions, scans an area of the 

surface of the sample. During the scanning of the surface the interaction between the tip 

and the surface is measured by recording the deflection of a laser19,20 aligned onto the 

cantilever (contact mode) or the amplitude of the cantilever oscillation (tapping mode). The 

position of the reflected beam is monitored by a position sensitive detector (PSD). Often 

the backside of the cantilever is covered with a thin gold layer to enhance its reflectivity.  
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Fig. 43: Schematic representation of operation principles of AFM. 

 

A feedback loop (Fig. 44) moves the sample vertically relative to the tip in order to keep 

constant a parameter (deflection or amplitude set-point, depending on the scanning mode) 

characterizing the tip-sample interactions. 

 

Fig. 44: schematic representation of the feedback system of an AFM. 
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The AFM output is a numerical matrix of the voltage values applied to the scanner to adjust 

its position in order to keep the feedback parameter constant at the set-point value, as a 

function of the x-y position on the surface. 

The atomic force microscope is not only a tool to image the topography of solid 

surfaces at high resolution. It can also be used to measure force-versus-distance curves16,21. 

Such curves, briefly called force curves, provide valuable information on local material 

properties such as elasticity, hardness, Hamaker constant, adhesion and surface charge 

densities. To acquire force curves in liquid different types of liquid cells are employed. 

Typically liquid cells consist of a special cantilever holder and an O-ring sealing the cell.  

Deeper details concerning AFM force spectroscopy measurements are reported in 

Section 4.3.4. 

In my project I have used a Bioscope Catalyst AFM (Bruker instruments) and a 

Multimode AFM equipped with a Nanoscope IV controller (Bruker).  

 

4.3.1. Characterization of sub-monolayer morphology 

For each sample, different images (typically nine) with a scan area of 2x1 μm2 have been 

acquired in tapping mode, with a sampling frequency of 1nm/pixel e 2 nm/pixel in x and y 

directions. The images have been acquired in air with a scan rate of 2 Hz and small target 

amplitude (approximately 10 nm).  

After a smoothing and a flattening process of the AFM images (via subtraction of 

2nd-order polynomials, line by line), in order to individualize the objects of interest on the 

surface and to discard the residual dirty background it has been built a mask (Fig. 45), 

setting a z-threshold value at two standard deviations upon the mean value of the 

background (2σ ~ 0.3 nm). 

 
Fig. 45: AFM topographical map of ns-ZrOx clusters and islands for low coverage (∼ 5%), (b) with 

a mask at a z-threshold of ∼ 2σ. 

 

(a) (b) 
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Objects with an area smaller than 20 pixels have been discarded.  

Since an image contains multiple objects of interest we must assign a unique label 

at each object. Subsequently, we measure the following quantities for each labelled object 

(others can be measured if necessary):  

 Area, i.e. the product between the number of pixels in the object and the pixel-

area in nm2 ; 

 Equivalent Radius, i.e. the radius in nm of a circle with the same area as the region 

(



Area


); 

 Major Axis, i.e. the length (in nm) of the major axis of the ellipse that has the 

same normalized second central moments as the region; 

 Orientation, i.e. the angle (in degrees) between the x-axis and the major axis; 

 Minor Axis, i.e. the length (in nm) of the minor axis of the ellipse that has the 

same normalized second central moments as the region. In particular this 

parameter is calculated as 
)(MajorAxis

Area
; 

 Eccentricity, i.e. a scalar parameter calculated as 
MajorAxis

MinorAxis
1 . This value is 

between 0 (for a circle) and 1 (for a line segment); 

 Bounding Box, i.e. the smallest rectangle containing the object; 

 Height, i.e. the difference between the highest point of the object and the mean 

value of the background in nm; 

 Volume in nm3 is obtained by integrating the height profile over the area occupied 

by the object, i.e.



Vk 
ij

 h(i, j)x(pixel area) , where Vk is the volume of k-th 

object in the image, (i,j) are the spatial coordinates occupied by the object in the 

image. 

In the sample with the lowest coverage (θ~1%) only globular objects have been selected, 

with the strong assumption that for this very low coverage the objects on the surface are 

the incident clusters (primeval incident clusters) as they arrived on the silica surface, 

without diffusion-induced juxtaposition or coalescence phenomena. For this reason 

additional selection rules have been applied: only objects with a linear relationship in semi-

log scale between volume and height or between equivalent radius and height, with axes 

ratio in the range between 0.6 and 1 and with height lower than 20 nm have been chosen.  
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In the following shots, the objects with dimension (in z-direction) different from the 

dimension of primeval incident cluster (calculated from the histogram of the height in semi-

log scale, as shown in Fig. 46) have been called islands. 

 

 
Fig. 46: Schematic representation of the histogram in semi-log scale of the height of the objects 

identified in the AFM maps. 

 

For each sample the normalized height distribution in semi-log scale has been analyzed 

with a Gaussian fit (a log-normal distribution turns into a Gaussian one in this scale)22. It 

is supposed that the grain dimension distribution is log-normal because this is peculiar for 

systems which are the results of aggregation processes23. 

We have chosen to refer to the height value as diameter in z-direction because its value is 

not affected by the effect of convolution with the tip24. We could rescale the x-y apparent 

dimension of the objects with a simple relation (eq. 14) in order to compare lateral with 

vertical dimension: 

rc=4√𝑅𝑟  (R ≈ r)   (14) 

where rc is the convolution-broadened radius, R is the radius of the tip and r is the radius of 

the spherical object25. If we assume that the scanned object is hemispherical, Eq. 14 

becomes: 

rc=2√2𝑅𝑟 + 𝑟2 (R ≈ r)   (15) 

 Anyway, because of the unknown real dimension of the nanometer tip and the possibility 

to increase in its dimension during scanning because of small contaminations, it is better to 

consider with higher attention the dimension in z and to add a systematic error to the x-y 

morphological parameters due to the effect of convolution with the tip.  

The resolution in z direction (Δz) can be the minimum Z-coordinate change during 

scanning which can be detected at a given noise level. Resolution depends much on scan 
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parameters (speed, scan size, parameters of the feedback circuit) as well as on the sample 

elastic properties and interfacial adhesion16,17. Normally, the vertical resolution is a few 

angstroms.  

 

 

4.3.2. Characterization of thin film morphology 

AFM images were processed using custom routines written in a Matlab environment. The 

main morphological properties are shown schematically in Fig. 47 and they are defined 

below. 

 

Fig. 47: Representative surface profile of a thin film with the main morphological parameters 

indicated. 

The RMS roughness (Rq) is calculated as Rq=√
1

𝑁
∑ (ℎ𝑖𝑗 − ℎ̅)2

𝑖,𝑗 , where ℎ𝑖𝑗 are height 

values in the topographic map (i,j are the row and column indices) and N is the number of 

pixels in the map, ℎ̅ is the average height (ℎ̅=
1

𝑁
∑ ℎ𝑖𝑗𝑖,𝑗 ). The specific area Aspec is the ratio 

of the three-dimensional area calculated on the image to the projected area, i.e. to the AFM 

scanning area. It is calculated as Aspec = 
1

𝑁
 √1 + |∇ℎ𝑖𝑗|2, where |∇ℎ𝑖𝑗| is the modulus of the 

discretized surface gradient. The specific area calculated from AFM images is always 

underestimated because of the inability of the AFM tip to detect overhangs and because of 

its finite size (typical AFM Aspec values do not exceed 2). The in‐plane correlations of self‐ 

affine surfaces (or profiles) are described by two parameters: the Hurst exponent H and the 

correlation length ξ, which is the characteristic length over which two randomly chosen 

points on the surface (or on the profile) have uncorrelated heights. The average quadratic 

difference between heights of two points separated by a distance Δx (also called the height‐

height correlation function) scales indeed as Δx2H for Δx< ξ, then it saturates. The 

mesoscopic slope of the interface can be calculated as 2Rq/ξ (this result is strictly valid 

only for a Gaussian surface26). For a surface with gaussian distribution of surface heights, 
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the mesoscopic specific area can be calculated as Aspec = 1+2(Rq/ξ)2 26. Being the 

determination of both Rq and ξ reliable, the estimation of the mesoscopic specific area is 

such, as well; it has to be noted that this mesoscopic value fails in reproducing the gain in 

available area due to sub-correlation length surface structures.  

 

4.3.3 Surface granulometry 

In order to correlate the evolution of the surface morphological properties with coalescence, 

juxtaposition, thermal growth and phase transition phenomena we have performed 

granulometry studies of the surface also in thin film regime.  Quantitative granulometry 

study proceeds typically through the identification of the grain map and at a further step 

the statistical evaluation of geometrical parameters describing the granularity of the 

surface. In particular, we have defined grains as the connected domains in the topographic 

map having a well-defined local curvature27. Grains boundaries are characterized by sudden 

discontinuities of both the mean (H) and the Gaussian (K) local curvature, defined as: 

H= 
1

2
 (

1

𝑅1
+ 

1

𝑅2
)    (16) 

K= 
1

𝑅1𝑅2
     (17) 

where R1 and R2 are the principal curvature radii and they have the properties of being the 

lower and the upper limit accordingly for all the curvature radii of curves obtained 

intersecting the local tangent plane with all the plane containing the local normal28. A 

logical condition of the form: H>0, K>0, H, K, k1, k2 finite, will thus define the grains map. 

Another important operation is also the removal of the high frequency noise, originated 

from electronic and thermal induced vibration of the cantilever, by a smoothing of the AFM 

images with a gaussian kernel27 which has to be approximately one half of the grain size in 

dimension. It is also possible to impose different restrictions on the boundaries conditions, 

in order to have a relaxed mask (with a ratio between error associated to the local curvature 

and the local curvature lower than 1.5) or a tighter mask (the same ratio lower than 0.5). 

Fig. 48(a) shows a representative AFM topographic map of a rough ns-ZrOx surface and 

the same image with two different masks obtained with relaxed (Fig. 48(b)) and tighter 

(Fig. 48(c)) conditions, while Fig. 48(d) shows the subtraction between the two, which 

permits to appreciate a little difference between the masks obtained with the two choices. 

The dimension of the Gaussian kernel of Fig. 48 is approximately one half of the grain size. 
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Fig. 48: (a) Representative AFM topographic map of a ns-ZrOx 168 nm thick film; (b) the same 

topographic map with a mask obtained with a relaxed filter and a kernel size of 8.4 nm; (c) mask 

obtained with a tighter filter and a kernel size of 8.4 nm; (d) difference between mask (b) and mask 

(c). In (b-d) z scale ranges from 0 to 1 nm. 

 

Fig. 49 show masks obtained using a kernel dimension of 2.8 nm (a) or of 17 nm 

(b). It is evident the difference in the grain size of the objects individualized. Noise may 

cause a severe fragmentation of the grain map (visible in Fig. 49 (a)), for this reason 

smoothing of the AFM images with a n x n gaussian kernel27 is an important operation for 
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the removal of the high frequency noise. In particular, n has to be big enough to smooth out 

inter-grain features, and low enough to avoid that topographic features are gradually mixed 

together (Fig. 49 (b)) and the original image is transformed. 

At the beginning of the analysis a median filter on the whole image has also been 

performed. This non-linear operation of filtering remove efficiently the salt-and-pepper 

impulsive noise from the images.  

 

Fig. 49: (a) Mask of Fig. 48(a) obtained with a relaxed filter and a kernel size of 2.8 nm; (b) mask 

of Fig. 48(a) obtained with a relaxed filter and a kernel size of 17 nm. Z scale ranges from 0 to 1 

nm. 

 

Subsequently, the statistical evaluation of geometrical parameters describing the 

granularity of the surface is performed. The grain radius is calculated as the equivalent 

radius of each grain area defined by the binary mask, by supposing each grain with a 

spherical shape.  

We  have to notice that the determination of the radius is not an accurate quantitative 

characterization process; in fact AFM maps are affected by the effect of the convolution of 

the tip with the surface and radius values determination could be partially influenced by the 

analysis process, as it has been explained before. The level of criticality in the analysis 

explains also the big value of dispersion associated to the median of the radius distribution 

shown in Results Section 7.3. 

 

 

4.3.4.   Force Spectroscopy 

In a force measurement, the sample is moved up and down below the AFM tip by applying 

a voltage to the piezoelectric translator, onto which the sample is mounted, while measuring 

the cantilever deflection (Fig. 50), as the tip-sample distance periodically changes. 
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Fig. 50: Movements of the tip in force spectroscopy mode. The tip approaches the surface (A); the 

first contact point between the tip and the surface is mediated by the attractive Van der Waals forces 

which induce the attraction of the tip towards the surface (B); when the tip is in contact it applies  a 

constant force on the surface which causes in turn the cantilever deflection (C); hereafter the tip 

begins to retract from the surface and finish the contact with it (D); different adhesion forces 

between the tip and th sample prevent the retracting movement of the tip (E); subsequently the tip 

disconnects from the surface by overcoming the adhesion force (F). 

 

 In some AFMs the chip to which the cantilever is attached is moved by the piezoelectric 

translator rather than the sample.  

The first result of a force measurement is a measure of the cantilever deflection, Zc, 

versus the relative position of the piezo, Zp (Fig. 51).  

 

Fig. 51: Representative scheme of the tip-sample distance16. 

 

To obtain a force-versus-distance curve, Zc and Zp have to be converted into force and tip-

sample distance. The force F is obtained by multiplying the deflection of the cantilever by 

its spring constant kc, F=kcZc, calculated by the thermal noise method16. The tip-sample 

separation D is calculated by adding the deflection to the position of the piezo: D=Zp+Zc, 

where Zc is negative or positive, depending whether the cantilever is bent upward or 

downward. The raw deflection signal from the detector in Volts was converted into a 

displacement in nm units multiplying by the deflection sensitivity factor α (the inverse of 

the slope of the contact region of the force curve, acquired on a hard glass surface), Zc=αΔV 

16. 
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We call tip–sample separation D distance. In Fig. 52 a typical force-vs-Zp curve is shown, 

representative of the steps reported in Fig. 50. 

 

Fig. 52: force-versus- Zp curve16. 

 

 In this PhD thesis, force spectroscopy measurements have been performed for two 

main reasons: 

 

1. The characterization of the electrostatic interactions between a colloidal probe and 

nanostructured surfaces. Deeper details concerning the analysis procedure are 

reported in Section 4.3.4.2 and 6.1.1. 

2. The characterization of the mechanical properties of Au/PDMS nanocomposite, by 

nanoindentation experiments. In particular, from force-indentation curves the 

effective Young’s modulus of the composite structure formed by the PDMS 

substrate and the thin nanocomposite Au/PDMS layer is extracted29, depending 

solely on the amount of metal clusters implanted in the elastomeric matrix (see 

Chapter 11 for details). 

 

4.3.4.1. Colloidal probes 

The most widely used tips in an Atomic Force Microscopy set-up are the sharp micro-

fabricated Si3N4 or Si tips. Despite these tips offer a very high spatial resolution, there are 

some drawbacks which are not negligible: 
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1. The exact dimension and geometry of the tip are unknown, and consequently it is 

not possible to utilize simple analytical models for tip-sample interaction in order 

to fit the data; 

2. The contact area between the tip and the surface is very small because of the low 

radius of curvature. The pressure applied to the substrate is high enough to induce 

plastic deformation and partially destroy the sample interface; 

3. A small contamination attached to the tip can create important changes in the overall 

tip-surface interaction. 

In order to overcome these limitations it has been proposed to attach colloidal tip (Fig. 53) 

onto the AFM cantilever30-35.  

 

Fig. 53: SEM image of a micrometer spherical probe attached on the top of a cantilever. 

These colloidal probes have different advantages: 

1. The smooth spherical surface is an ideal interfacial system for the application of 

analytic models which describe the mechanic contact and electrostatic interactions 

in the system; 

2. The signal/noise ratio is larger thanks to the higher interaction area; 

3. It is simpler to functionalize this large spherical tip than sharp little one with 

chemical group or other functionalization; 

4. The pressure applied to the surface is lower; 

5. Large spherical probes provide an averaged and robust output, representative of the 

mesoscopic properties of the interface. 
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In Ref.35 a detailed explanation of the production process and calibration of the colloidal 

tip used during this PhD work is described. 

 

4.3.4.2. DLVO interactions at metal-oxide surfaces: fit procedure 

Here below, part of the supporting method of  “Nanoscale roughness and morphology 

affects the IsoElectric Point of titania surfaces” 36 is reported. In particular, details on force 

curves and curve fitting procedures have been reported. In Section 6.1 a detailed description 

of the double layer interaction has been proposed. 
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4.4. Protein Surface Interaction Microarray 

Traditional techniques used to measure the amount of adsorbed proteins on surfaces, such 

as Quartz Crystal Microbalance (QCM) and ellipsometry, fail in giving reliable results on 

rough surfaces37 making the exploration of the multi-parameter phase space that 

characterizes the adsorption process even more complicate. In order to overcome this 

difficulty, and to correlate adsorption data with morphological surface parameters, in Ref 

38 they designed an innovative integrated experimental strategy to study protein adsorption. 

 They developed a novel high-throughput method for studying protein adsorption: 

Protein-Surface Interaction Microarray (PSIM). PSIM is based on protein array technology 

and it enables to study in one single experiment hundreds of different protein surface 

interactions.  

 

Fig. 54: PSIM protocol-Sketch of the 6 steps PSIM protocol. I)Fluorescent protein solutions, in a 

wide range of dilution are spotted on several biomaterials in parallel. II) Biomaterial slides are 

incubated for 1h in controlled atmosphere at 75% humidity. III) Slides are immersed in the blocking 

solution (BSA 4%) and next IV) rinsed 3 times in PBS and 3 times in MilliQ water. V) They are 

drayed using a gentle nitrogen flux and VI) the fluorescent signal is read with a commercial 

microarray scanner 38. 

PSIM protocol (Fig. 54) consists in spotting small volume droplets (30 nL) of fluorescent 

labeled proteins on the sample surface under investigation. After incubation, blocking, 

washing and drying, the amount of adsorbed proteins is evaluated by reading the fluorescent 

signal with a commercial microarray scanner. Using PSIM it is possible to compare, on the 
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same biomaterial sample, the amount of adsorbed proteins for a panel of proteins under 

various conditions such as protein concentration and pH. Furthermore, since the experiment 

can be performed in parallel on several biomaterial samples, PSIM allows characterizing 

the role of surface synthesis parameters in protein immobilization. PSIM is a very flexible 

method, in each of the 300 drops that can be spotted on a glass slide (25 mm x 75 mm), it 

is possible to change protein concentration, protein pH, buffer, salt concentration or protein 

type. The spotter used in their experiments (BioDot 3000) can allocate 8 slides per 

experiment, giving the possibility to study 2.400 different protein surface interactions in a 

single experiment. This high number of spots can also be used to make replicates and to 

produce very good statistics for each interaction. Since the more established techniques 

allow performing just one measurement of the amount of adsorbed proteins for experiment, 

PSIM increases by three orders of magnitude the throughput of existing technology for 

studying protein adsorption. 

 

4.4.1. Langmuir isotherms 

Most of the dynamic adsorption models were developed in the field of gas adsorption, but 

they can be adapted to proteins in a straightforward manner. Here we will present a rather 

simple but very successful model (the Langmuir model39), which is the most used model 

for interpreting protein adsorption data. It was developed by Irving Langmuir in 1916 to 

describe the dependence of the surface coverage of an adsorbed gas on the pressure of the 

gas above the surface at a fixed temperature. The basic idea of this model is that proteins 

can adsorb only in a monolayer fashion, and that the rate of adsorption and desorption from 

the surface must coincide at equilibrium. Starting from kinetic considerations: 

∂b(t)

∂t
= Kon C(SU −b)−Koff b     (18) 

where b(t) is the fractional occupancy of the adsorption sites, Kon and Koff are the adsorption 

and desorption rate constants respectively, C is the bulk protein concentration and SU is 

the saturation uptake, the total number of available sites on the surface. Equation (18) can 

be easily solved: 

    
b(t)

SU
=

𝐾𝑜𝑛 C 

𝐾𝑜𝑛 C + 𝐾𝑜𝑓𝑓 
 (1−𝑒−(𝐾𝑜𝑛+𝐾𝑜𝑓𝑓) 𝑡 )    (19) 

Introducing the equilibrium dissociation constant KD = Kon/Koff, equation (19) can be 

rewritten as:  

b(t)

SU
=

𝐾𝐷 C 

𝐾𝐷 C + 1 
 (1−𝑒−(𝐾𝑜𝑛+𝐾𝑜𝑓𝑓) 𝑡 )    (20) 
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so that in equilibrium we find: 

beq = 
𝑆𝑈

1+ 
𝐾𝑑

𝐶

      (21) 

which is the Langmuir isotherm. Reproducing experimentally protein surface adsorption 

isotherm is quite challenging. In fact, there are technical problems related to sample 

production and measurement reproducibility, because of the high number of adsorption 

measurement needed to reproduce the isotherm trend. This requires the capability of 

synthesizing high number of identical samples and of measuring the amount of adsorbed 

proteins on each of them. Isotherms are very powerful for analyzing adsorption data, 

because from the isotherm shape several information can be extracted. The Langmuir 

isotherms is characterized by two parameters: 

 

 the saturation uptake (SU) that corresponds to the maximum amount of proteins that 

the surface can load; 

 KD that is inversely proportional to the protein-surface binding affinity.  

 

However it is worth saying that these parameters are independent from the chosen 

adsorption model. In fact SU and KD have their own physical meaning also outside the 

Langmuir model. They represent respectively the level of adsorption saturation, and the 

concentration for which the isotherm reaches its half maximum. 

 

There is an unsolved paradox in the interpretation of adsorption data40. On one hand, 

protein adsorption depends on protein concentration, increasing protein concentration the 

amount of adsorbed proteins is increased until reaching saturation, usually following a trend 

described by Langmuir isotherms. On the other, several works show that proteins are 

irreversibly adsorbed onto the surface, i.e. they are immobilized. Evidently an irreversible 

adsorption process can not be concentration dependent, having enough time to interact with 

the surface, proteins should cover all the surface regardless of the solution concentration. 

Some attempts of explaining the apparent antithesis between the observed dependence on 

concentration and irreversible adsorption have been made37,40,41: 

• proteins may adsorb in two or more distinct orientations in space, with 

corresponding different surface coverage: for low concentrations, the probability of 
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the various arrangements are assumed comparable, while as the concentration 

increases the one which covers more densely the surface become somehow more 

probable; 

• high concentrations may promote a more closely packed arrangement than the 

randomly deposited one occurring at low bulk concentration41. 

This paradox is accepted in the biomaterials community and different approaches are used 

to interpret different situations: adsorption isotherms, typical of a system in dynamic 

equilibrium, are used to analyze adsorption data as a function of protein concentrations and 

Random Sequential Adsorption (RSA) model, based on irreversible adsorption, is the 

standard model for describing the adsorption process and calculating protein surface 

coverage42. 
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5. Transition-metal oxides clusters and nanostructured films 

 

 

The development of new technologies based on micro and nano components1,2 in different 

interdisciplinary fields ask for a precise control and simple manipulation of the interface 

morphological properties at different length scale. Parameters such as surface roughness4,5 

and substrate topography6,7 are important for cells to sense and adapt to a surface and to 

activate specific intracellular signals8,9 or for create the best conditions for proteins 

adsorption and nucleation10; high surface area has significant advantage in catalysing gas 

reactions due to the increased adsorption capacity11 and can often provide more active sites 

thus giving higher catalytic activity12.  

The nanostructured surface of biocompatible materials strongly influences the 

adhesion and proliferation of mammalian cells on solid substrates. The observation of these 

phenomena has led to an increased effort to develop new strategies to prevent bacterial 

adhesion and biofilm formation, primarily through nanoengineering the topology of the 

materials used in implantable devices. For example, in Ref13 they have shown that the 

increase in surface pore aspect ratio and volume, related to the increase of surface 

roughness, improves protein adsorption, which in turn downplays bacterial adhesion and 

biofilm formation.  

Protein adsorption on a solid artificial surface is a fundamental phenomenon that 

determines the biological response of a living organism entering any implant material14,15. 

The adsorbed proteins are the mediator in the interactions between cells and implants. 

Proteins adsorbed stimulate intracellular specific processes which determine cell adhesion 

and dispersion, its shape and growth and cellular differentiation15. Active studies during 

recent years in the field of biomolecular materials show that the non-covalent (long-range 

electrostatic and short-range van der Waals) interactions between the protein and the 

artificial surface are major factors in the protein adsorption. Calculations in Ref.16 suggests 

that the nanostructured surface possesses area of high charge density, while the smooth 

areas have a lower variation of surface charge density. These nanostructured surfaces are 

expected to provide sufficiently strong binding of proteins to the surface and provide the 

necessary protein orientation16. In Ref10 it is experimentally shown that the increase of 

nanoscale roughness (from 15 nm to 30 nm) induces a decrease of protein binding affinity 
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(≤90%) and a relevant increase in adsorbed proteins (≥500%) beyond the corresponding 

increase of specific area. They demonstrated that these effects are caused by protein 

nucleation on the surface, which is promoted by surface nanoscale pores. Furthermore,  in 

Ref 17 they have shown that the films, resulting from a random stacking of nanoparticles, 

are characterized, at the nanoscale, by a granularity and porosity mimicking those of 

recently observed ECM structures. 

 

5.1. Titanium dioxide  

Titanium dioxide (TiO2) exists in nature in three major crystalline structures: rutile, anatase, 

and brookite 18-20, only rutile and anatase have properties of interest for applications so that 

they have been extensively characterized18-20. Rutile is thermodynamically stable and it can 

be obtained by thermal annealing of amorphous titania which transforms into anatase at 

moderate temperatures; in the bulk, the transition to rutile takes place around 800–1000 °C 

21.  

As a well-known functional material, titanium dioxide has been widely used as a white 

pigment in paints, food colouring, cosmetics, and toothpastes. Since the first report of 

photocatalytic splitting of water on a TiO2 electrode under ultraviolet (UV) light in 197222, 

TiO2 has been extensively studied and remained one of the most important candidates used 

as photovoltaic cells, photocatalysis, photodegradation, electrochromic devices etc, 23-29 

due to its excellent biocompatibility, low cost and low toxicity, and high chemical stability. 

Among all the applications, the medical applications of TiO2 are undoubtedly promising, 

which may play an important role in the improvement of health care, especially cancer 

treatment30.  Titanium dioxide, thanks to its properties, is currently widely employed as 

low-cost material also in several applications for sensors31, coatings with controlled-

wettability (superhydrophilic, amphiphilic, and antifogging surfaces; self-cleaning 

coatings)32,33, optical coatings34,35, antimicrobial coatings and biocompatible substrates for 

cell culture, prosthesis and implantations36-38. 

 

5.1.1. Ns-TiOx 

SCBD has been used to grow nanostructured TiO2 films17,39-43. In this Section I report the 

main results of Ref.44. Titania clusters are generated by a pulsed microplasma cluster source 

(PMCS). Deposition occurs under high vacuum conditions. The as-deposited films, after 

exposition to air, are stoichiometric39,40. During the expansion of the cluster beam an 
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aerodynamic mass separation takes place causing the divergence of smaller clusters away 

from the beam axis, while larger clusters concentrate in the central part of the beam45,46 

(see Section 4.1.3). Typically the thickness in the central part of the deposited film is about 

500 nm, whereas at the periphery the film has a thickness of about 200 nm. They have 

investigated the microstructure and surface morphology of the cluster-assembled films by 

atomic force microscopy. The crystalline phases and phase transformations were 

characterized by means of Xray diffraction (XRD). Annealings of the films deposited on a 

silicon substrate were performed inside a cylindrical furnace by holding the samples on a 

cylindrical quartz tube with open ends under ambient atmosphere. The samples were 

annealed for 4 h at temperatures of 400, 600, 800 °C. 

 The XRD spectra of the as-deposited and annealed nanostructured TiO2 films are 

reported in Fig. 55. A broad diffraction peak at around 2θ ≈ 26.0° in the spectrum of the 

as-deposited films can be attributed to the diffraction from randomly oriented 

nanocrystallites. The high background intensity observed in this spectrum can be caused 

by defects, porous structure and the presence of an amorphous phase47,48. The very broad 

feature in the low angle scattering region suggests that the amorphous structure is the 

dominant factor for the high background intensity47. Annealing at 400 °C causes the 

crystallization and growth of nanoparticles and the amorphous-to-anatase transition (Fig. 

55). 

 
Fig. 55: X-ray diffraction spectra of the nanostructured TiO2 films. The spectra demonstrate the    



111 

 

structural phase evolution from amorphous (as-deposited) to anatase (a) and rutile (r) phases under 

thermal annealing44. 

 

The low intensity amorphous peak is replaced by an intense and sharp peak at about 2θ ≈ 

25.4° which can be attributed to the anatase phase48. The XRD spectrum of the sample 

annealed at 600 °C is characterized by the appearance of low intensity diffraction peaks 

typical of the rutile phase coexisting with anatase. This behavior indicates that the onset of 

the anatase-to-rutile phase transition occurs below T = 600 °C as observed for other 

nanostructured TiO2. materials49. After annealing at 800 °C the sample is mainly rutile with 

a minor amount of anatase evidenced by the low intensity peak at 2θ = 25.4°. The weight 

fraction of the rutile phase changes from 5% at 600 °C to 90% at 800 °C. The size of the 

anatase nanocrystallites after annealing at 400, 600 and 800 °C is roughly 29, 39 and 42 

nm, respectively, as determined by Scherrer’s equation50. The growth of anatase nanograins 

can be considered as the result of conventional grain growth processes during thermal 

treatment51. During the annealing the anatase nanocrystals coarsen and when their size 

reaches a critical value they transform to stable rutile phase. This behavior has been 

described by the critical-nuclear-size model52. According to this model the rutile crystallites 

cannot grow until the nucleus size of this phase reaches a critical value; this requires the 

agglomeration of fine-grained anatase particles into larger ones. The growth of anatase 

nanocrystallites beyond the critical size is energetically not favourable since anatase has a 

higher total energy compared to rutile. Further growth of anatase grains during thermal 

annealing at 800 °C is unlikely and the transformation to rutile takes place. This is 

confirmed by the drastic decrease in the weight fraction of the anatase components after 

annealing at 800 °C. In contrast to the anatase, during the annealing at this temperature the 

rutile grains grow very fast. The mean size of rutile grains increases from 49 nm after 

annealing at 600 °C up to 164 nm after annealing at 800 °C. TEM analysis of the as-

deposited nanostructured films confirms that cluster-assembled titania is formed by 

nanocrystals and an amorphous phase. The size of the nanocrystals ranges from several 

tens of nanometers to a few nanometers depending on the position in the film. The 

amorphous fraction is uniformly distributed and it becomes the dominant fraction at the 

film periphery. In Fig. 56(a) a TEM micrograph of the central region of a film is reported 

showing nanograins randomly assembled to constitute a porous structure typical of the 

ballistic deposition regime53.  
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Fig. 56: TEM micrographs of an as-deposited film. (a) In the central part of the film the deposited 

clusters form randomly oriented nanocrystalline structures. (b) The peripheral regions are mainly 

amorphous44. 

 

The nanoparticle lattice spacings are consistent with nanocrystalline TiO2. Moving from 

the film center to the periphery, the grain dimension decreases until the amorphous phase 

becomes predominant (Fig. 56(b)) since large precursor clusters remain confined in the 

central region of the seeded beam. Fig. 57 shows the film nanostructure after annealing at 

800 °C.  

 

Fig. 57: TEM micrograph of the crystalline TiO2 nanograins after annealing at 800 °C 44. 
 

 

The film is composed of well-crystallized grains with dimensions of the order of 100 nm. 

The evolution of surface morphology, roughness and granularity has been characterized by 

AFM. Fig. 58 (a1) – (a2) shows the structure for two as-deposited film regions grown with 

different cluster size distributions. The evolution upon annealing is reported in Fig. 58 (b1)-

(b2) where the same regions characterized in Fig. 58 (a1) – (a2) are shown. 

 

(a) (b) 

5 nm 

5 nm 

50 nm 

5 nm 
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Fig. 58: AFM images of three as-deposited TiO2 regions consisting of different cluster size 

distributions. We have imaged two different positions on the film starting from the center and going 

towards the periphery (from (a1) to (a2)). The regions are separated by roughly 1 cm. (a1)-(a2) are 

low magnification (2 × 2 μm2) images; (b1)-(b2) AFM images of the same TiO2 regions as reported 

on in Fig. (a1)-(a2) after annealing at 800 °C 44. 

 

 

Regions grown from different precursor clusters evolve towards different morphologies 

both on the micrometer and on the nanometer scale (Fig.s 58(a1–2)). Although having the 

same granularity when deposited, the original nanograins transform into polyhedral 

particles with different dimensions, accounting for the crystallization of nanostructured 

TiO2 into a polycrystalline material (Fig.s 58(b1–2)). Agglomeration of nanoparticles tends 

to form islands and well-oriented crystalline structures: the oriented agglomeration of 

anatase crystallites favors the growth of twin structures as observed in Fig. 58(a). Interfacial 

regions appearing as a result of such agglomeration of anatase nanocrystallites can serve as 

sites of nucleation of rutile54. Moreover, the decreased activation barrier for formation of 

(a1) (a2) 

(b1) (b2) 
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the rutile nucleus at such interfaces is a likely cause of the lowering in temperature of the 

anatase-to-rutile phase transformation, compared to that in coarse TiO2 materials. The 

crystallite dimensions and packing are different and they appear to be related to the 

precursor dimensions. This correlation indicates that the evolution of the nanostructure and 

microstructure of the films is influenced by the structure of the precursor clusters even after 

a quite severe annealing. 

 

5.2. Zirconium dioxide 

Zirconium dioxide (ZrO2), which is also known as zirconia, is a polymorphic material and 

occurs in three phases: monoclinic, tetragonal and cubic. The monoclinic phase is stable at 

room temperature up to 1170° C, the tetragonal at temperatures of 1170-2370° C and the 

cubic at over 2370° C 55,56. Tetragonal and cubic zirconia possess superior mechanical 

properties but undergo low temperature degradation (LTD) in water or water vapor57,58. 

LTD can reduce the mechanical strength and service life of the zirconia-based 

materials59,60. The phase transformation, taking place while cooling, is associated with a 

volume expansion of approximately 3-4%. Stresses generated by the expansion  originate 

cracks in pure zirconia ceramics, that after sintering in the range 1500-1700° C, break into 

pieces at room temperature61. LTD, which depends on the microstructure and the 

fabrication process, is accelerated by micro-cracks, high roughness and pores57,58,59. 

Monoclinic zirconia is more stable at room temperature than cubic and tetragonal zirconia: 

the calculated energy versus volume data at absolute zero temperature confirmed the higher 

stability of the monoclinic phase62. The thermal stability of monoclinic zirconia could 

however be improved significantly by addition of various oxides: CaO, Y2O3, La2O3, all 

led to an improvement in the thermal stability of the Partially Stabilized Zirconia (PSZ) up 

to 900°C, while MgO exhibited stabilizing properties only up to 700°C 63. 

 Zirconia is an important ceramic material with attractive mechanical properties, 

similar to those of stainless steel. In fact it’s resistance to traction can be as high as 0.9 - 

1.2 GPa and its compression resistance is about 2 GPa61. These mechanical properties and 

corrosion resistance in biological environments make zirconia a material of choice for 

orthopaedic prosthesis and dental restorative applications64-66. Chemical and dimensional 

stability11,67, mechanical strength, toughness, and Young’s modulus alloys make zirconia 

an excellent ceramic biomaterial for use as a femoral head68. Zirconium dioxide is an 

interesting material also for its electrical and optical properties69, for thin-film coating9,70 
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and for catalytic applications71-75 and of great relevance for its extensively evaluated 

biocompatibility76.  

 The first paper concerning biomedical application of zirconia was published in 1969 

by Helmer and Driskell77, while the first paper concerning the use of zirconia to 

manufacture ball heads for Total Hip Replacements (THR), which is the current main 

application of this ceramic biomaterial, was introduced by Christel et al.78. Some studies 

have demonstrated that fewer bacteria accumulate around zirconia than titanium79-81. This 

could be possibly explained by different protein adsorption properties82. Zirconium oxide 

may be a suitable material for manufacturing implant abutments with a low bacterial 

colonization potential81. 

 Zirconia is currently attracting considerable interest as support material in a variety 

of catalyst systems83,84. In most of the cases this interest can be ascribed to at least one of 

the following two properties: as a carrier, it gives rise to an unique kind of interaction 

between the active phase and support, and as support, it is more chemically inert than the 

classical supports (Al2O3 and SiO2).  

 

5.2.1. Ns-ZrOx 

Ns-ZrO2 deposited by SCBD compose a highly porous matrix cluster-assembled film (see 

Fig. 59), whose structural properties can be changed by a thermal annealing treatments85. 

A fine quantitative characterization of the incident cluster dimensions is reported in the 

Chapter of Results of this Thesis. 

 

Fig. 59: TEM micrograph of a region of a cluster-assembled ZrO2 film8. 
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The works of Ref.s8,85 demonstrated the fabrication of nanostructured cubic zirconia films 

by supersonic cluster beam deposition at room temperature. In particular, Ref.85 shows that 

the transition from cubic to monoclinic phase, as well as the nanocrystals growth, are driven 

by the combined contribution of temperature and oxygen provision.  

The annealing experiments were performed either in air and in low vacuum (~ 10-3 

mbar), in order to assess the role of the oxygen abundance in the phase transformation and 

in the change of nanocrystal size. The increase of temperature is then expected to favor the 

transition from the metastable cubic phase to the stable monoclinic phase in the considered 

range of temperatures, but even the amount of the available molecular oxygen can foster 

the phase transition by promoting the fully oxidation of the sample. The mutual occurrence 

of thermal energy and oxidizing environment also leads to the coalescence of adjoining 

nanocrystallites. Fig. 60 reports the fractions of the cubic and monoclinic phases as a 

function of the annealing temperature. The top panel shows the behavior in vacuum, 

whereas the bottom one in air. 

 

Fig. 60: Fractions of the cubic and monoclinic phases as a function of the annealing temperature 85. 

 

As the temperature increases, the plots reveal the appearance of the monoclinic phase and 

the decreasing of the cubic phase. The arising of the stable phase takes place at 190 °C and 

480 °C in air and in vacuum respectively. The transformation rate appears to be more high 

in the case of vacuum condition, in fact the presence of the 50% of each fraction happens 
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at 475 °C and 645 °C in air and in vacuum respectively, whereas the phase transformation 

is completed at 875 °C in air and at 975 °C in vacuum. The observed different rapidity 

indicates that once the transformation is primed the temperature is the main ruler of the 

process. However it is interesting to observe as the same thermal treatment is operated in 

air and in low vacuum the trigger of the phase transformation is not only due by the 

temperature but also by the abundance of oxygen. Thus, even if the data are related to the 

followed heating-up protocol, it can be argued that the oxygen has a fundamental role in 

the phase change as well as in the aggregation of the nanocrystals. 

 

 

Fig. 61: ZrOx particle size depending on annealing temperature and oxidizing environment, by 

XRD analysis85. 

Figure 61 shows the nanocrystal dimension of the cubic and monoclinic phases as a 

function of the annealing temperature. In the pristine sample the dimension of the 

crystallites is around 5 ˚A, in good agreement with the mean value obtained with the 

analysis of the grain size distribution from TEM images (6.0±1.7 nm). The nanocrystals in 

cubic phase grow up to 18-20 nm in both cases whereas the nanonocrystals in monoclinic 

phase keep on growing. 

From Figure 61 it can be also observed as the annealing in more oxidizing 

environment favors the nanocrystal growth, reaching at about 1000 °C a size double (∼80 

nm) with respect to the vacuum case (∼40 nm). These results suggest that ns-ZrO2−x in 

reducing environment can preserve the crystalline cubic structure even if operate at high 

temperature. This behavior is compliant for example with the application of these materials 

as supports for chemical reactions, i.e. catalysis, requiring high operational temperatures or 

as coating of device exhibiting high local thermal gradients. 

 

 

Vacuum Air 
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6. Nanoscale functional properties of nanostructured cluster-

assembled oxides 

 

 

6.1. Double layer interactions 

Electrostatic interactions taking place at the interface of transition metal oxides (TMO) with 

water play a fundamental role in determining the behavior of systems and devices strategic 

for applications in biomedicine, catalysis, energy production/conversion, environmental 

remediation1-3. Biophysical phenomena such as the formation of bilayer membranes4-6  or 

the adsorption and reorganization of proteins and cells at interfaces7,8 depend upon the 

charging state of TMO surfaces in aqueous medium8-12. 

The charge of TMO surfaces in aqueous medium is mainly determined by two 

phenomena: protonation/de-protonation of surface hydroxyls13-15, and adsorption of 

electrolyte ions onto the surface16. Two spatially defined regions of electric charge thus 

develop: a first compact layer of charge (Stern layer), closer to the solid surface and a few 

atomic sizes thick, including truly surface charges (originating in the amphoteric 

dissociation of surface groups) and surface-bound charges (adsorbed ions from the 

solution); a second diffuse layer of hydrated ions of both signs extends toward the bulk of 

the solution17-19. An electrostatic potential, solution of the Poisson-Boltzmann equation, 

exponentially decaying away from the surface, is associated to the overall charge 

distribution19-21. 

In this Chapter I will briefly show the DLVO theory used to characterize the double 

layer interaction, in the particular case of an interaction between a sphere and a flat surface, 

the main charging mechanisms of the metal oxide surfaces in aqueous electrolytes and the 

works of literature which consider the influence of local morphological as well as chemical 

heterogeneities of the nanostructured surfaces on DLVO interaction. 

 

6.1.1. DLVO between sphere and flat surfaces 

Electrostatic and van der Waals forces in aqueous solution usually occur together and are 

considered additive in the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory. In 
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particular, the interaction between a sphere and a flat surface is approximated by the 

following equations, valid for D>λD 21-26: 

𝐹𝐷𝐿𝑉𝑂
𝑐𝑐 = 
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Here the superscripts cc and cp indicate constant-charge and constant-potential boundary 

conditions for the electrostatic contributions (first terms in Eqs. 22, 23, while the second 

terms represent the van der Waals force); the constant charge and constant potential 

conditions are typically well satisfied on insulating and conductive (metallic) surfaces, 

accordingly. R and 𝜎𝑇 (𝜓𝑇) are the radius and surface charge density (surface potential) of 

the sphere, and 𝜎𝑆 (𝜓𝑆) is the surface charge density (surface potential) of the smooth 

(idealized) sample surface; e is the dielectric constant of the medium (the aqueous 

electrolyte, we assume e=78.54), e 𝜀0 is the vacuum permittivity, 𝜆𝐷 is the Debye length, 

i.e. the screening length of the electrolyte:  

     𝜆𝐷 =  √
𝜀𝜀0𝐾𝐵𝑇

2𝑒2𝐼
    (24) 

where kB is the Boltzmann constant, T is the absolute temperature, e is the electric charge 

of the electron and I the ionic strength of the solution: I= 1/2 ∑ 𝑧𝑖
2𝑐𝑖𝑖  , 𝑐𝑖 and 𝑧𝑖 being the 

concentration (number of particles per unit volume) and valence of the i-th ionic species. 

The higher is the ionic strength, the more effective is the screening of electric fields in the 

solution. For 1:1 electrolyte with bulk concentration c, Eq. 24 simplifies to:  

𝜆𝐷 = 0.3/√𝑐 nm     (25) 

where the concentration of the salt is given in mol/l. The Van der Waals force in Eqs. 22,23 

depends on the Hamaker constant A of the surface/medium/probe system25. Potentials and 

surface charge densities in Eqs. 22,23 are related by the Grahame equation, which for a 1:1 

electrolyte is19:  

     σ = √8𝜀𝜀0𝐾𝐵𝑇𝑐 sinh
𝑒𝜓

2𝐾𝐵𝑇
   (26) 

The first terms of Eqs. 22, 23 represent upper and lower limits for the general case of double 

layer interactions when charge regulation phenomena occur. When regulation phenomena 
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occur, none of the following conditions, the constant surface charge or the constant surface 

potential, hold; these quantities become a function of the separation distance between the 

two interacting surfaces, or equivalently of the degree of overlap of the corresponding 

double layers. This brings the solution of the electrostatic problem far from the boundaries 

of the simplified linearized theory, which strictly holds only at low surface potential, large 

distances, and low ionic strength19-21. While the overlap of probe and sample double layers 

could not lead to important regulation mechanisms, it does not imply that regulation 

phenomena are absent also within the double layer of corrugated ns surfaces, as it is 

discussed later. For relatively large distances Eq. 22 simplifies to: 

𝐹𝐷𝐿𝑉𝑂
𝑐𝑐 = 

4𝜋𝑅𝜆𝐷

𝜀𝜀0
 𝜎𝑆𝜎𝑇𝑒

−
𝐷

𝜆𝐷  - 
𝐴𝑅

6𝐷2   (27) 

 

6.1.2. Charging of Metal Oxide Surfaces in Aqueous Electrolytes  

The charge of TMO surfaces in aqueous medium is mainly determined by two phenomena: 

protonation/de-protonation of surface hydroxyls13-15, and adsorption of electrolyte ions onto 

the surface16. Protonation/de-protonation phenomena can be formally regarded as a two-

step protonation of surface M-O- groups:  

M-O- + H+ ↔ M-OH; K1             (28)  

M-OH + H+ ↔ M-OH2
+; K2           (29)  

or to the interaction of surface hydroxyls M-OH with OH- and H+ ions, in which case the 

first reaction must be replaced with:  

M-OH + OH- ↔ M-O- + H2O; K1’          (30)  

The equilibrium constants K1 and K2 are defined as: K1=[M-OH]/([M-O-][H+]) and 

K2=[MOH2
+]/([M-OH][H+]), [X] representing the molar concentration of the species X. It 

turns out that 1/K1’=KwK1, Kw=10-14 being the equilibrium constant of the dissociation 

reaction of water into H+ and OH- ions (due to its very small value, pK1 and pK1’ are almost 

equal, being pK=-log10(K)).  

In addition to association/dissociation of surface hydroxyls described by Eqs. 28, 29, also 

adsorption of anions A- and cations C+ from solution to charged surface sites may take 

place, according to  reactions:  
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M-O- + C+ ↔ M-O-·C+    (31)  

M-OH2
++A- ↔ M-OH2

+·A-    (32)  

where K+=[M-O-·C+]/[M-O-][C+] and K-=[M-OH2
+·A-]/[M-OH2

+][A-].  

Two spatially defined regions of electric charge thus develop: a first compact layer of 

charge (Stern layer), closer to the solid surface and a few atomic sizes thick, including truly 

surface charges (originating in the amphoteric dissociation of surface groups) and surface-

bound charges (adsorbed ions from the solution); a second diffuse layer of hydrated ions 

of both signs extends toward the bulk of the solution17-19. An electrostatic potential, solution 

of the Poisson-Boltzmann equation, exponentially decaying away from the surface, is 

associated to the overall charge distribution19-21. It should be noted that AFM tip senses the 

diffuse part of the electrostatic double layer27,28, therefore surface charge densities 𝜎𝑆 and 

𝜎𝑇 in Eqs. 22,23 must be identified with the surface charge density 𝜎𝑑 of the diffuse layer, 

i.e. with the charge in the diffused layer projected on the outer Helmholtz plane; this charge 

density is equal in magnitude to the total charge density of the Stern layer: 𝜎𝑑 = - (𝜎0+ 𝜎𝑖), 

where 𝜎0 is the density of truly surface charges and 𝜎𝑖 is the density of charges by ions 

from the electrolyte adsorbed (complexated) at the inner Helmholtz plane17. On 

amphifunctional surfaces, i.e. on surfaces where an electronic surface charging mechanism 

is present (as for example on bare, or partially oxidized, metallic surfaces), the previous 

equation must be changed in: 𝜎𝑑 = - (𝜎0+𝜎𝑖+𝜎𝑒), where 𝜎𝑒 is the electronic surface charge 

density of the solid surface11,16. Our nanostructures however have a marked insulating 

character29 and we will neglect in the following the 𝜎𝑒 term. Under the assumption that the 

ions bind only to oppositely charged sites (energetically the most favourable option) it turns 

out that 𝜎𝑑 represents a net surface charge density, being determined by the density of naked 

surface charges M-O2 and M-OH2
+ only, i.e. by those charges that are not neutralized by 

specifically absorbed electrolyte ions28,30,31. The surface charge density σ0, the charge 

density at the inner Helmholtz plane σi, and the charge density of the diffuse layer at the 

outer Helmholtz plane σd are equal to30:  

σ0 = F ([M-OH2
+] + [M-OH2

+·A-] - [M-O-] - [M-O-·C+])           (33) 

σi   = F ([M-O-·C+] - [M-OH2
+·A-])     (34) 

σd = −(σ0+σi) = -F([M-OH2
+] - [M-O-])    (35) 

where F is the Faraday constant, i.e. the number of coulombs per mole of electrons. 
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At IEP 𝜎𝑑=0 while at PZC 𝜎0=0. AFM measurements can be used therefore to characterize 

IEP, not directly PZC, unless ion adsorption is negligible or symmetrical (indifferent 

electrolyte), in which case PZC=IEP. 

 

6.1.3. Electrostatic interactions at nanostructured interfaces 

While significant insights have been obtained on the properties of the electric double layers 

formed between flat smooth surfaces11,16,17,21, the case of rough surfaces still represents a 

severe challenge, hampering analytical, yet approximate, solutions of the double layer 

equations to be reliably obtained. Several authors have speculated that surface roughness 

may be responsible for discrepancies observed between experimental data and the 

predictions of the linearized DLVO theory; for example, a geometrical implication of 

surface corrugation is that the “average plane of charges”, which produces the electrostatic 

double layer interaction, is shifted backwards with respect to the point of first contact 

between the surface and an incoming probe27,32-36. Despite the paramount importance of the 

explicit consideration of surface corrugation for the description of double layer electrostatic 

phenomena in real systems, and the significant theoretical efforts made to model 

electrostatic interactions at rough interfaces, the practical implementation of such models 

is still a land of pioneering studies, relying on approximated representations of rough 

morphology and/or on suitable approximation of the Poisson-Boltzmann equations. The 

interaction energy between mildly corrugated planes exhibiting periodic undulations (in the 

weak roughness regime, i.e. amplitude small compared to wavelength) has been calculated 

by means of Derjaguin approximation37 by Tsao38 and by Suresh et al.39. The surface 

element integration (SEI) technique allowed overcoming the limitations of the Derjaguin 

approximation when calculating the interaction energy between curves surfaces, modeled 

as a collection of convex and concave regions (spherical or sinusoidal bumps or 

depressions) with arbitrarily large curvatures (yet within the limits of the linearized PB 

equations)40-44. 

Duval et al. have explicitly included in their calculation of interfacial electrostatic 

interactions the charging mechanisms of the surfaces, developing a theoretical/numerical 

framework to account for local morphological (though calculations are implemented only 

for LEGO-like corrugated interfaces) as well as chemical heterogeneities of the surfaces. 

Their model takes into account the fine structure of the electrostatic double layer and 

boundary conditions beyond the limits of the linearized PB equations, allowing therefore 
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to account for spatially-resolved charge regulation mechanisms and surface roughness 

effects45. Daikhin et al. have considered a statistical representation of surface morphology 

(in terms of height distributions) rather than on simplified geometrical constructions46-48; 

yet, their focus is limited to the calculation of some measurable electrochemical 

observables, typically the double layer capacitance. None of the works discussed so far 

present explicit calculations of the interaction force between rough surfaces in electrolyte 

solutions, and for this reason a direct application of theories for the analysis of experimental 

data acquired at complex rough interfaces is not straightforward. Since most of the relevant 

biophysical phenomena cited above take place at the nanoscale, the characterization of 

charging mechanisms of nanostructured surfaces in electrolytic solutions and of the 

influence of the surface nanostructure is a necessary step towards the fundamental 

understanding and the effective exploitation of the role of nanostructured surfaces in 

tailoring and determining the functionality of the TMO interface with bio-objects7-9. A 

major problem hampering to reach a systematic and theoretically well-established 

description at the nanoscopic scale of interface charging is the lack of systematic 

experimental studies on double layer interactions at nanorough interfaces: in particular this 

is a consequence of the difficulty of preparing and characterizing, at the nanoscale, 

interfaces with controlled morphology, roughness, average slope, specific area, etc. 

Electrokinetic and electrophoretic measurements, potentiometric and calorimetric titration 

methods have been employed to characterize IEP and PZC of oxide particles in 

suspension9,31,49-51, unfortunately these methods cannot provide quantitative local (i.e. at 

sub-micrometer scale) information of surface properties, and the application of these 

standard macroscopic techniques to surfaces in the form of thin films supported on solid 

substrates is problematic. 

 

6.2. Wettability 

In the year 1805, Thomas Young and Pierre Simon de Laplace proposed that an interface 

between two materials has specific energy, interfacial energy, which is proportional to the 

interfacial surface area52,53. This concept is the basis for the field of wetting, which 

describes the contact between a fluid and a solid surface. Liquid with high surface tension, 

or liquid on low-energy solid surfaces, usually form nearly completed spherical droplets, 

whereas liquids with low surface tension, or liquids on high-energy surfaces, usually spread 

out on the surfaces. This phenomenon is a result of the minimization of interfacial energy. 
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The contact angle of a drop on a solid is ideally (on a flat homogeneous solid) given by the 

classical Young’s equation: 

     cos 𝜗 = 
𝛾𝑠𝑣−𝛾𝑠𝑙

𝛾𝑙𝑣
     (36) 

where 𝛾𝑠𝑣, 𝛾𝑠𝑙, and 𝛾𝑙𝑣 are the different surface tensions (solid/vapour, solid7liquid and 

liquid/vapour) involved in the system. The wettability of an ideal surface (perfectly smooth, 

rigid and with chemical homogeneity) is determined by the outermost chemical groups of 

the solid. But in real surfaces, it is well accepted that the wettability of a surface is a function 

of its roughness (or better specific area, defined as the ratio between the 3D area and the 

projected one). It is an amazing phenomenon which occurs for example on some leaves, 

which exhibit super-hydrophobic behavior even if they do not express particularly low-

energy surface compounds [Herminghaus2000, Yang2008]. Two classical models describe 

approximately this rough dependence: Wenzel54 and Cassie55 models. 

In the Wenzel model it is assumed that complete contact occurs at the liquid-solid 

interface. The increase of surface specific area enhances the intrinsic wetting character of 

the surface. The contact angle ϑ on the rough surface in terms of the contact angle ϑ0 on the 

microscopically flat surface of the same material is: 

     cos ϑ = 𝑟 cos ϑ0    (37) 

where r (called roughness or specific area in this PhD work) is the ratio between the surface 

area of the rough surface and the projected surface area. In the Cassie model it is assumed 

that some air (or vapour) remains trapped between the drop and the cavities of the rough 

surfaces. This heterogeneous surface is explained using the Cassie–Baxter equation 

(Cassie's law): 

    cos ϑ = 𝑟 cos ϑ0 – (1 – ϕ)(1 + rcos ϑ0)  (38) 

where ϕ is the fraction of the projected area where the liquid is in contact with the solid and 

(1 – ϕ) is the fraction of the air pockets55,56. Of the two states the stable one, that is the one 

with lower free energy, is the one with larger cos ϑ. For hydrophobic surfaces with large 

enough roughness the Cassie state is the thermodynamically stable state, while in 

hydrophilic regime Wenzel is the stable one. 

 

 

 

http://en.wikipedia.org/wiki/Cassie%27s_law
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6.2.1 Wettability of ns-TiOx 

The main results about ns-TiOx wettability depending on roughness and anneling treatments 

are reported below as in Ref 57. 

 

Contact Angle Measurements  

Contact angles of water have been measured with a homemade apparatus consisting of a 

syringe pump, a video camera, and motorized sample and camera stages, all of them 

controlled via a PC. Small drops (volume ∼0.5 mL) of Milli-Q water were produced with 

the syringe pump and gently deposited on the surface. For each image, the overall drop 

profile was fitted with an elliptic curve and the error related to the fitting procedure was 

typically less than ±1° 58. To obtain statistically sound results, at least five drops for each 

sample were typically analysed. The representative contact angle θ was then taken as the 

mean of these different determinations and the corresponding standard deviation was 

around ±2°, unless otherwise stated.   

 

Contact Angles vs. Morphology 

 
Fig. 62: Contact angles and corresponding cos(θ) values measured on ns-TiOx films produced in 

different deposition and postdeposition conditions as a function of root-mean-square roughness. 

The contact angle measured on a single-crystal rutile TiO2 sample at room temperature is also 

shown as reference. The dotted lines are a linear fit of data. Error bars, when not visible, are smaller 

than the data markers57. 
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Fig. 62 shows the contact angle θ and cos(θ) values measured on films with different root-

mean-square roughness, which underwent different thermal treatments. The polished 〈100〉 

surface of a single-crystal rutile TiO2 sample has also been characterized and the 

corresponding morphological and wetting parameters have been included in Fig. 62 as a 

reference. The surface morphology of the rutile sample is fairly ideal, with a roughness of 

only a few angstroms and a specific area of ∼1, values typical of nearly atomically smooth 

surfaces. Our data show that post-deposition thermal annealing changes the overall wetting 

character of ns-TiOx films: while as-deposited films are hydrophobic, annealing at 200 °C 

makes them mildly hydrophilic, and annealing at 400 °C turns them into superhydrophilic 

films.  

The improved wettability of ns-TiOx films upon annealing at moderate 

temperatures can be explained in terms of removal of physisorbed hydrophobic organic 

contaminants and of the recovering of OH groups bonded to undercoordinated Ti atoms59.  

Morphology has an important impact on the wetting behavior of ns-TiOx. 

Controlling surface roughness in the range 3-30 nm allows tuning the contact angle from 

140° to 90° in the hydrophobic regime, from 70° to 25° in the hydrophilic regime. 

Remarkably, in the superhydrophilic regime it is still possible to avoid complete wetting 

by keeping the roughness parameter below 5 nm, i.e., by depositing films with thickness 

below 20 nm. Combining morphological and chemical surface properties of ns-TiOx it is 

therefore possible to tune the wetting properties of these films with high elasticity, spanning 

almost the whole range of contact angles, from 0° (complete wetting) to 140° (almost 

superhydrophobic). The measured cos(θ) values for the samples as-deposited and annealed 

at 200 °C scale linearly to a good approximation with the surface roughness. The dotted 

lines in Fig. 62 represent linear fits to the data. The trend observed for the samples annealed 

at 200 °C is compatible with the Wenzel equation (Eq. 37), predicting a positive slope for 

the cos(θ) vs. specific area curve, i.e., the enhancement of the intrinsic hydrophilic character 

of the surface. The same trend in our case is expected for the cos(θ) vs. roughness curve, 

because the two quantities are linearly correlated. In the case of as-deposited films, we 

observe that the poor hydrophilicity of the flat sample (θRutile = 82°) is reverted, and the 

surface becomes more and more hydrophobic as the roughness increases. In other words, 

the surface wettability obeys an effective Wenzel rule, but with a critical angle that is 

smaller than 90°; in the case of as-deposited ns-TiOx samples the critical angle is actually 

smaller than θRutile = 82°. Such effective Wenzel behavior has been recently observed for 
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cluster-assembled nanostructured carbon films deposited by SCBD and wetted by water60, 

and for functionalized porous silicon surfaces61,62. This effective Wenzel regime, according 

to some authors, is a consequence of the effect of a complex random surface morphology, 

which can be regarded as a random composition of grooves, with radial and circular 

symmetry63-65. Another factor that can provide an enhancement of hydrophobicity of rough 

surface is the formation of air pockets55,56, which is possible also in intrinsically hydrophilic 

surfaces provided some overhang is present, at least at the smallest scales66. This condition 

is certainly satisfied in nanoporous ns-C and ns-TiOx films. Moreover, theoretical works 

have recently predicted that the multiscale (self-affine) character of a surface, like that of 

our nanostructured surfaces, promotes transition toward superhydrophobicity, irrespective 

to the intrinsic wettability of the surface56,66. Remarkably, both ns-C and ns-TiOx films 

possess a self-affine morphology67. Moreover, we observe in Fig. 62 that for all films the 

slope of the linear trends depends on the carrier gas used during deposition, despite the fact 

that the statistical morphological properties of films deposited with different carrier gases 

evolves similarly with thickness, and that the surface chemistry is expected to be rather 

independent of the carrier gas. One possible explanation for the observed difference in 

contact angles is the different porosity (different granularity) of the films deposited with 

different carrier gases, which can account for different evolution of air pockets, and 

therefore for the observed different contact angles. 
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7. Morphological and structural properties 

 

 

7.1. Sub-monolayer regime 

Here I present the results of the characterization of the growth of ns-ZrOx and ns-TiOx 

cluster-assembled films in the sub-monolayer regime on silica substrates for different 

carries gas and cluster mass distributions as obtained by selecting different portions of the 

cluster beam. A complete characterization of the evolution of islands morphology with 

coverage has been performed only for zirconia clusters. 

 

7.1.1. Preliminary framework 

As it has been defined in Section 4.3.1, incident clusters (primeval incident clusters) are 

identified as the clusters analyzed in the first single shot, and I assume that their dimensions 

are not influenced by coalescence or juxtaposition phenomena. We have not a direct 

support of this strong assumption, however for very low coverages we can expect that the 

mean distance between deposited clusters is larger than the distance useful for aggregation 

processes in this cluster-substrate system. This hypothesis is supported for example for ns-

ZrOx (deposited by Argon) by other experiments, performed by TEM and XRD1 (see also 

Section 5.2.1). This consideration suggests also that the ns-ZrOx clusters deposited by 

Argon are crystalline at room temperature (cubic phase) and that a cluster coincides more 

or less with a crystalline grain. As a future outlook, it is important to verify and confirm 

this assumption also for the other systems analyzed (ns-TiOx deposited with He and Ar as 

carrier gas and ns-ZrOx deposited with He). 

 In Section 4.3.1, I have also defined islands as the strcutures on the substrate with 

z-dimension different from that of the first single shot; the term island is used regardless  

the structure is resulting from complete coalescence and juxtaposition in z-direction or if it 

is characterized by a spherical shape, semispherical or fractal-like. I decided not to perform 

a detailed analysis of the islands growth in x-y directions because the islands dimensions 

in x-y are affected by the convolution with the AFM tip, and a deconvolution process is 

poorly accurate for various reasons: the lack of a precise control on tip dimension and shape 

during the scanning of the sample and for the continuous evolution of the heterogeneous 
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shapes of the objects on the substrate which prevent me from choosing a model for the 

deconvolution. 

 Surface coverage is defined as the ratio between the area occupied by clusters on 

the surface and the scanned area. It is difficult to estimate an error associated to the 

coverage, because its value is affected by the convolution with the AFM tip. For this reason 

it is not reported in the figures. Anyway it can be considered about 30% for very low 

coverages and it decreases with increasing coverage. 

 Finally, height distributions are multi-modal because incident clusters are not 

mono-disperse in size.  I have decided to study the evolution of the highest cluster/island 

height peak identified in the distribution. 

 

7.1.2 Substrate characterization 

I deposited clusters obtained from polished Si wafers at room temperature. The substrate 

were previously cleaned with acqua regia; later they have been cleaned in ethanol and dried 

with a nitrogen flux. The substrate morphology has been characterized before deposition; 

in Fig. 63 (a) it is shown a representative AFM topographical map of cleaned Si substrate 

and in Fig. 63 (b) the relative histogram of the height: RMS roughness of substrate is 0.22 

± 0.01 nm.  

 

Fig. 63: (a) AFM topographical map of Si substrate and the corresponding height histogram (b) 

centered around 0 value. 

  

7.1.3. Cluster size distribution  

 

Ns-ZrOx 

(a) 
(b) 

nm 
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The mean size of the incident clusters has been described by the distribution of particle 

heights of the objects identified in the AFM topographic maps, with the method explained 

in Section 4.3.1. In Fig. 64 the AFM images of ns-ZrOx first single shot sample (very low 

coverage) are shown, reporting samples deposited with Helium (a-b) and with Argon (c-d), 

by using different regions of the beam from the centre to the periphery. It should be noted 

that what is imaged and characterized here is the fraction of the beam that passes through 

the aerodynamical lenses and the skimmer separating the source chamber from the 

deposition chamber, and effectively adheres onto the substrate; the largest particles likely 

do not survive these filtering processes, including the attachment to the substrate, and are 

therefore not imaged. 

 

   

   

Fig. 64: AFM topographical maps of  ns-ZrOx sample with very low coverage; deposited with 

Helium (a-b) from the center to the periphery of the beam axis, or with Argon (c-d). 

The normalized distributions of the heights of the objects analysed in the first single shot 

sample are reported in Fig. 65, in a semi-log scale. The distribution of cluster size is 

lognormal for systems which are characterized by aggregation processes2. The mean and 

geometrical standard deviation of the normal distributions are back-transformed into the 

median  and standard deviation of log-normal distribution3 and they are reported in the 

legends in Fig. 65. 

 For each system analysed, the size distributions (height distribution) is broad and 

multi-modal and affected by the carrier gas and position relative to the beam axis. The 

carrier gas strongly affects the size distribution: cluster height for He deposition is peaked 

at 2.5 ± 1 nm, while for Ar deposition is peaked at 5.3 ± 3.4 nm. This behaviour is expected 

(a) (b) 

(c) (d) 



145 

 

because of the well-known different sputtering yield of the two gases4,5,6. The inertial 

effects of clusters in the supersonic seeded beam, described in Section 1.3, determine the 

difference in clusters size in the different regions of the beam for both the systems: the 

larger clusters are in the center of the beam and the smaller ones in the periphery region. 

     

    
 

Fig. 65: height distributions of ns-ZrOx sample calculated by the AFM images as the ones reported 

in Fig. 64, with superimposed multi Gaussian fit. 

 

From TEM and XRD analysis1 the cubic phase of zirconia clusters deposited at room 

temperature has been observed, in sub-stoichiometric conditions. The number of atoms in 

the incident ZrOx clusters range from 500 to 22000, with the exception of the smaller ones. 

In fact in all the distribution plots also very small clusters are present on the surface. Their 

structure is probably amorphous.  

(a) (b) 

(c) (d) 
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Fig. 66: equivalent radius distribution of clusters in semi-log scale and multi Gaussian fit. 

 

In Fig. 66 I report in semi-log scale an example of the equivalent radius distribution 

obtained by the AFM images, in particular of ns-ZrOx clusters deposited by Argon. It has 

been calculated by the projected area of the objects analyzed, assuming a cluster spherical 

shape. Fig. 66 allows the comparison of vertical (heights) with lateral dimensions of the 

clusters, as they have been calculated by the analysis of the AFM maps. From the back-

transformed values reported in the legend of Fig. 66 it is evident that lateral dimensions 

appear larger that the vertical one, and this can be surely due to the effects of the 

convolution with the AFM tip during the acquisition of data. Assuming a tip radius of 6 nm 

and a spherical object shape, the deconvolved Gaussian peaks of the lateral dimensions are 

0.9 nm and 9.4 nm. They are always larger that the heights, but we have to take into 

consideration that the real dimension and shape of the AFM tip and the shape of clusters 

observed are unknown. 

 

Ns-TiOx 

 

TiOx clusters show a rather wide size distribution depending again from the carrier gas used 

during deposition. Fig. 67 shows representative AFM images of ns-TiO2 clusters deposited 

using Helium and Argon, intercepting the center and the periphery of the beam, 

accordingly. The corresponding distributions of particles heights are shown in Fig. 68 in 

semi-log scale.  
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Fig. 67: Representative AFM topographic images of ns-TiO2 clusters deposited using Helium (a-b) 

and Argon (c-d) on Si substrate, in the center and periphery of the beam. 

  

           

Fig. 68: the distributions of particles heights of Fig. 67, in semilog scale with multi Gaussian fit. 

(a) (b) 

(c) (d) 

(a) 

(c) (d) 

(b) 
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The size distributions of TiO2 nanoparticles produced using Ar and He from the beam 

center are mainly bimodal. As for the ZrOx system, the main relevant difference between 

Ar and He deposition is the median size of particles belonging to the major mode: the 

diameter is about 4.5 nm for Ar, and it is about 2.1 nm for He. As mentioned before for ns-

ZrOx depositions, this remarkable difference in particle diameter can be attributed to the 

different sputtering yield of the two gases. Selecting the carrier gas therefore allows the 

shift by a significant amount of the median particles diameter. Inertial effects of clusters in 

the supersonic beam determine the concentration of larger particles along the beam axis, as 

proved by the depletion of the large-diameter mode in the case of Ar; in the case of He, 

depletion is less important, probably because particles in the major mode are already 

relatively small. The central portion of the cluster beam, the more intense, provides the 

greatest contribution to thin film growth; therefore Fig. 68 (a, c) represent a quantitative 

characterization of the size and relative abundance of building blocks used to produce our 

ns-TiO2 films. 

 

7.1.4. Evolution of morphology with coverage 

The study of the evolution of the morphology with coverage in sub-monolayer regime has 

been performed in details only for ZrOx particles and not for TiOx. Main results are shown 

below. 

 

Height vs Coverage 

In the height histograms shown above for the first single shot deposition (Fig. 65 and 68), 

it is noticeable the multi-modal distribution of particles heights, which represents here the 

diameter of the particles. This feature remains after subsequent shots during the beginning 

of aggregation phenomena, also in z-direction. I characterized the evolution of the highest 

peak of the cluster/island height distribution (and not of the most populated one) in order 

to pay specific attention to these growth events. In Fig. 69 the evolution of the islands z-

diameter (or height) with surface coverage is shown for Helium and Argon deposition, 

according to the position with respect to the beam axis. 
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Fig. 69: Evolution of diameter (z-direction) of ns-ZrOx islands on the substrate as a function of 

surface coverage, depending on the carrier gas used in the deposition (Helium – a, Argon – b) and 

the region of the film. 

 

In all the systems analyzed, three are the characteristic regimes which can be identified in 

Fig. 69, according to the coverage range:  

 

 0 - 10 %: for very low coverage the coalescence and fast nucleation processes are 

promoted by the higher diffusivity of the smaller primeval incident cluster7,8 and by 

their short time needed to coalesce7 (see Section 2.2.2), driven by the minimization 

of the surface energy (Section 2.2.2)9,10; 

 10 - 70 %: for intermediate coverage range the islands growth in z-direction in He 

system seems to be frozen, while for Ar system it seems to proceed stepwise around 

coverage of 50%. Fig. 69 in this range suggests that the islands growth (for He-

system) proceeds for x-y juxtaposition or for nucleation of new islands on the 

surface. In the next Section I will discuss these possibilities; 

 70 – 100%: from coverage around 70%, the fast increase in z dimension of islands 

suggests that a percolation threshold is reached on the surface and that surface 

diffusion is hinibited because of the presence of pre-deposited clusters (aggregated 

in islands) on the surface. This is the starting point of ballistic deposition (Section 

2.3.3) and takes place at the characteristic coverage of 70%. 

 

 

 

(a) (b) 
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Nislands vs Coverage 

By looking at the surface morphologies at 50% coverage (reported in Fig. 70), it is 

noticeable an asymmetry between Helium (a-b) and Argon (c-d) deposition: the number of 

nucleation sites of relatively small islands seems to be higher for Helium deposition instead 

of the Argon one, where islands shape suggests a juxtaposition growth process. In order to 

deeply analyze the evolution of surfaces with coverage range between 10 and 70 %, I 

decided to quantify evolution of the number of free primeval incident clusters and of the 

islands (defined in Section 7.1.1) on the surface (Fig. 71). 

 

 

 
Fig. 70: AFM topographical maps of Helium (a-b) and Argon (c-d) deposition of ns-ZrOx clusters 

for 50% of coverage, in the center of the beam (a-c) and in the periphery (b-d) of the beam. 

 

The qualitative evolution of island density on the surface with coverage is similar to the 

one illustrated in Section 3.2.1 and in Ref 11. For very low coverage the primeval incident 

cluster density rapidly grows leading to a rapid increase of island density Ns for nucleation 

events by cluster-cluster encounter on the surface. This goes on, until the islands occupy a 

small fraction of the surface, roughly 1-10%8, depending on the incident cluster 

dimensions. For larger coverages, a competition appears between nucleation events and 

island growth processes, leading to a slower increase of island density. Ns saturates for 

coverage around 30-50% 8,11,12, when all the incident clusters are eaten by previously 

formed islands, before they can meet another cluster and form a new island: nucleation 

becomes negligible. When the coverage is about 30-50%, the linear dimension of the island 

(a) (b) 

(c) (d) 
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becomes of the order of their separation distance and coalescence between islands (static 

coalescence) starts, which leads to a decrease of the island density11. 

 
 

 

Fig. 71: Evolution of the primeval incident cluster and island densities as a function of the surface 

coverage, for Helium (a-b) and Argon (c-d) deposition, in the center (a-c) and periphery (b-d) of 

the beam. 

 

By comparing the two systems (different carrier gases) for the same value of surface 

coverage, it is possible to appreciate an higher island density (or higher density of 

nucleation sites) for Helium deposition than for Argon. The smaller dimensions of He 

primeval incident clusters provide a larger free surface region for new nucleation events, 

favored also by the high surface diffusivity of the smaller amorphous He-ZrOx clusters. For 

these small clusters, coalescence is preferred to juxtaposition, and so the occupied area of 

the new island is smaller than the one occupied by island formed by a juxtaposition 

(a) (b) 

(c) (d) 
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process8. The faster nucleation events of He primeval incident clusters, compared to Argon 

system, is also proved by the lower coverage needed for the saturation of He-free primeval 

incident clusters on the surface (~1%) than for Ar (~10%). 

 The saturation of island density (Nsat) is reached around 20-30 % of coverage for 

Ar; this value is predicted for a growth where only smaller incident clusters can move on 

the surface and cluster-cluster interactions are prevalently characterized by juxtaposition 

processes11,8. Otherwise, Nsat is reached for higher coverage (40-50%) for He system. This 

behavior can be explained by the possibility that also islands (and not only primeval 

incident clusters) can move on the surface, by forbidding stationary nucleation sites (which 

are present in Ar system) for juxtaposition growth. Furthermore, I have just explained that 

for small He primeval incident cluster nucleation events by coalescence  is preferred to 

juxtaposition processes. He-cluster arrive on the substrate after supersonic expansion with 

a higher impact velocity6,13 and the lower deposition rate of Helium forced us to deposit a 

single shot for longer time than Ar sample, where the substrate intercept the beam with 

different angles of incidence in different times. All these conditions facilitate a larger 

diffusivity of He clusters on the surface14 and so a higher nucleation events rate. 

 I have now more elements to produce a general picture of the growth mechanism 

for the two systems. In Helium-system, the islands growth in z-direction stops very early 

with coverage, but it is always favored instead of juxtaposition and it induces nucleation 

events also at high coverage. In Argon-system, few nucleation sites (composed by the larger 

incident clusters) attract the other smaller and mobile incident clusters and form islands for 

juxtaposition events. In Argon-system, the step growth in z-direction is probably facilitated 

by the arrival of new incident cluster on pre-deposited large cluster or island, which is 

trapped. In fact, larger clusters mean also a lower fractal dimension15 and so an open 

structure of cluster which facilitate the capture. 

 

 

Area-Volume vs Coverage 

Fig. 72 shows the qualitative evolution of projected area and volume (referred to the highest 

peak of the area and volume distributions) of islands with coverage, for He and Ar systems. 

I refer to a qualitative evaluation of the trend and not to a quantitative one, because the 

estimation of area and volume of the objects identified in the AFM maps is always affected 

by the effects of the convolution with the AFM tip. Anyway, the estimation of the 

qualitative trend is important to confirm the considerations I have previously done about 
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islands growth in the intermediate coverage range (10% - 70%) and for this reason I have 

chosen to show them below. The maximum coverage studied is 70%, also because for 

higher coverage value objects area and volume on the surface increase of different order of 

magnitude, because of the interconnected morphology created on the surface. This 

observation further confirms that 70% coverage is the threshold for the starting point of 

ballistic deposition regime. 

 

    

Fig. 72: Evolution of the highest peak of the projected area (a-c) and volume (b-d) of the distribution 

calculated by the AFM topographical maps versus coverage for Helium and Argon systems. 

 

In Argon-systems (Fig. 72 c-d), area and volume grow quite linearly with coverage, and 

this evolution agrees with a juxtaposition growth mode. In Helium system (Fig. 72 a-b), for 

intermediate coverage values, area and volume are quite constant with coverage. Also this 

trend confirms the frozen island growth process and the grow of coverage mainly due to 

new nucleation events. 

(a) 

(c) (d) 

(b) 
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Mean Cluster size vs Coverage 

In Ref 16 P. Jensen and coworkers have showed how the mean size of the cluster distribution 

can increase exponentially with coverage if clusters can move on the surface and 

coalescence occurs even at the early stage of growth. The mean size is defined as 

<s>=∑ s Ns/NS, where Ns is the number of clusters containing s particles. This exponential 

increase is very peculiar since usually, in growth models17-19 power laws are found. Fig. 73 

shows the linear increase of the mean cluster size with coverage in semilog scale, 

confirming and exponential growth.   

 

 
 

 

(a) 

(b) 
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Fig. 73: Mean cluster size as a function of coverage for Argon-system (a), Helium system (b) and 

comparison between the two (c); superimposed and reported in the legend the linear fit in semi-log 

scale. 

 

Fig. 73 confirms the exponential increase in the mean cluster size with coverage for our 

systems, which suggests continuous diffusion of the smaller zirconia cluster on the surface 

and coalescence processes with larger clusters and islands for both the systems. 

 

 

7.1.5. Evolution of rms-roughness: from sub-monolayer to thin film 

In order to correlate the sub-monolayer growth phenomena with thin film properties, I have 

characterized the RMS roughness (Rq) of the sample in the sub-monolayer regime. In Fig. 

74 the trend of roughness with coverage is shown. 

 

Fig. 74: Evolution of surface roughness with coverage in sub-monolayer regime. 

(c) 
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The evolution of roughness with coverage exhibits a nearly linear trends for all the systems, 

but it increases faster in Argon-system. The slow increase of roughness with coverage for 

Helium-system is due to the smaller incident cluster dimension and islands formed on the 

surface (as shown before) and also to the different growth in z-direction, consisting in 

continuous nucleation events which induce to recover the surface before growing in other 

direction. This growth dynamic remind the layer growth mode of thin film, shown in 

Section 2.1.2. 

 Fig. 75 (a) shows the increase in surface roughness depending on the number of 

particles deposited on the surface, and it offers the opportunity to link sub-monolayer 

regime with thin film regime (up to 50 nm thin film). In Fig. 75 (b) the same data in log-

log scale are shown. 

 

Fig. 75: (a) evolution of surface roughness with number of particle deposited, (b) in log-log scale 

with a linear fit. 

 

Fig. 75 (b) shows clearly that the evolution of roughness with coverage, with the exception 

of an offset in z-direciton, is the same: the growth exponent is 0.34 for Helium and 0.31 for 

Argon. The deposition rate is not constant and for this reason I can not identify this growth 

exponent with the one defined in Section 2.3, but if we consider the mean deposition rate 

constant for different shots we can conclude that this growth exponent is peculiar of a 

ballistic deposition growth. 

It is remarkable the continuity of the trend with the number of particles deposited, 

regardless of the growth regime. This result reveals the intrinsic character of ballistic 

deposition also for sub-monolayer growth.  

(a) (b) 
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7.2. Beyond the monolayer regime: thin films 

Clusters are randomly assembled to constitute a porous structure (Fig. 76) with density of 

the film being roughly half of the corresponding bulk phase (2.5–2.7 g/cm3 against 3.9–4.3 

g/cm3 for bulk TiO2, as obtained from optical methods20). The nanostructure is 

characterized by ns-TiOx nanocrystalline regions (prevalently anatase21) embedded in an 

amorphous matrix, or by entirely cubic phase1 ns-ZrOx clusters. 

 

Fig. 76: TEM image of ns-ZrOx porous thin film. 

 

In this chapter I will compare the morphological properties calculated on thin film in order 

to identify, principally by scaling laws, the theoretical model which better describes our 

film growth. Clearly visible is the pattern of nanometer-sized grains, pores, with high 

aspect-ratio. Overall, the films are characterized by high specific area and porosity at the 

nano and sub-nanometer scale, extending in the bulk of the film. 

 

7.2.1. Ballistic deposition  

 

Ns-ZrOx 

Fig. 77 (a,b) shows representative topographic maps (top-view) of ns-ZrOx films with 

similar thickness (about 30 nm, like the film shown in Figure 76) deposited using He and 

Ar as carrier gas, with rms roughness Rq of 8 and 21 nm, accordingly. The Argon thin film 

is in sub-monolayer regime but its roughness is already higher in value that the Helium thin 

film. The bigger dimensions of Argon-cluster instead of Helium one (yet dilated by the 

AFM tip convolution) is visible also by a visualization comparison of the AFM images. 

This difference, which has been quantitatively characterized as shown in the previous 

sections, can be explained in terms of the marked differences in the cluster size distributions 

50 nm 
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obtained using He and Ar. Fig. 77 (a,b) also clearly show the granular, nano-porous nature 

of low-energy cluster-assembled materials, and the remarkable gain in specific area due to 

the use of small nanometer-sized building blocks. 

 

 

Fig. 77: Representative topographic maps (top-view) of ns-ZrOx films with similar thickness (about 

30 nm) deposited using He (a) and Ar (b) as carrier gas. Argon deposited film is in sub-monolayer 

regime. 

 

For both the system I have analyzed the evolution of the main morphological 

properties with thickness (which I assume proportional to deposition time, i.e. constant 

deposition rate and constant density) in order to study the interfacial properties by scaling 

laws (section 2.3). According to AFM data, the growth exponent of cluster-assembled ns-

ZrOx films is β = 0.37 ± 0.05 for Ar, and β= 0.32 ± 0.08 for He. The scaling of the surface 

RMS roughness is therefore independent on the carrier gas (although the absolute value of 

Rq, at a given deposition time, can be dramatically different, as from Fig. 77 a,b and, 

quantitatively, from Fig. 78). Concerning the value of the growth exponent β, it is 

compatible with a ballistic deposition model (for which β spans from 0.3 to 0.33 in 2 

(a) 

(b) 

nm 

nm 
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dimensions, see section 2.3.3), where incoming particles land on the growing interface, 

stick, and do not diffuse significantly.  

 

Fig. 78: Linear regression of the experimental curve Rq ~ hβ . 

On the other side, the exponent z (or better the quantity 1/z) can be directly characterized 

by a linear regression in loglog scale of the experimental curve ξ ~ h1/z (Fig. 79), which 

describe the evolution of the lateral width of the surface.  

 

Fig.79: evolution of the lateral width of the surface ξ ~ h1/z . 
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The roughness exponent α can be calculated as α=β/(1/z) (see section 2.3).  I obtained the 

following results: 1/z = 0.22 ± 0.02 (z = 4.54 ± 0.11) and α = 1.68 in the case of Ar; 1/z = 

0.03 ± 0.05 (z = 33.3 ± 0.30) and α = 10.6 in the case of He. The exponents 1/z and α in the 

case of He are strongly unusual, but I have analyzed few samples and they are faraway 

from a film-like regime.  

Specific area is a critical parameter for interfacial phenomena, representing the gain 

in the area potentially available for surface reactions and interactions. As the rms roughness 

Rq and the correlation length ξ, also the specific area Aspec is an increasing function of film 

thickness, and its growth is governed by simple power laws. The scaling of the surface 

specific area excess Δr = r-1 with film thickness, Δr~ hδ, is shown in Fig. 80. I found δ = 

0.31 ± 0.01 for Ar, and δ = 0.13 ± 0.04 for He. In the case of Ar as carrier gas, the specific 

area excess grows faster, and films deposited using Ar have the highest specific area values.  

 

Fig. 80: The scaling of the surface specific area excess Δr = r-1 with film thickness (Δr~ wδ) 

depending on the carrier gas used during deposition. 

Specific area is closely related to the local surface slope, which is expected to follow a 

similar trend (while the mesoscopic average slope and specific area parameters, evaluated 

on a scale ξ, are not expected to change much, because Rq and ξ scaling exponents are 

similar). 
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Ns-TiOx 

Fig. 81 (a,b) shows representative topographic maps (top-view) of ns-TiOx films with 

similar thickness (about 100 nm) deposited using He and Ar as carrier gas, with rms 

roughness Rq of 8 and 21 nm, accordingly. As for ZrOx samples, despite the thickness is 

the same, a marked difference in surface corrugation is observed, as well as a difference in 

the average size of the surface grains, which represent either the precursor clusters in the 

beam (yet dilated by the AFM tip convolution), or their aggregation/ coalescence at the 

surface upon deposition. This difference, which has been quantitatively characterized as 

shown in the previous sections, can be explained in terms of the marked differences in the 

cluster size distributions obtained using He and Ar. 

 

   

Fig. 81: Representative topographic maps (top-view) of ns-TiO2 films with similar thickness (about 

100 nm) deposited using He (a) and Ar (b) as carrier gas, with rms roughness w of 8 and 21 nm. 

3D views of the surface of ns-TiO2 films deposited using Ar, with roughness of 10 (c) and 22nm 

(d) are shown. 

Fig. 81 (a,b) also clearly show the granular, nano-porous nature of low-energy cluster-

assembled materials, and the remarkable gain in specific area due to the use of small 

nanometer-sized building blocks. To further highlight these morphological properties, 

three-dimensional views of the surface of ns-TiO2 films deposited using Ar, with roughness 

of 10 and 22 nm are shown in Fig. 81 (c,d).  

A linear regression of the experimental curve Rq~hβ on a loglog scale is shown in 

Fig. 82. According to our data, the growth exponent of cluster-assembled ns-TiO2 films is 

(a) (b) 

(c) (d) 
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β= 0.38 ± 0.04, for Ar, and β= 0.39 ± 0.02 for He. The scaling of the surface rms roughness 

is therefore independent on the carrier gas (although the absolute value of Rq, at a given 

deposition time, can be dramatically different, as from Fig. 81 a,b and, quantitatively, from 

Fig. 82).  

 

Fig 82: Linear regression of the experimental curve w~hβ; curve is plotted in loglog scale. 

 

The exponent z (or better the quantity 1/z) can be directly characterized by a linear 

regression in loglog scale of the experimental curve ξ ~ h1/z (Fig. 83), which describe the 

evolution of the lateral width of the surface. Then, the roughness exponent α can be 

calculated as α=β/(1/z) (see section 2.3).   

 

Fig. 83: evolution of the lateral width of the surface ξ ~ h1/z ; curve is plotted in loglog scale. 
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I obtained the following results: 1/z = 0.43 ± 0.02 (z = 2.33 ± 0.11) and α= 0.88 ± 0.06 in 

the case of Ar; 1/z = 0.39 ± 0.05 (z = 2.56 ± 0.30) and α = 1.00 ± 0.14 in the case of He.  

Concerning the value of the growth exponent β, it is compatible with a ballistic 

deposition model (see Section 2.3.3). The ballistic deposition regime typical of the low-

energy cluster-assembling from the gas phase, thanks to the absence of significant surface 

diffusion, allows growing films with high specific area and local aspect ratio. 

The scaling of the surface specific area excess Δr = r-1 with film thickness, Δr~ wδ, 

is shown in Fig. 84. We have found δ = 0.27 ± 0.01 for Ar, and δ = 0.45 ± 0.04 for He. In 

the case of He as carrier gas, the specific area excess grows faster, although in the accessible 

thickness range, for a given thickness, films deposited using Ar have the highest specific 

area values. This behavior could be understood in terms of the smaller average particle size 

with respect to Ar, leading to a more compact interface, with smaller sub-nanometer pores. 

Specific area is closely related to the local surface slope, as mentioned before for ns-ZrOx 

thin films. 

 

Fig. 84: The scaling of the surface specific area excess Δr = r-1 with film thickness (Δr ~ wδ ) 

depending on the carrier gas used during deposition. 

 

7.3. Effect of annealing temperature on morphology of thin films 
 

 

Ns-ZrOx 

Evolution of grain size with annealing temperature  



164 

 

 I have calculated the values of the grain equivalent radius in thin films, above the 

threshold for the onset of ballistic deposition regime, in order to study the correlation 

between observed granularity and chemico-physical phenomena occurring under thermal 

annealing. Grains have been identified and analyzed according to what reported in Seccion 

4.3.3. In Fig. 85 (A) they are reported the dimensions of the equivalent grains radius as a 

function of annealing temperatures, depending on the surface roughness. We have shown 

the error bars of the grain dimensions referred to only one sample for sake of clarity; they 

correspond more or less to the same value for all the samples. It is an indicator of the 

dispersion of the grain dimension around the mean value (which corresponds to the median 

of the log-normal distribution of equivalent radius). 

  

Fig. 85: (A) Evolution of the grain sizes with the annealing temperatures, depending on the 

roughness of the nanostructured zirconia surface. (B) log-log plot of the roughness versus thickness 
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of the as deposited ZrOx samples and of the annealed samples up to 250°C, 400°C, 600°C and 

800°C. 

 

Annealing at 250°C causes a little growth of nanoparticles, probably due to the complete 

crystallization of the smaller clusters from the amorphous-to-cubic phase1. Thermal 

annealing at 400°C and 600°C induce another phase transition, from cubic to monoclinic 

phase1, which determine another slow growth of the clusters size. From the XRD analysis1 

it has been shown the linear increasing transition from cubic phase to monocline one in air 

in this range of temperature and the growth of crystalline grains correlated to the phase 

transition. During the annealing the cubic nano-crystals coarsen and when their size reaches 

a critical value they transform to stable monoclinic phase1,24,25. This behavior has been 

described by the critical-nuclear-size model26-28. According to this model the monoclinic 

crystallites cannot grow until the nucleus size of this phase reaches a critical value; this 

requires the agglomeration of fine-grained cubic particles into larger ones. The growth of 

cubic nano-crystallites beyond the critical size is energetically not favorable since cubic 

phase has a higher total energy compared to monoclinic one29,30. With the annealing at 800° 

C there’s a further increase in cluster dimensions. In XRD analysis1 the growth of single 

zirconia crystalline domains in air from 600°C to 800°C for the monocline phase is shown 

to be around 100%. From this granulometry studies, we can conclude that also in cluster-

assembled thin films the cluster growth is principally induced by phase transition (in 

particular from cubic to monoclinic phase) and not for coalescence between clusters driven 

by thermal annealing. 

 With the increase of the annealing temperature begins also a restructuration of 

surface in all the 3D directions, which determines a very small increase of the surface 

roughness (as shown in Fig. 85 B), due to the increased cluster dimensions31, and also the 

reorganization in x-y directions which influence the changes in Aspec and correlation length 

ξ values.  

 I  have to notice that the determination of the radius, with the procedure shown in 

this work, is not an accurate quantitative characterization process; in fact it is affected by 

the effect of the convolution of the tip with the surface during the image acquisition process 

and can also be partially influenced by the analysis process, in particular during the 

individualization of the best grain mask (see Section 4.3.3). The level of criticality in the 

analysis explains also the large error associated to the median value of the radius 

distribution. 
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Scaling of morphological parameters of the annealed thin films 

 In the previous Section I have already pointed out the small adjustments in all the 

three dimensions of the morphological properties at the interface of the annealed cluster-

assembled thin films. Anyway the granular, nano-porous matrix of low-energy cluster-

assembled materials with high specific area and porosity at the nano and sub-nanometer 

scale remains also after thermal annealing treatments. The surface morphology of the high 

temperature annealed thin film keeps memory of the nanometers-size building blocks 

organization and deposition conditions.  

 In Fig. 85 (B) the small increasing of roughness values with annealing temperature 

is shown for each thickness for all the five samples studied. The linear fit of the log-log 

plot of roughness versus thickness show comparable values of β for all the annealing 

temperature analyzed, which varies from 0.38 to 0.41 (as reported in Table III), but remains 

basically constant within the error. 

 

 As Dep. 250° C 400° C 600° C 800° C 

β 0.37 ± 0.01 0.41 ± 0.06 0.39 ± 0.08 0.38 ± 0.06 0.40 ± 0.06 

 

Table III: β exponents of ns-ZrOx sample with different post-deposition treatments. 

 

The evolution of the nanostructure of the films is influenced by the structure of the 

precursor clusters even after a quite severe annealing. It keeps memory of the deposition 

process (ballistic deposition) even after high thermal annealing processes. 

 It is possible to appreciate this statement visually in Fig. 86, where the topographic 

maps of the sample 150 nm thick after different thermal treatments (as indicated by the 

labels) and two representative profiles are shown, and also in Fig. 87, where I have 

composed a 2μm x 1μm image with small sections of the images of the this sample annealed 

up to five different temperatures, as indicated from the labels in the Fig.86.  
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Fig. 86: ns-ZrO2 surface topographic maps showing the surface morphology evolution depending 

on the thermal annealing processes, from the as deposited sample to the annealed up to 800° C. 
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Fig. 87: topographic image built up with images acquired from the 150 nm thick sample annealed 

at diffrent temperatures. 

 

Ns-TiOx 

In this section I report a very short study I have performed on AFM images acquired 

different years ago (2008), in order to compare ns-ZrOx morphology evolution with thermal 

annealing with ns-TiOx one. Titania deposition has been performed with Helium as carrier 

gas and the sample was characterized by a thickness of 100 nm. The sample was 

successively kept in an oven for three hours at different annealing temperature (from 200 

°C to 1000 °C), in an Ar/O2 80/20 atmosphere. 

 In Fig. 88 representative AFM maps of the sample annealed at different temperature 

are shown and in table IV are reported the main morphological properties of the surface. 

 

Fig. 88: ns-TiOx AFM topographic maps with different thermal annealing treatments: 200°C (A),  
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400°C (B), 600°C (C), 800°C (D) e 1000°C (E). 

 

Temperature (°C) Rq [nm] Cluster radius [nm] 

200 7,3 ± 0,1 10.8 ± 1.5  

400 6,9 ± 0,5 11.9 ± 1.4 

600 5,5 ± 0,1 12.2 ± 1.5 

800 8,4 ± 0,6 21.1 ± 1.4 

1000 11,4 ± 0,2 30.1 ± 1.3 

Table IV: roughness and cluster radius of ns-TiOx sample, with different post-deposition 

treatments. 

 

The evolution of roughness with annealing temperature is similar to the trend of ns-ZrOx 

sample: it remains quite constant until the cluster radius grows of 300%. The growth of 

cluster size is probably associated to the phase transformation from anatase to rutile (see 

section 5.1.1), but we have to confirm this hypothesis by structural analysis performed on 

Helium-deposited sasmple. 

 

7.4. Memory effect 

In Section 3.1.2 I have mentioned the peculiar feature of the morphological properties of 

cluster-assembled films associated to LECBD: they are determined by the original free 

clusters structure. This is called ‘memory effect’. Three are the main results shown in this 

Chapter which are useful to underline and define memory effect phenomena of metal oxide 

nanostructured samples deposited by SCBD: 

 

1. Precursor cluster dimensions affect the growth dynamics in sub-monolayer regime 

(Section 7.1): the diffusion on the surface and nucleation events are favored for 

smaller clusters, which form islands on the surface by both coalescence and 

juxtaposition processes; larger clusters act as static nucleation sites where 

juxtaposition growth-mode is promoted. 

 

2. Growth dynamics in sub-monolayer regime determines different morphological 

properties of the cluster-assembled thin film (Section 7.2). The morphological 

properties of samples deposited with different primeval cluster sizes (by using Ar 

or He as carrier gas) are influenced by the dimension of clusters in a non banal way. 
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By a geometrical point of view, we can image that, for the same thickness film 

value, roughness is lower for film produced by small clusters while it is larger when 

bigger clusters are used during deposition. AFM experiments show also that the 

dynamics of growth of the film in sub-monolayer regime influences the final film 

roughness, in particular by the roughness value reach at coverage 70% when the 

ballistic deposition takes place. 

 

3. The evolution of the nanostructured morphology of the films is influenced by the 

dimension and the structure of the precursor clusters even after a quite severe 

annealing; it has been demonstrated in Section 7.3. We have observed that the 

anatase ns-TiOx and cubic ns-ZrOx nanocrystallites grow up to a critical size where 

their further growth is not energetically favourable, so they transform to rutile and 

monoclinic respectively. This shows that size-dependent effects in grain growth 

kinetics affect the morphology evolution of nanostructured films. The system 

retains a memory of the initial nanostructure even after the annealing, showing well-

crystallized nanograins with dimensions and packing depending upon the initial 

precursor clusters. 
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8. Interfacial functional properties affected by surface 

morphology 

 

 

 

8.1. Double layer interaction 

 

8.1.1. IsoElectric Point of rough interface 

 

Ns-TiOx 

Here below, my work “ Nanoscale roughness and morphology affects the IsoElectric Point 

of titania surfaces”4 is reported. 
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Ns-ZrOx 

A precise characterization of the double layer interactions and a deep study of the evolution 

of IsoElectric Point of ns-ZrOx thin films with different surface roughness is still a work in 

progress. Anyway a preliminary study on ns-ZrOx IEP has been accomplished and the main 

results are shown.  

 

Morphological characterization 

The morphological properties of three different ns-ZrOx thin films have been characterized 

by the analysis of topographical AFM maps. Representative AFM images of  two samples 

(0.4 nm rough and 23.1 nm rough samples) are shown in Fig. 89 and the corresponding 

morphological properties are reported in Table V. 

 

       

Fig. 89: (a-c) Representative AFM topographical maps (2000x1000x5nm3 and 

4000x2000x100nm3) of flat and rough ns-ZrOx samples; (b-d) 3D view of the AFM images, with 

z-scale of 100 nm for both the images. 

Ns-ZrO2 Thickness [nm] Roughness [nm] Specific Area 

1 
--- 0.36 ± 0.01 1.008 ± 0.001 

2 
63 ± 8 15.3 ± 0.1 1.49 ± 0.01 

3 
213 ± 16 23.1 ± 0.4 1.57 ± 0.04 

Table V: morphological properties of cluster assembled ns-ZrOx thin films. 
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The morphological properties of ns-ZrOx films confirm the trend of morphology evolution 

presented in Section 7.2.1. The phase of these nanostructures films is cubic at room 

temperature (see Section 5.2.1). 

 

Double layer interactions 

As it has been shown before for ns-TiOx, also IEP value of ns-ZrOx decreases with 

increasing surface roughness (see Table VI). Also for zirconia samples, concerning the 

marked roughness-induced shift of IEP towards lower values, we can speculate 

mechanisms triggered by strong changes of the electrostatic potential due to double layer 

self-overlap and regulation effects at the nano-porous surface of the material (see Section 

before). 

Roughness [nm] IEP 

0.36 ± 0.01 
4.3 ± 0.5 

15.3 ± 0.1 
4.3 ± 0.5 

23.1 ± 0.4 
3.8 ± 0.5 

Table VI: IsoElectric Point of ns-ZrOx sample, depending on surface roughness. 

 

In Fig. 90 the evolution of λD with surface roughness is shown. λD is constant to a value λD 

<10 nm close to the one predicted by Eq. 25 for [NaCl]=1 mM only for flat surface, while 

on rougher samples λD grows beyond 11 nm. These experimental observations provide an 

indication that Eq. 22, which describes double layer interactions at smooth surfaces, may 

not provide an accurate description of charging and ionic redistribution processes at rough 

surfaces. 

 

Fig. 90: Debye lengths λD as a function of the surface roughness Rq of ns-ZrO2 films extracted from  
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the best fit of force curves by Eq. 25. 

 

The shift of the distance axis allows treating the rough surface as an effective smooth plane 

where the total surface charge is evenly distributed on the mid plane, which is 

approximately located a distance Rq away from the surface peaks protruding towards the 

bulk of the electrolyte. Fig. 91 shows the corrected surface charge densities σ*S (all the 

distance axes of force curves used to extract double layer parameters, have been shifted by 

Rq), normalized with respect to the surface charge densities of the flat ns-ZrOx sample at 

pH 5.4, as a function of surface roughness. 

 

 

Fig. 91: The net surface charge density σ*S of ns-ZrO2, normalized with respect to the surface 

charge densities of the flat ns-ZrOx sample at pH 5.4, versus Rq, extracted from the best fit of 

force curves by Eq. 22 after correction of distance axes.  

 

The evolution of the Debye length and of the surface charge density with ns-ZrOx surface 

roughness confirm the experimental results with ns-TiOx, presented in the Section before. 

This consideration is of great relevance, because it means that peculiar double layer 

interactions observed for these nanostructured film is independent on the metal oxide 

material used but they are only determined by the surface morphology. 

 

8.1.2. Surface charge density depending on thermal annealing 

In order to quantify a possible difference in surface charge density of thin films depending 

on the thermal annealing treatments, I have performed force spectroscopy measurements 
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in 1mM NaCl solution (neutral pH, before and after thermal treatment) with AFM, in order 

to calculate the value of surface charge density by the analysis of DLVO interaction. 

In Ref.1 and 2 the sub-stoichiometric character of nanostructured ZrOx and TiOx at 

room temperature was reported. The samples become more stoichiometric after thermal 

annealing. Furthermore, by performing thermal annealing treatments also the phase of ns-

ZrOx and ns-TiOx changes and in particular the monoclinic1 and rutile3 phase respectively 

becomes prevalent.  

I have used all the precautions for the analysis of a rough interface, explained in 

Section 8.1.1. The colloidal AFM tip radius is 8200 ± 100 nm, and force constant of the 

cantilever is 0.14 ± 0.01 N/m.  

 

Ns-ZrOx 

I have left two ns-ZrOx samples with different surface roughness (Rq ∼ 15 and 25 nm) in 

an oven for two hours at 600° C. Later, I have acquired force-curves with AFM and 

analysed the data by DLVO model modified for a rough interface, as explained in Section 

8.1.1. In table VII the absolute values of surface charge density of ns-ZrOx surfaces 

depending on the roughness and the thermal annealing treatments of the surface are 

reported. 

 

|𝜎𝑆| (C/m2) As dep Annealed 

Rq=15 nm 0.0041 ± 0.0001 0.0044 ± 0.0001 

Rq=25 nm 0.017 ± 0.001 0.036 ± 0.001 

Table VII: Absolute values of the surface charge density depending on the roughness and thermal 

annealing treatments of the ns-ZrOx surfaces. 

 

The absolute value of the surface charge density increases with roughness (as shown in the 

Section before) and with the thermal annealing of the surface (the surfaces are negatively 

charged). In particular a marked increase of the surface charge density induced by thermal 

treatments is observed on the rougher sample. 

The main mechanisms implied in the charging of metal oxide surfaces in aqueous 

electrolytes are shown in section 6.1.2. and they imply interaction of surface hydroxyls M-

OH with OH- and H+ ions and also adsorption of anions A- and cations C+ from solution to 

charged surface sites.  
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The improved surface charge density of ns-ZrOx films upon annealing at moderate 

temperatures can be explained in terms of removal of physisorbed organic contaminants 

and of the recovering of OH- groups bonded to undercoordinated Zr atoms. 

This results is also of great relevance for the interpretation of the protein adsorption 

experiments shown in Section 9.1.2. 

 

Ns-TiOx 

In table VIII the absolute values of surface charge density of ns-TiOx surfaces depending 

on the roughness and the thermal treatments of the surface. The experimental set-up is the 

same of the previous Section. 

 
|𝜎𝑆| (C/m2) As dep Annealed 

Rq=15 nm 0.0023 ± 0.0001 0.0024 ± 0.0001 

Rq=25 nm 0.0078 ± 0.0005 0.0084 ± 0.0005 

Table VIII: Absolute value of the surface charge density depending on the roughness and thermal 

treatment of the ns-TiOx surfaces. 

 

The increase in surface charge density with roughness4 is confirmed.  

The minimal difference in surface charge density values depending on annealing 

treatments, compared to the experimental results of ZrOx, is explained by the slight sub-

stoichiometry of the ns-TiOx as deposited (the value of x in ns-TiOx is less but very close 

to 2 2). 

By a comparison of the ns-ZrOx and ns-TiOx surface charge densities, for as 

deposited samples with the same roughness, we can conclude that the higher (negative) ns-

ZrOx surface charge density is probably due to a higher surface OH- group density, due to 

the greater sub-stoichiometry of the zirconia surface1 and the electronegativity of metal 

elements directly bound to the oxygen atoms5. As a future outlook I have to confirm this 

hypothesis.  

 

8.2. Wettability of nanostructured materials 

 
Ns-TiOx 
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The results about ns-TiOx wettability depending on roughness and annealing temperature 

are reported in Section 6.2.1 as in Ref. 2. Here I report only the Fig. 92 which shows the 

main results about wettability in order to simplify the comparison with ns-ZrOx results. 

 

 

Fig. 92: Contact angles and corresponding cos(θ) values measured on ns-TiOx films produced in 

different deposition and post-deposition conditions as a function of root-mean-square roughness. 

The contact angle measured on a single-crystal rutile TiO2 sample at room temperature is also 

shown as reference. The dotted lines are a linear fit of data. Error bars, when not visible, are smaller 

than the data markers2. 

 

Ns-ZrOx 

Contact angles of water have been measured with a homemade apparatus consisting of a 

syringe pump, a video camera, and motorized sample and camera stages, all of them 

controlled via a PC. Small drops (volume ∼0.5 mL) of Milli-Q water were produced with 

the syringe pump and gently deposited on the surface (Fig. 93 (a)). For each image, the 

overall drop profile was fitted with an elliptic curve (Fig. 93 (b)) and the error related to the 

fitting procedure was typically less than ±1° 6. To obtain statistically sound results, at least 

five drops for each sample were typically analysed. The representative contact angle θ was 

then taken as the mean of these different determinations and the corresponding standard 

deviation was around ±2°, unless otherwise stated.   
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Fig. 93: (a) Camera image of the syringe pump and droplet that is going to be deposited on the 

surface; (b) drop profile with the elliptic curve fitted for the contact angle valuation. 

 

Fig. 94 shows the contact angle θ measured on ns-ZrOx films with different root-mean-

square roughness, which underwent different thermal treatments. 

 

 

Fig. 94: Contact angles measured on ns-ZrOx films with different post deposition conditions as a 

function of root-mean-square roughness. The dotted lines are a linear fit of data.  

 

Data show that post-deposition thermal annealing improves the overall wetting 

character of ns-ZrOx films: while as-deposited films are hydrophilic, annealing at 400 °C 

makes them super-hydrophilic (as for ns-TiOx films, see Section 6.2.1).  

Anyway, the wettability behaviour of ns-ZrOx films as-deposited is in contrast with 

TiOx data2 (hydrophobic in as-deposited conditions). This is probably due to the different 

surface charge density of the as-deposited samples, underlined also in Section 8.1.2., which 

(a) (b) 
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can explain the improved wettability of ns-ZrOx films with the increased recovering of OH 

groups bonded to undercoordinated Zr atoms5. 

Morphology has an important impact also on the wetting behaviour of ns-ZrOx. 

Controlling surface roughness in the range 10-40 nm allows tuning the contact angle from 

70° to 20° in the hydrophilic regime. Notice that a residual dependence on Rq is observed 

also after annealing, in the superhydrophilic samples. 

The measured cos(θ) values for the samples as-deposited and annealed at 400 °C 

scale linearly to a good approximation with the surface roughness. The dotted lines in Fig. 

94 represent linear fits to the data. The trend observed for the as-deposited samples is 

compatible with the Wenzel equation (Eq. 37), predicting a positive slope for the cos(θ) vs. 

specific area curve, i.e., the enhancement of the intrinsic hydrophilic character of the 

surface, if we consider the sample with lower roughness as the reference flat sample. 

Anyway, as a future outlook, we have to measure the value of the wettability for 

flat ZrOx sample.  

I have decided to report this wettability results because is also of great relevance for 

the interpretation of the protein adsorption experiments shown in Section 9.1.2. 
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9. Biological relevance of engineered nanostructured surfaces 

 

 

According to the most recent studies on biomaterials1-3, cells can actively ‘sense’ and adapt 

to the surface where they adhere and activate specific intracellular signals that influence 

cell survival and behavior.  

In vivo, cell attachment is the consequence of the binding with specific cell adhesion 

proteins in the ECM, and it is intrinsically influenced, besides by receptor–ligand specific 

interactions, by the physical and mechanical signals arising from the topography of the 

external environment4-6. In vitro, on the other hand, cells set up a complex network of 

interactions both with the artificial surface and with the secreted and serum ECM proteins. 

The possibility of optimizing cell-substrate interactions can open up new perspectives in 

the design of biomimetic supports7,8. The topography of the ECMs is characterized by 

features over different length scales ranging from the nano to the mesoscale and it regulates 

the cellular behavior in a way that it is still far from a complete understanding9-11. The 

coexistence of ECM features at different length scales is probably one of the key factors, 

however it is not clear if there is a hierarchical organization of different structures and to 

what extent the various length scales can influence cellular response12,13. In Ref 14 they have 

shown that the thin films, deposited by SBCD, are characterized at the nanoscale, by a 

granularity and porosity mimicking those of recently observed ECM structures. They thus 

propose this new material as an optimal substrate for different applications in cell-based 

assays, biosensors or microfabricated medical devices. 

In order to discover and understand the possibilities of these cluster-assembled films 

as biomaterials with physical properties which are comprehensible for biological systems, 

I have begun a series of studies which concerns the interaction between biological entities 

(proteins and cells) with nanostructured films. In this Chapter the main results are shown. 

 

9.1. Proteins adsorption 

 

9.1.1. The role of morphology on protein adsorption 

 
Ns-TiOx 
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In Ref15 it is experimentally shown that the increase of nanoscale roughness (from 15 nm 

to 30 nm) of ns-TiOx thin film induces a decrease of protein binding affinity (≤90%) and a 

relevant increase in adsorbed proteins (≥500%) beyond the corresponding increase of 

specific area. They demonstrated that these effects are caused by protein nucleation on the 

surface, which is promoted by surface nanoscale pores. Of relevance for a broad class of 

surface-active nanoparticles, from biological enzymes to solid-state nano-catalysts, it has 

been observed during experiments on the adsorption of the enzyme trypsin on ns-TiO2, that 

the aggregation of the protein inside nanopores perturbs its relative catalytic activity in a 

roughness-dependent manner. In particular, the specific activity per mass of adsorbed 

enzyme decreased linearly with roughness, reflecting the reciprocal increase of steric 

hindrance of active sites with the ns-TiOx roughness16.  

First of all I have confirmed the trend of Langmuir Isotherms with surface roughness 

with ns-TiOx sample, and later I have performed the same measurements with Ns-ZrOx. 

In Fig. 95 the adsorption BSA isotherms on nanostructured titania are shown, 

depending on surface roughness. 

 

Fig 95: Adsorbed BSA as function of protein concentration (adsorption isotherms) for 3 ns-TiOx 

samples with different surface roughness. 

Ns-TiOx samples were annealed at 250°C in an oven for two hours; after annealing films 

are hydrophilic17. In table IX are reported the values of the saturation uptakes and the 

equilibrium dissociation constants, defined in Section 4.4.1, and related to the Langmuir 

isotherms of Fig. 95. 
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Ns-TiOx/BSA S.U. (a.u.) KD [μM] 

Rq= 14 nm 24899 ± 200 21 ± 5 

Rq= 25 nm 97487 ± 200 80 ± 25 

Rq= 32 nm 112820 ± 500 107 ± 35 

Table IX: Adsorption saturation uptake and KD as a function of the surface roughness for BSA. 

The increasing trends of SU and of KD with roughness confirm the one reported in Ref.15. 

The larger values of KD (compared to the one of Ref.15) could be due to difference in surface 

wettability which alters the value of the SU and also the one of KD
18, defined in Section 

4.4.1 as the concentration for which the isotherm reaches its half maximum.  

 

Ns-ZrOx 

Here below the protein adsorption isotherms of BSA (a) and fibrinogen (b) on ns-ZrOx 

samples (as deposited) are shown in Fig. 96 and the corresponding SU and KD values are 

reported in table X and table XI. 

    

Fig. 96: (a) Adsorbed BSA and (b) fibrinogen as function of protein concentration (adsorption 

isotherms) for 2 ns-ZrOx samples with different surface roughness. 

 

Ns-ZrOx/BSA S.U. (a.u.) KD [μM] 

Rq= 15 nm 4512 ± 50 2.3 ± 0.5 

Rq= 25 nm 45350 ± 200 4.3 ± 0.5 

Table X: Adsorption saturation uptake and KD as a function of ns-ZrOx surface roughness for BSA. 

 

(a) (b) 
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Ns-ZrOx/FIB S.U. (a.u.) KD [μM] 

flat 157 ± 10 1.8 ± 0.5 

Rq= 15 nm 5975 ± 100 4.8 ± 0.5 

Rq= 25 nm 13979 ± 200 12.5 ± 2 

Table XI: Adsorption saturation uptake and KD as a function of ns-ZrOx surface roughness for 

Fibrinogen. 

For both proteins, the trends of SU and KD  with surface roughness is similar to the one of 

TiOx: their values increase with the increasing of surface roughness and of the other 

morphological properties, like aspect-ratio of pores15. Ns-ZrOx samples are used as-

deposited, without annealing treatments. In the previous Section we have seen that as-

deposited ns-ZrOx samples are hydrophilic, and this is an important property for the 

improvement of protein adsorption on surfaces19. This hydrophilic behavior for as-

deposited samples is an advantage of zirconia (instead of titania) which can be used 

immediately after deposition, without other thermal treatments. 

 

9.1.2. Surface charge density and wettability 

Ns-ZrOx 

In order to study protein adsorption for a fixed roughness, depending on the surface charge 

density and wettability, I have performed Fibrinogen adsorption experiments on ns-ZrOx 

sample as-deposited and annealed at 600 °C, for two different roughness values (Rq=15 

and 25 nm). Fibrinogen adsorption isotherms on ns-ZrOx samples are shown in Fig. 97, 

while in Table XII the corresponding SU and KD values are reported. 

  

Fig 97: Adsorbed fibrinogen as function of protein concentration (adsorption isotherms) for  

(a) (b) 



201 

 

different post-deposition conditions and for two different surface roughness (a Rq=15 nm, b 

Rq=25nm). 

 
Ns-ZrOx/FIB S.U. (a.u.) KD [μM] 

Rq= 15 nm (as dep) 5975 ± 100 4.8 ± 0.5 

Rq= 15 nm (ann) 10765 ± 200 10 ± 2 

Rq= 25 nm (as dep) 13979 ± 200 12.5 ± 2 

Rq= 25 nm (ann) 120240 ± 200 14.3 ± 2 

Table XII: Adsorption saturation uptake and KD as a function of ns-ZrOx surface roughness for 

Fibrinogen, for different post-deposition conditions. 

The reason why samples annealed (400 °C) are more suitable for protein adsorption are 

twofold: 

 Annealing procedures increase the wettability behaviour of cluster-assembled thin 

film, as it is demonstrated by the results of the previous Sections 8.2 and in Ref.17; 

samples become superhydriphilic, and this implies the possibility for protein to 

penetrate inside the porous matrix and increase the adsorption.  

 The increase in surface charge density of the annealed samples (Section 8.1.2) 

reinforce the local electrostatic interactions between proteins and surface which can 

enhance protein adsorption. 

An increase in proteins adsorption with thermal annealing of the surface is also reported in 

Ref18, for the adsorption of streptavidin on cluster-assembled nanostructured TiOx films. 

 

9.2 Influence of surface morphology on cell adhesion 

The world surrounding a cell is characterised by topographic features with nanoscopic 

dimensions. Cells20-23, and in particular neuronal cells 24-26, are capable of sensing, in a 

surprisingly precise manner, differences in the mechanical characteristics and the 

nanotopography of the environment they interact with, mainly via integrin-mediated 

adhesion sites21-23,27. In consequence the information obtained by the cells can have a strong 

impact on cellular mechanics and eventually the cell’s behaviour and fate.  

 In collaboration with other physicists and biologists of my group, we have recently 

observed the effect of biophysical signals from nanostructured zirconia surface to cell 

(PC12 cell line) adhesion and differentiation, in particular we have highlighted the role of 
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nanotopography. I have decided to report only a short abstract of the main results below, 

hopefully a detailed paper will be soon accepted and it will be accessible online.  

 

Ns-ZrOx 

Thanks to mechanotransductive components cells are competent to perceive biophysical 

signals of their microenvironment and to convert them into biochemical responses. These 

signals comprise the microenvironmental nanotopograpy and in fact cells can sense surface 

differences on a nanoscopic level. This provides the rationale to modulate cellular activities 

by nanotechnological engineering of biomaterial topography, but the underlying molecular 

mechanisms are only partially understood. In this work we produced, by supersonic cluster 

beam deposition of zirconia nanoparticles, nanostructured films with controllable 

roughness. Specific nanotopographical features of these films triggered neuritogenesis in 

PC12 cells by the induction of mechanotransductive events proceeding from the 

cell/nanostructure interface to the nucleus. A broad methodological approach unravelled 

how the surface nanoscale information is converted into this biological response. The 

cellular interaction with an appropriate surface topography, i.e. integrin clustering-

restrictive features, enforces a nanoscopic architecture of the adhesion regions that affects 

the focal adhesion dynamics and cytoskeletal organisation. Consequentially, the general 

cellular biomechanical properties are modulated which furthermore impacts on the nuclear 

architecture/tension, transcription factors relevant for neuronal differentiation (i.e. CREB), 

and the protein expression profile. The proteomic profile reflects also congruently the 

executed adhesion complex-related and biomechanical processes. Altogether, this 

mechanotransductive signal integration eventually promotes and realises the nanostructure-

induced neuronal differentiation. 
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10. Conclusions and outlooks 

 

 

One of the main scientific problems I have tackled in this PhD work is how the nanometer-

scale morphology of different transition metal oxides systems (nanostructured TiOx and 

ZrOx), deposited by SCBD, evolves from sub-monolayer to thin film regime, depending 

on the incident cluster size. I have also studied the influence of the surface morphology of 

cluster-assembled films on the main functional properties of the interface, like surface 

charge density, IsoElectric Point and wettability. Finally, I have performed a qualitative 

characterization of the effects of these structural and functional properties on proteins 

adsorption and neuronal cells adhesion and differentiation mechanisms. 

The principle results of my PhD work can be summarized as follows: 

 

I have characterized, by atomic force microscopy, the evolution of the main 

morphological properties of thin film growth in sub-monolayer regime. By AFM 

investigation of ns-ZrOx and ns-TiOx samples it has been possible to highlight the 

mechanisms of diffusion of the smaller clusters, coalescence and juxtaposition phenomena 

which control the islands growth in sub-monolayer regime. I have identified 70% surface 

coverage as the turning-point between a first growth regime, where diffusion of particles 

plays an important role in determining islands formation, and the ballistic deposition 

regime, where diffusion is strongly disadvantaged and that characterized the morphology 

evolution in the thin film regime. 

 

For these transition metal oxides systems, I have highlighted different results 

associated to memory effect phenomena. In particular, I can assert that the growth 

dynamic in sub-monolayer regime depends on the precursor cluster dimensions and that 

this growth dynamic determines different morphological properties of the thin film, even if 

the thin film growth beyond sub-monolayer occurs in ballistic deposition regime, 

irrespective of the incident cluster size. Successively I have also shown how the 

nanostructured morphology typical of ballistic deposition, composed by a highly porous 

matrix with high surface area, is preserved also after thermal annealing treatments thanks 

to the dimension and structure of the incident clusters. 
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An experimental quantitative characterization of the effects of surface 

nanoscale morphology on the properties of electric double layers has been performed. 

The experimental approach I have adopted turned out to be very effective for the study of 

morphological effects on nanoscale interfacial electrostatic interaction. On one side, the 

use of SCBD technique for the synthesis of nanostructured films allowed to carry out a 

systematic investigation of the effects of nano-roughness on double layer properties thanks 

to the possibility of a fine control of morphological parameters; on the other side, operating 

an atomic force microscope in force-spectroscopy mode equipped with micrometer 

colloidal probes turned out to be effective in characterizing charging phenomena of 

nanostructured metal oxide thin film surfaces. 

 

I have proposed a simple geometrical model for the self-overlap of the double 

layer, which highlights the importance of the ratios of characteristic lengths of the system 

(surface roughness Rq, correlation length ξ, and Debye length λD). Furthermore this model 

suggests that the competition of these lengths controls the properties of the double layer. In 

nanostructured interfaces all relevant morphological lengths are comparable to the 

electrostatic lengths λD of the electrolytes; in particular, as λD typically varies from a few 

angstroms to a few tens of nm, there will always be some surface structures of comparable 

size, in between the scale of single nanopores and that of mesoscopic structures of depth 

~Rq and width ~ξ. 

 

Surface charge density and wettability of different nanostructured transition 

metal oxide materials have been studied depending on thermal annealing treatments. 

Surface morphology has a fundamental role in determining the functional properties of 

cluster-assembled films, which show properties of great relevance even without post-

deposition functionalization processes: the increase in surface roughness determines a huge 

increase in surface charge density and in the wettability behavior of the thin film. The 

annealing treatment further enhances the functional properties of the nanostructured 

surface. 

 

A qualitative characterization of the influence of the morphological and 

functional properties on proteins adsorption has been proposed. I confirmed results 

concerning the influence of surface nanoscale morphology on protein adsorption and the 
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relevant role of surface pores as preferential sites for proteins nucleation phenomena. I have 

shown the influence of surface charge density and wettability in proteins adsorption 

processes, for different proteins types.  

 

The results I achieved have important implications for the development of new applications 

of nanomaterials and for the understanding of basic mechanism at nano-bio interfaces. 

One of the main future objectives to approach is the development of reliable 

procedures for the production of platforms with independently controlled morphological 

and functional properties. These platforms can be ideal templates for the investigation of 

molecular mechanisms of biocompatibility.  
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Appendix 

 

11. Au-Polydimethylsiloxane (PDMS) nanocomposites  

 
Here below, the works “Patterning of gold–polydimethylsiloxane (Au–PDMS) 

nanocomposites by supersonic cluster beam implantation” and “Stretchable nanocomposite 

electrodes with tunable mechanical properties by supersonic cluster beam implantation in 

elastomers” are reported in Section 11.1 and 11.2. 
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11.1 Au-PDMS morphology
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11.2. Nano-mechanical properties of Au-PDMS nanocomposites
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