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Introduction

General motivation and objectives

Galactic globular clusters are nearly gas-free, self-gravitating stellar systems character-
ized by an apparently simple geometry, with finite size probably determined by tidal
truncation. These unique properties make them excellent laboratories for studies of stel-
lar dynamics, and ideal targets for N-body simulations. For a long time, they have been
treated as spherically symmetric, nonrotating, isotropic systems. The spherical King
(1966) models, constructed to match this physical picture, are usually considered as the
correct zeroth-order dynamical reference model, and are sometimes successful in repre-
senting the observed characteristics of these systems.

In reality, this simple physical picture suffers from a number of limitations, which
become more evident now that much improved observations have become available. In
particular, deviations from sphericity have been observed (see Geyer et al. 1983; White
& Shawl 1987; Chen & Chen 2010), and should be explained, even when assuming the
simplest idealized stellar dynamical scenario, in which the effects of discreteness and bi-
naries are ignored. Three physical ingredients are expected to affect the observed shapes
of stellar systems: internal rotation, external tides, and pressure anisotropy. A proper
identification of the physical ingredients that shape the internal dynamics of globular
clusters will lead to draw conclusions on their origin, and on the origin of their host sys-
tems. In particular, a detailed characterization of the role played by internal rotation and
pressure anisotropy in present-day globular clusters would be a crucial element to dis-
criminate among different formation scenarios for this class of stellar systems; indeed,
the main goal of this Thesis is to clarify the role of these two important dynamical fac-
tors. We will not address here the effect of tides because they are expected to act mainly
in the outer parts of these stellar systems, in regions outside the focus of the present
investigation, and often beyond the range of the available data.

For the purpose of giving a detailed and more realistic description of globular clus-
ters, dynamical studies such as those that will be described in this Thesis are an impor-
tant counterpart to the stellar populations analyses often carried out for these systems.
Dynamical studies are meaningful only when both photometric and kinematic data are
taken into account, but unfortunately for globular clusters the application (and thus the
test) of dynamical models is frequently carried out only in relation to the available pho-
tometric profiles (see Trager et al. 1995 and McLaughlin & van der Marel 2005), without
the corresponding tests on the associated kinematical profiles, in contrast to what is rou-
tinely done in studies of early-type galaxies. We recall that spherical King (1966) models

xiii



xiv Thesis overview

have long been considered to provide an adequate description of the dynamics of globu-
lar clusters, only on the basis of their ability in reproducing the observed surface bright-
ness profiles; then it was basically taken for granted that the kinematical properties of
globular clusters should conform to the King models, even if, in practice, direct tests of
this assumption were not available. On the galactic side, from the study of ellipticals
it has been learned that structurally different models (as diagnosed by their kinematics
or characterized by their virial coefficients) may have remarkably similar photometric
profiles (see for example Bertin 2000). Therefore, it is important to take into account
the kinematical measurements, because they can give stringent constraints on alterna-
tive dynamical scenarios, and determine the principal dynamical ingredients that can be
considered responsible for the observed properties of globular clusters. We will address
this issue, point out the need for more kinematic data, and discuss what specific data are
currently missing and should be acquired for decisive answers.

Thesis overview

Main results

The present Thesis is devoted to the study of the internal dynamics of globular clusters,
by means of models that take into account fundamental physical ingredients such as
internal rotation and anisotropy in velocity space. The main results of the Thesis are
summarized below.

Pressure anisotropy as signature of partial relaxation in Galactic globular clusters:
We performed a combined photometric and kinematic analysis of a sample of 13
Galactic globular clusters under different relaxation conditions, based on their core
relaxation time, by means of two well-known families of spherical stellar dynamical
models. Systems characterized by shorter relaxation time scales are expected to be
better described by isotropic King (1966) models, while less relaxed systems might

be interpreted by means of non-truncated, radially-biased anisotropic f (ν) models,
originally designed to represent stellar systems produced by a violent relaxation for-
mation process (Bertin & Trenti 2003). The comparison between dynamical models
and observations is performed by fitting simultaneously surface brightness and ve-
locity dispersion profiles. We found that King models usually offer a good represen-
tation of the observed photometric profiles, but often lead to less satisfactory fits to
the kinematic profiles, independently of the relaxation condition of the systems. For

some less relaxed clusters, f (ν) models indeed provide a good description of both
observed profiles. The analysis confirms that, to answer some important dynamical
questions that bear on the formation and evolution of globular clusters, it would be
highly desirable to acquire larger numbers of accurate kinematic data-points, well
distributed over the cluster field.

Analysis of different density profiles for the globular cluster NGC 6341: We pre-
sented new number density and surface brightness profiles for the globular cluster
NGC 6341 (M92). We performed detailed fits of spherical isotropic King (1966) and
spherical nonrotating Wilson (1975) models to the observed profiles, and we found
that the best-fit models underestimate the number density inside the core radius. Wil-
son models better represent the observations, in particular in the outermost cluster
regions: the good global agreement of these models with the observations suggests
that there is no need to introduce an extra-tidal halo to explain the radial distribution
of stars at large radial distances because the truncation is softer than that assumed
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by King models. Interestingly, we found that the best-fit models for the number den-
sity and the surface brightness profiles are different, even though they are based on
the same observations. Additional tests support the evidence that this fact reflects
the difference in the radial distribution of the stellar tracers that determine the ob-
served profiles (main-sequence stars for the number density, bright evolved stars for
the surface brightness).

Internal rotation: We carried out a dynamical analysis of the photometry and three-
dimensional kinematics of 47 Tuc (NGC 104), M15 (NGC 7078), and ω Cen (NGC
5139), by means of a recently introduced family of self-consistent axisymmetric ro-
tating models Varri & Bertin (2012). The three clusters show evidence of differential
rotation and deviations from sphericity. The well-relaxed cluster 47 Tuc is interpreted
very well by the rotating model, which is found to explain the observed morphology.
For M15, we provide a global model in good agreement with the data, including
the central behavior of the rotation profile and the shape of the ellipticity profile.
For the partially relaxed cluster ω Cen, the selected model reproduces the complex
three-dimensional kinematics, in particular the observed anisotropy profile; the dis-
crepancy found for the steep central gradient in the observed line-of-sight velocity
dispersion profile and for the ellipticity profile is ascribed to the condition of only
partial relaxation of this cluster and the interplay between rotation and radial anisot-
ropy.

Observational proposals: From the results of the investigations summarized above,
it is particularly evident that kinematical data are crucial to provide an adequate de-
scription of globular clusters. We therefore submitted two observational proposals
to the European Southern Observatory (ESO), to measure radial velocities of single
stars in four Galactic globular clusters. With the first, we proposed to use the spectro-
graph VIMOSmounted at the Very Large Telescope (VLT) to carry out a pilot project,
by measuring velocities for about 600 stars in the globular cluster NGC 6254 (M10).
This program provided us with data, that are currently under analysis. With the sec-
ond project, we proposed to use the multi-object spectrograph FLAMES/GIRAFFE
mounted at the VLT to obtain high resolution spectra for more than 300 stars in each
of three flattened Galactic globular clusters, NGC 5897, NGC 6273, and NGC 6541.
The data from this program will become available soon, in the next months.

Analysis of the output of numerical simulations: We considered the results of two
numerical simulations, and we treated them as we would treat real observational
data: we calculated from the simulated samples of stars the profiles that are obtained
from standard photometric and kinematic observations, and we analyzed them by
means of both isotropic and anisotropic dynamical models, with the aim of obtain-
ing an estimate of the total mass and of the half-mass radius of the systems. The first
simulation describes a cluster of equal-mass stars in a tidal field, the second describes
an isolated cluster made of stars of different masses. In the first case, we analyzed
the effect of considering only a subset of the total number of stars to study its dy-
namics; we found that, as expected, the estimated value of the mass of the cluster is
smaller than the one obtained when all the stars are considered, whereas the value of
the half-mass radius is more stable. In the second case, we analyzed the number, the
mass, and the luminosity profiles, and we found that the best- fit model obtained for
the mass density is the one that best reproduces the velocity dispersion profile. We
then explored the effects introduced by the observational limitations on the density
profiles, by excluding from our analysis the faint stars that would not be observable
with the available instruments and telescopes. We obtained a description of the sim-
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ulated clusters that reflects the one found in the case of the globular cluster NGC
6341. We also compared the results obtained when the velocity dispersion profile is
calculated with all the stars in the clusters with those obtained when only the red
giant branch stars are considered, as generally done in real data-sets: in the second
case, we obtained smaller values of the mass of the systems, and larger errors on the
parameters.

Line profiles: We made a test on the possibility to use the global line-of-sight veloc-
ity distribution to study the dynamics of globular clusters. We considered spherical
isotropic King (1966) models, spherical nonrotating Wilson (1975) models, and ax-
isymmetric differentially rotating models (Varri & Bertin 2012). Within each of these
three families of models, we identified the best-fit models to three Galactic clusters
(47 Tuc, M15, and ω Cen), and we generated from each of their distribution functions
a set of discrete particle realizations. We then calculated for each of the generated
samples the line-of-sight velocity distribution, and we convolved it with a Gaussian
function, to simulate the measurements error. By comparing the line profiles pre-
dicted for the different models for each globular cluster, we found that only very
accurate observations could discriminate between the different predicted profiles.

Organizational note

The present Thesis consists of a total of ten Chapters. The introductory Chapters 1, 2,
and 3 outline the basic properties of Galactic globular clusters and the models and ob-
servations that can be used to study their dynamics. The remaining Chapters are divided
into two Parts. Part I comprises Chapters 4 to 6. It presents dynamical studies carried
out on Galactic clusters by means of dynamical models that take into account different
dynamical factors. Part II, from Chapter 7 to Chapter 10, is dedicated to recent efforts
we made in order to provide a more realistic description of the dynamics of globular
clusters: we proposed to carry out observations to increase the number of clusters for
which kinematic measurements are available, we studied the effects of observational
limits by analyzing dedicated simulations, and we explored the possibility of using a
new diagnostic tool to study the dynamics of globular clusters. Part I is basically made
of refereed publications already appeared in scientific journals; co-authors of the rele-
vant articles are mentioned below. Some variations have been made in the presentation
of previously published results, to maintain consistency of style and content structure
through the manuscript.

Chapter 1: Basic properties of globular clusters: We introduce some basic struc-
tural and dynamical properties of the Galactic globular clusters.

Chapter 2: Dynamical models: We describe the modeling techniques that can be
used to describe the dynamics of a stellar system.

Chapter 3: Observations andmodel testing: We give an overview of the available
observational data and of the methods that can be used to interpret them in terms
of dynamical models.

Chapter 4: Globular clusters in different relaxation conditions: We present the
results of an observational investigation of pressure anisotropy as signature of par-
tial relaxation for a sample of Galactic globular clusters. Themain part of this work
has been carried out in collaboration with G. Bertin and A. L. Varri and has been
published as an article in Astronomy & Astrophysics (Zocchi et al. 2012).
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Chapter 5: A signature of mass segregation in the globular cluster NGC 6341
(M92): We describe the density profiles obtained from observations of the globular
cluster NGC 6341 by means of spherical isotropic models. This work has been
carried out in collaboration with A. Di Cecco, A. L. Varri, M. Monelli, G. Bertin, G.
Bono, P. B. Stetson, M. Nonino, R. Buonanno, I. Ferraro, G. Iannicola, A. Kunder,
and A. R. Walker, and has been published as an article in Astronomical Journal (Di
Cecco et al. 2013).

Chapter 6: Rotating globular clusters: We explore the role of internal rotation
in determining the observed morphology of three Galactic globular clusters. This
work has been carried out in collaboration with P. Bianchini, A. L. Varri, and G.
Bertin, and has been published as an article in Astrophysical Journal (Bianchini et al.
2013).

Chapter 7: Measuring accurate radial velocities with FLAMES: We describe the
observations we will obtain with FLAMES, and we make predictions on the ex-
pected velocity dispersion profiles, by means of spherical isotropic and anisotropic
models. This work is carried out in collaboration with N. Lützgendorf, M. Hilker,
G. Bono, G. Bertin, H. Baumgardt, P. Bianchini, A. Di Cecco, M. Fabrizio, A. Kun-
der, M. Nonino, N. Neumayer, P. B. Stetson, and A. L. Varri.

Chapter 8: A pilot project with VIMOS: We describe the observations obtained
with VIMOS, and we analyze the data by means of different families of dynamical
models. This work has been carried out in collaboration with N. Lützgendorf, M.
Hilker, G. Bono, G. Bertin, P. Bianchini, A. Di Cecco, M. Fabrizio, A. Kunder, M.
Nonino, N. Neumayer, P. B. Stetson, and A. L. Varri.

Chapter 9: A study of simulated observations: We analyze the output of numer-
ical simulations by mimicking the observations of real globular clusters. We ex-
plore the effects introduced by observational limitations on the description of the
systems.

Chapter 10: Global line profiles: We analyze the possibility to use the global line-
of-sight velocity distribution as a diagnostic tool to discriminate between different
dynamical models for globular clusters.

Appendix A: Definition of some dynamical models: We present some details of
the dynamical models used throughout the Thesis.

Appendix B: Radial velocity data-sets for Galactic globular clusters: We pro-
vide a list of all the line-of-sight velocities data-sets currently available for Galactic
globular clusters.





CHAPTER 1

Basic properties of globular clusters

Galactic globular clusters are gas-free, self-gravitating stellar systems, with masses in the
range between 104 and 106 M⊙. They are among the first recognizable stellar structures
that were born on sub-galactic scales and their typical age is comparable to the age of
the Universe.

There are almost 160 known globular clusters in theMilkyWay, which can be divided
into two sub-systems, associated with the disk and with the halo, respectively (Ashman
& Zepf 2008). These sub-systems are mainly determined according to the distance of
globular clusters from the Galactic center, but the classification is also based on a number
of other properties, such as the metallicity or the morphology of the horizontal branch
in the color-magnitude diagram. The majority of clusters are located at a distance dGC <
15 kpc from the Galactic center, and only about 15 of them are outside a sphere of radius
30 kpc. The mean distance of clusters from the Sun is d⊙ ∼ 15.4 kpc; this is an important
variable to take into account, because it determines the amount of systems for which
detailed observations are possible.

For the astronomical community, this class of stellar systems has been valuable in
many ways. As a frequently observed prominent component of many galaxies, globular
clusters are useful tools to shed lights on the formation and evolution of their host sys-
tems. As individual objects, they provide insights into the study of stellar evolution, and
they allow us to study exotic stellar populations. Moreover, the study of their internal
dynamics can provide an estimate of the relevant mass-to-light ratio, thus excluding or
requiring the presence of significant amounts of dark matter in these systems. This is
particularly important because at the typical mass range of globular clusters a puzzling
dichotomy is observed: on the one hand, the available observations suggest that globular
clusters do not contain dark matter and can generally be well described by Newtonian
gravity, on the other hand, the dynamics of the more spatially extended dwarf galaxies
appears to be dark matter dominated.

In this Chapter, the basic properties of these systems will be outlined, and some re-
cent discoveries will be illustrated.

1.1 Structural properties and observed morphology

Globular clusters have long been modeled as spherically symmetric systems, and their
dynamics is commonly described by means of the spherical and isotropic King (1966)
models (see Appendix A.1). In this framework, the structure of a globular cluster can
be characterized by considering the values of some typical radii. The core radius, Rc, is
defined as the projected radius1 at which the surface brightness is half its central value.

1In this Thesis, we indicate with R the projected (two-dimensional) radial distance from the center, and
with r the intrinsic (three-dimensional) radial distance.

1



2 1.1 Structural properties and observed morphology

Quantity Mean value

d⊙ 15.40 kpc

Rc 1.68 pc

Rh 3.42 pc

rtr 27.69 pc

ε 0.08

Table 1.1: Mean values for selected properties of Galactic globular clusters (Harris 2010). In the
latest version of the Harris catalog, the values of the truncation radii are not listed; we calculated
them from the available values of the core radius Rc and of the concentration parameter C (see
Appendix A.1), as: rtr = Rc 10C .

The half-light radius, Rh, is the radius of the disk that contains half of the total light
emitted from the cluster. In one-component models with constant mass-to-light ratio, the
half-mass radius RM and the half-light radius coincide2. Finally, the truncation radius,
rtr, gives an estimate of the radial extent of the cluster. Mean values of these parameters
for Galactic globular clusters are given in Table 1.1.

Deviations from spherical symmetry for Galactic globular clusters are observed. The
flattening can be quantified by the ellipticity parameter

ε = 1 − b

a
, (1.1)

where a and b are the projected semi-major and semi-minor axes, respectively.
White & Shawl (1987) (hereafter indicated as WS87) measured ellipticity profiles for

a sample of 100 Galactic clusters, and gave the mean of the values in each profile as a
measure of the global flattening of each cluster. The ellipticities reported in the Harris
(2010) catalog are those obtained from this work, with the only exception of the ellip-
ticity of ω Cen, for which the measurement of Geyer et al. (1983) was considered. For
a long time, this has been the only comprehensive collection of measurements of the el-
lipticity of Galactic globular clusters; recently, Chen & Chen (2010) (hereafter indicated
as CC10) used 2MASS (Two Micron All Sky Survey) infrared observations to provide an
alternative database of ellipticities, consisting of a sample of 116 clusters.

The two distributions of ellipticity values appear significantly different, as shown in
Fig. 1.1. The distribution of WS87 (represented by a red solid line in the figure) has a
peak near ε ≈ 0. The distribution of ellipticity values from CC10 (gray dashed line) has
a peak near ε ≈ 0.10, with the majority of the values falling in the range [0.05, 0.25]; the
maximum value of the entire sample, ε ≈ 0.45 is 1.5 times larger than the one in the other
distribution. Another difference in the two distributions is found in the orientation of
the measured major axes: in the former the axes are randomly oriented, whereas in the
latter, especially for the clusters in the region of the Galactic Bulge, they preferentially
point toward the Galactic Center (see Fig. 1.2).

The apparent discrepancies between the two studies should be interpreted by taking
into account several factors. WS87 obtained their values from an optical study, with the
use of a surface photometry technique consisting of consecutive blurring of the digitized
images of blue sensitive photographic plates, while CC10 values were determined with
a number count technique, based on 2MASS observations in infrared bands. Because of

2The intrinsic (three-dimensional) half-light and half-mass radii are indicated with rh and rM, respectively;
the values of the projected quantities are smaller than the correspondent intrinsic ones.
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Figure 1.1: Distribution of the ellipticities of 100 Galactic globular clusters from White & Shawl
(1987) and of 116 clusters from Chen & Chen (2010).

Figure 1.2: Spatial distribution of 57 Galactic globular clusters. Thick ellipses mark globular clus-
ters with dGC < 2.7 kpc and thin ellipses mark those beyond. For clusters flatter than the average
(ε > 0.13), a line is drawn through the corresponding ellipse depicting the axial ratio, with a
longer length meaning a flatter shape. There are 14 flattened bulge clusters, marked by lines in
thick ellipses. For half of these, highlighted in red, the angle between the direction of the major
axis and the one of the Galactic center is less than 20◦. Figure taken from Chen & Chen (2010).
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Figure 1.3: Distribution of the central velocity dispersions for Galactic globular clusters, as pub-
lished in the Harris (2010) catalog.

the different resolution limits of the two approaches, the measurements made by WS87
mainly refer to the inner regions of the clusters, whereas the ones by CC10 focus on
the outer parts. In both cases, the cluster flattening values do not refer to a standard
isophote: WS87 axial ratios are derived from the averaged values of the ellipticity of the
isodensity contours at various distances from the center, while CC10 axial ratios aremea-
sured at the location at which a given value of the density contrast with respect to the
background is reached. This limitation is crucial because there is observational evidence
that the ellipticity of a cluster depends on radius (see also Geyer et al. 1983). We con-
clude that the two databases carry complementary information about the morphology
of Galactic globular clusters.

In Sect. 3.1 we give further details on the photometric data usually used to describe
the structure and morphology of Galactic globular clusters.

1.2 Kinematical properties

From the kinematical point of view, Galactic globular clusters are generally considered
as pressure-supported stellar systems, characterized by isotropy in the velocity space,
as expected for systems close to a thermodynamically relaxed state (see Sect. 1.3). The
kinematics of these systems can be studied by means of line-of-sight (radial) velocities
and propermotions (the kinematic observable quantities will be described in more detail
in Sect. 3.2). Unfortunately, only for a very small sample of Galactic globular clusters
there are data-sets accurate and large enough to provide a good description of their
kinematics. A list of the published measurements of line-of-sight velocities for these
systems is presented in Appendix B. Chapters 7 and 8 describe the observations that we
proposed to the European Southern Observatory (ESO), and that constitute a first step
towards the acquisition of more kinematic data for Galactic clusters.
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Table 1.2: Rotation in Galactic globular clusters.

Globular Cluster σ0 Vrot ε Ref.

km s−1 km s−1

NGC 104(a,b) 9.6 ± 0.6 4.4 ± 0.4 0.09 (3)

NGC 288(a) 2.7 ± 0.8 0.5 ± 0.3 . . . (3)

NGC 1851 10.4 ± 0.5 1.6 ± 0.5 0.05 (1), (2)

NGC 1904 5.3 ± 0.4 0.6 ± 0.5 0.01 (1), (2)

NGC 2808 13.4 ± 1.2 3.3 ± 0.5 0.12 (1), (2)

NGC 3201(a) 4.5 ± 0.5 1.2 ± 0.3 0.12 (8)

NGC 4590 2.4 ± 0.9 1.2 ± 0.4 0.05 (3)

NGC 5024 4.4 ± 0.9 0.0 ± 0.5 0.01 (3)

NGC 5139(a,b) 19.0 ± 1.0 6.0 ± 1.0 0.17 (6), (7)

NGC 5904 7.5 ± 1.0 2.6 ± 0.5 0.14 (1)

NGC 6121(a) 3.9 ± 0.7 1.8 ± 0.2 0.00 (3)

NGC 6171 4.1 ± 0.3 2.9 ± 1.0 0.02 (1), (2)

NGC 6218(a) 4.7 ± 0.9 0.3 ± 0.2 0.04 (3)

NGC 6254(a) 6.6 ± 0.8 0.4 ± 0.5 0.00 (1), (2)

NGC 6388 18.9 ± 0.8 3.9 ± 1.0 0.01 (1), (2)

NGC 6397 4.5 ± 0.6 0.2 ± 0.5 0.07 (1), (9)

NGC 6441 18.0 ± 0.2 12.9 ± 2.0 0.02 (1), (2)

NGC 6656(a) 6.8 ± 0.6 1.5 ± 0.4 0.14 (3)

NGC 6715 16.4 ± 0.4 2.0 ± 0.5 0.06 (4), (5)

NGC 6752 5.7 ± 0.7 0.0 ± 0.0 0.04 (3)

NGC 6809(a) 2.7 ± 0.5 0.5 ± 0.2 0.02 (3)

NGC 6838 2.3 ± 0.2 1.3 ± 0.5 0.00 (1), (2)

NGC 7078(a,b) 13.5 ± 0.9 3.8 ± 0.5 0.05 (1), (2)

NGC 7099 5.0 ± 0.9 0.0 ± 0.0 0.01 (3)

Notes. Summary of the kinematical properties of selected Galactic globular clusters, as recently
presented by Bellazzini et al. (2012). From left to right: cluster identification, central velocity dis-
persion (with associated error), rotation amplitude (with associated error), and ellipticity (from
White & Shawl 1987). The references in the last column indicate the source of the velocity disper-
sions and of the rotation amplitudes. The Vrot values from Lane et al. (2010) have been multiplied
by a factor 2, to directly compare them with the scale adopted by Bellazzini et al. (2012).
(a) See also the values we list in Table 4.2 for the central velocity dispersion of these clusters.
(b) We list our estimates of rotation amplitude for these three clusters in Table 6.2.

References. (1) Bellazzini et al. (2012); (2) Harris (2010); (3) Lane et al. (2010); (4) Ibata et al. (2009);
(5) Bellazzini et al. (2008); (6) van de Ven et al. (2006); (7) Pancino et al. (2007); (8) Cote et al. (1995);
(9) Meylan &Mayor (1991)

With the available data, it is possible to measure velocity dispersion profiles only for
a few globular clusters (see for example Chapter 4); for the majority of Galactic clusters,
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instead, only the value of this quantity at the center of the system, indicated with σ0, is
commonly available. The distribution of the values of σ0 for Galactic clusters is shown
in Fig. 1.3. The mean value of this quantity is 6.30 km s−1; the large majority of these
values (∼ 80%) is smaller than 10 km s−1, and only for a very few clusters values as large
as 20 km s−1are found. The globular cluster ω Cen is the one with the largest measured
σ0.

Several studies have shown that velocity dispersion anisotropymay have a role in de-
termining the dynamics of these systems. Indeed, indications of the presence of radially-
biased pressure anisotropy have been found in some clusters: more details on this topic
will be given in Chapter 4.

Internal rotation has been measured in an increasing number of objects; in Table 1.2
we list the values of the rotational velocities that have been measured so far for Galactic
globular clusters. The detection of internal rotation in star clusters is a challenging task,
because the typical value of the ratio of mean velocity to velocity dispersion is only of
a few tenths, and σ0 is small (for example Vrot/σ0 ≈ 0.46, 0.32 for 47 Tuc and ω Cen,
respectively; see Bellazzini et al. 2012). Chapter 6 will address the issue of rotation of
globular clusters.

Ground-based work on nearby Galactic globular clusters has already demonstrated
the power of three-dimensional kinematics (van Leeuwen et al. 2000). The Hubble Space
Telescope (for ω Cen, see Anderson & van der Marel 2010; for 47 Tuc, see Anderson &
King 2003) and Gaia, with the planned acquisition of the proper motions of thousands of
stars in globular clusters, make this goal within reach, supplemented by the kinematical
information derived from radial velocity measurements. These measurements would
also allow us to obtain an anisotropy profile for the clusters, and to probe directly the
type of anisotropy that is present, as already done for example by Anderson & van der
Marel (2010) (see also Chapter 6).

1.3 Relaxation times and ages

In our Galaxy, globular clusters are among the oldest known objects. The age Tage of
these stellar systems can be determined based on the intrinsic luminosity of their main
sequence turnoff. Measures of this kind are subject to very large uncertainties, whereas
measures of relative ages of globular clusters can be determined more precisely (Stetson
et al. 1996). By considering a sample of 36 Galactic globular clusters, Richer et al. (1996)
found an age distribution with dispersion of about 1 Gyr and a total age spread of about
4 Gyr. Before the current modern estimates of the relevant cosmological parameters,
Vandenberg et al. (1996) have shown that the age of Galactic globular clusters is Tage ∼
15 Gyr, and that values Tage < 12 Gyr or Tage > 20 Gyr are very unlikely. We could
therefore consider, as also suggested by McLaughlin & van der Marel (2005), a common
age of Tage = 13 Gyr for globular clusters in the Milky Way.

In Fig. 1.4 we show the distribution of the core and half-mass relaxation times (for a
definition, see Sect. 2.1.1) for Galactic globular clusters, as reported in the Harris (2010)
catalog. The values of the core relaxation times are spread on 6 orders of magnitude;
the mean value of this quantity is Tc = 9.28 × 107 yr. The distribution of the half-mass
relaxation times has a very sharp peak, with all but a handful of clusters having values
included within two orders of magnitude; the mean value is TM = 9.51 × 108 yr.
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Figure 1.4: Distribution of the values of the core (gray, dashed line) and half-mass (red, solid line)
relaxation times for Galactic globular clusters, as published in the Harris (2010) catalog.

1.3.1 Relaxation classes

From the typical values just reported, it is apparent that for globular clusters the relax-
ation times are generally shorter than their age. This means that the relaxation process
has a key role in determining the internal dynamics of these systems. The differences
observed in the distribution of core and half-mass relaxation times suggest that Galac-
tic globular clusters are in different stages of their dynamical evolution: some globular
clusters appear to be well relaxed, while others seem to be only partially relaxed (and
therefore in a dynamical state that is close to that of elliptical galaxies).

It is possible to characterize the different relaxation conditions of globular clusters
by means of the central (core) relaxation times Tc as listed in the Harris (2010) catalog.
The core relaxation time appears to be more adequate for this purpose than the half-
mass relaxation time, because in general Tc is less model-dependent (this issue will be
addressed in more depth in Sect. 4.2).

Looking at Fig. 1.4, we see that the distinction between relaxed and partially relaxed
globular clusters is not sharp. Therefore, we introduce a simple criterion to classify glob-
ular clusters according to their relaxation state. We consider three relaxation classes:

• relaxed globular clusters, for which log Tc < 8 (first class);

• globular clusters in an intermediate relaxation condition, for which 8 < logTc < 9
(second class);

• partially relaxed globular clusters, for which logTc > 9 (third class);

we recall that here Tc is expressed in years. When considering the values listed in the
Harris (2010) catalog, we find that 61 clusters belong to the first class, 61 to the second,
and only 21 to the third. Throughout the Thesis, we will refer to this classification when
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discussing the dynamical state of specific clusters. We checked that, by classifying the
clusters with respect to the half-mass relaxation time, some changes in the composition
of the three classes identified above would occur, but with minor effects in relation to
the general description.

1.4 Hot topics

In this section we summarize some recent surprising discoveries that have received
new interest in the field of globular clusters. We present the recent findings about
intermediate-mass black holes in Sect. 1.4.1, about multiple stellar populations in Sect.
1.4.2, and about blue straggler stars in Sect. 1.4.3.

Some issues related to the possible discovery of intermediate-mass black holes in
several Galactic globular clusters, in particular with regards to the central slope of ob-
servational profiles of clusters, will be discussed in Sect. 4.3.3. In this Thesis, we will not
deal with the other two topics in great detail, but we will take them into account when
analyzing the data we requested with the proposals described in Chapters 7 and 8. In
particular, we will look for the presence of kinematic evidence of multiple populations,
and we will determine the binary fraction of the clusters, which could explain the origin
of their blue straggler stars (Dalessandro et al. 2011).

1.4.1 Intermediate-mass black holes

Black holes withmasses larger than 106M⊙ are found in the centers of almost all galaxies
(Davis et al. 2013; van den Bosch et al. 2012), including the Milky Way (Schödel et al.
2002). The discovery of central super-massive black holes at high redshift (Fan 2006)
indicates that these objects already existed at a very early stage of structure formation.
If we imagine that these objects grew from ordinary stellar black holes, with a mass
of up to a few tens of solar masses, the required growth time would be too high and
hard to justify. It has thus been suggested (Ebisuzaki et al. 2001) that intermediate-mass
black holes, with masses between 102 and 105M⊙, could be the seeds for super-massive
black holes. Two popular theories for the formation of intermediate-mass black holes
exist: they could be the end product of Population III stars (Madau & Rees 2001), or
they could be the result of runaway stellar collisions in dense young globular clusters
(Portegies Zwart et al. 2004, but see also Glebbeek et al. 2009). The extrapolation of the
empirical relation between super-massive black holes masses and the velocity dispersion
of their host spheroid (Ferrarese & Merritt 2000) to the mass range of intermediate-mass
black holes also encourages to look for them in globular clusters. For these reasons great
efforts have been made in order to find signatures of the presence of these objects in
several Galactic globular clusters.

Direct detection of an intermediate-mass black hole in globular clusters is problem-
atic. Strader et al. (2012) searched for the signal of accreting intermediate-mass black
holes in three Galactic clusters, by means of radio observations; no sources were ob-
served in the clusters considered, suggesting either that intermediate-mass black holes
are rare in clusters, or that they accrete in a very inefficient manner. In direct connection
with topics addressed in this Thesis, an intermediate-mass black hole may leave a signa-
ture in its immediate surrounding, in particular a density cusp (Bahcall & Wolf 1976)
is expected. Intermediate-mass black hole detections in globular clusters are mostly
claimed on the basis of the discovery of a shallow cusp in the surface brightness profile
and a rise in the velocity dispersion profile towards the center (for example, see Ander-
son & van der Marel 2010, Lützgendorf et al. 2013a). However, similar features can also
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be produced by different processes. For example, mass segregation, core collapse, or the
presence of binary stars in the center can also generate a shallow cusp in the brightness
profile, as shown by means of dedicated N-body simulations (Vesperini & Trenti 2010).
Some kinematical properties can be explained by the presence of pressure anisotropy,
without a central intermediate-mass black hole (van der Marel & Anderson 2010; Zoc-
chi et al. 2012, see also Sect. 4.3.3). Therefore, conclusive evidence for the existence of
intermediate-mass black holes in globular clusters is still unavailable (Volonteri 2010).

An illustrative example of this issue is given by the controversial case of ω Cen. Noy-
ola et al. (2008) measured its central surface brightness profile with the Advanced Cam-
era for Surveys on board of the Hubble Space Telescope, and its central velocity disper-
sion with the Integral Field Units of the spectrograph GMOS mounted on the Gemini
telescope. They found a cusp in the surface brightness and a rise in the velocity dis-
persion towards the center. Their analysis, carried out by means of an isotropic and
spherical dynamical model, suggests the presence of an intermediate-mass black hole
of mass M• = 4.0+0.75

−1.0 × 104M⊙. van der Marel & Anderson (2010) considered star
counts and proper-motion measurements obtained by the Hubble Space Telescope near
the cluster center. They analyzed the profiles by means of two sets of anisotropic mod-
els, with either a flat core or a shallow cusp; the anisotropy is constrained by the ob-
served profile that they obtained from proper-motion data (the cluster is isotropic in
the center, radially anisotropic in the intermediate part, and tangentially anisotropic in
the outermost region; see also Chapter 6). The flat core models provide a good fit to
both kinematic and photometric observations, without requiring the presence of dark
mass. The best-fit cusp model instead requires the presence of an intermediate-mass
black hole of M• = (8.7 ± 2.9) × 103M⊙ (or of a dark cluster with radius . 0.16 pc), a
value that is not compatible with the estimate from Noyola et al. (2008). Noyola et al.
(2010) claimed that these different results could be due to a misidentification of the clus-
ter center. They calculated the position of the center by using kinematical data obtained
by the spectrograph FLAMES mounted on the Very Large Telescope, and performed a
new dynamical analysis by means of isotropic models. Their analysis implies the pres-
ence of an intermediate-mass black hole of mass 3.0 × 104M⊙ < M• < 5.2 × 104M⊙,
depending on the considered position of the center.

A similar controversy has originated around the massive globular cluster NGC 6388.
Lützgendorf et al. (2011) studied the velocity dispersion profile they measured with
FLAMES Integral Field Units, together with a surface brightness profile measured from
the Hubble Space Telescope data. They argue that the observed steep rise towards the
center in the velocity dispersion profile, reaching almost 25 km s−1, may correspond to
the presence of an intermediate-mass black hole of mass M• = (1.7 ± 0.9) × 104M⊙.
However, Lanzoni et al. (2013) analyzed the velocity dispersion profile calculated from
radial velocities of single stars measured by FLAMES. Their velocity dispersion profile
is flat in the center, with a value of ∼ 13 km s−1; the dynamical analysis carried out on
this profile rules out the presence of an intermediate-mass black hole more massive than
2 × 103M⊙.

Lützgendorf et al. (2013b) collected all the existing studies providing masses (or up-
per limits) of intermediate-mass black holes in globular clusters, and checked the pres-
ence of trends with several cluster parameters. By using the 14 globular clusters in their
sample, they found a correlation between the mass of the intermediate-mass black holes
and the velocity dispersion of the cluster; the slope of this correlation, however, is differ-
ent from the one observed for super-massive black holes. In turn, correlations between
the mass of the black hole and the total mass and the total luminosity of the cluster are
associated with slopes more similar to the ones observed for super-massive black holes.
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Figure 1.5: The Na-O anticorrelation observed in 19 globular clusters. Sodium and Oxygen abun-
dances for the represented stars were measured from GIRAFFE and UVES spectra. Star-to-star
error bars are indicated in each panel. Upper limits in Oxygen abundances are shown as arrows,
detections are indicated as open circles. Figure taken from Carretta et al. (2009).

1.4.2 Multiple stellar populations

For a long time globular clusters have been considered as an assembly of stars all char-
acterized by the same age and initial chemical composition (Helium content and metal-
licity), andwith masses distributed according to an initial mass function. A similar set of
stars would be treated as a prototype of a simple stellar population, thus characterized
by a single isochrone in the color-magnitude diagram. Several photometric and spectro-
scopic observations have now shown that there is evidence of the presence of multiple
stellar populations in all the clusters that have been examined in greater detail so far.
The best pieces of evidence of the presence of multiple stellar populations in globular
clusters are the finding that different stars in the same cluster may be characterized by
different chemical composition and the splitting of the evolutionary sequences in the
color-magnitude diagram (Gratton et al. 2012a; Piotto et al. 2007; Piotto 2009).

Therefore, the suggested picture is that clusters have been the site of multiple gener-
ations of stars. It is argued that second-generation stars formed in the central region of
the system from material polluted by the ejecta of some first-generation stars. Most of
the stars that are presently found in globular clusters belong to the second-generation;
first-generation stars, with a composition similar to that of field stars, are still present in
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the clusters, making up to one third of the current total population (D’Ercole et al. 2008;
Vesperini et al. 2010). Second-generation stars appear to be more centrally concentrated
with respect to the first-generation stars (Bellini et al. 2009; Lardo et al. 2011;Milone et al.
2012).

Chemical inhomogeneities in globular clusters were already detected about forty
years ago. The first detection of unusual chemical abundances was found in red gi-
ant branch stars in the globular clusters NGC 5904 (M5) and NGC 6254 (M10) by Osborn
(1971); Hesser & Bell (1980) found anomalies in the abundances of main sequence stars in
the cluster 47 Tuc. A related recent discovery is the detection, by means of spectroscopic
observations (Carretta et al. 2009), of a Na-O anticorrelation in 19 Galactic globular clus-
ters (see Fig. 1.5).

The first photometric evidence of the presence of multiple stellar populations in a
globular cluster was the discovery of a splitting of the main sequence of ω Cen into two
branches (blue and red), down to a fewmagnitudes below the turnoff (Bedin et al. 2004).
Sollima et al. (2007) showed that the multiple main sequence is present in the entire spa-
tial extent of the cluster, but that the stars belonging to the blue main sequence are more
concentrated towards the center, with respect to the other main sequence stars. A spec-
troscopic follow-up analysis showed that stars in the blue main sequence have metal
abundances twice as large as the ones of stars in the dominant redmain sequence (Piotto
et al. 2005). Moreover, the sub-giant branch of ω Cen is spread into four distinct compo-
nents, characterized by differentmetallicities and ages (Villanova et al. 2007). The results
obtained from the observations of ω Cen stimulated a number of similar studies devoted
to investigate the phenomenon in other globular clusters. Piotto et al. (2007) showed
that the main sequence of NGC 2808 splits into three separate branches, with different
Helium abundances; this feature was also connected to the peculiar morphology of the
horizontal branch (D’Antona & Caloi 2004; D’Antona et al. 2005). A split is also observed
in the sub-giant branch of NGC 1851 (Milone et al. 2008; Gratton et al. 2012b), and is con-
nected to the presence of two different stellar populations. Recently, Milone et al. (2012)
have shown that ultraviolet observations are particularly adequate to reveal the presence
of a splitting of the evolutionary sequences in the color-magnitude diagrams of globular
clusters; as a consequence, a significant effort to obtain observations in this band has
been made (see for example Piotto et al. 2013).

1.4.3 Blue straggler stars

Blue straggler stars are main sequence stars that are brighter and bluer than the turnoff:
they are therefore younger and more massive than the other stars in the cluster. They
were first discovered by Sandage (1953) in the globular cluster NGC 5272 (M3), and re-
cently have been the target of numerous studies in Galactic globular clusters. Observing
these objects in optical bands is challenging, because they are very faint with respect to
asymptotic giant branch and red giant branch stars. In ultraviolet bands, instead, blue
stragglers and horizontal branch stars are the brightest objects, and are easily identified
in the color-magnitude diagram. An example is the study carried out by Ferraro et al.
(1999) for the cluster NGC 6093 (M80): they observed 305 blue stragglers, the largest
sample ever observed in a Galactic globular cluster.

Two possible mechanisms have been suggested to be responsible for the formation
of these exotic stars in globular clusters. One possibility is that they are formed in col-
lisions or mergers between two single main sequence stars (Sandquist et al. 1997; Sills
et al. 1997). The other scenario suggests that blue stragglers are produced via mass trans-
fer within primordial binaries (Sollima et al. 2008; Knigge et al. 2009). Blue stragglers
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formed from stellar collisions are expected to be located near the center of the cluster,
whereas the distribution of blue stragglers outside the cluster core seems to be due to
objects generated by mass transfer in primordial binary systems (Davies et al. 2004).

The radial distribution of blue stragglers in different clusters shows significant varia-
tions (e.g., see Ferraro et al. 1993 for M3 and Ferraro et al. 2006 for ω Cen), but it appears
to be very similar within distinct groups of Galactic clusters. Ferraro et al. (2012) have
recently suggested to use the radial distribution of the blue straggler stars in globular
clusters as a “dynamical clock”, that is, a tracer of their dynamical age. The observed
distribution, in fact, contains important signatures of the dynamical evolution of these
systems, being mainly modeled by the long-term effects of the dynamical friction that
acts on the population of binaries in the cluster since the early stages of its evolution.

1.5 Extragalactic globular clusters

Globular clusters are also found in external galaxies (Ashman & Zepf 2008); their prop-
erties can give useful insights into the study of the formation mechanisms of these stellar
systems, especially with regards to the different environment in which they are located.

The first observational efforts in this topic were aimed at studying globular clusters
in the nearby Magellanic Clouds. An example is the measure of surface brightness pro-
files, based on star counts and aperture photometry, for 10 young star clusters in the
Large Magellanic Cloud, carried out by Elson et al. (1987). Lately, by using the Hubble
Space Telescope, it has been possible to determine high resolution photometric profiles
for large samples of globular clusters in several galaxies. Barmby et al. (2007) explored
the morphologies of clusters in the Andromeda galaxy (M31), and proposed a first inter-
pretation of the observed profiles in terms of simple dynamical models; a similar work
was also done by Harris et al. (2002) and Harris et al. (2006) for clusters in the ellipti-
cal galaxy NGC 5128, by Mackey & Gilmore (2003a,b,c) for clusters in the Magellanic
Clouds and in the Sagittarius dwarf spheroidal galaxy, and by Madrid et al. (2009) for
clusters in the Virgo elliptical galaxy M87.

Bellazzini (1998) considered a sample of non-post-core-collapse clusters, and found
that their configuration in the fundamental plane defined by the parameters3 (logRc,
log σ0, µ0), is similar to a straight line. This finding was later confirmed by Pasquato
& Bertin (2010), who considered the half-light quantities (logRh and µh, i.e. the half-
light radius and average surface brightness within it) corresponding to the central ones
used by Bellazzini (1998). By studying a sample of 129 clusters in the Milky Way, in
the Magellanic Clouds and in the Fornax dwarf, they found the following linear relation
between µh (measured in mag arcsec−2) and logRh (expressed in pc):

µh = (5.25 ± 0.44) logRh + (15.58 ± 0.28) . (1.2)

Both young and old clusters follow this scaling law, which has a scatter of approximately
1 mag in µh. Young clusters display more of a scatter and a clear trend in this with
age, whereas this is not seen for old clusters; this trend becomes tighter if cluster age is
measured in units of the cluster half-light relaxation time. It is therefore apparent that
two-body relaxation plays a major role, together with stellar population evolution, in
shaping the relation between µh, logRh, and cluster age. These findings lead to conclude
that this fundamental line scaling law does not have a primordial origin, but is instead
the result of a combination of stellar evolution and collisional dynamical evolution.

3We recall that Rc is the core radius and σ0 the central velocity dispersion (see Sect. 1.1 and 1.2 for their
definition). We indicate with µ0 the central surface brightness.
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Figure 1.6: Cluster elongations and orientations shown with respect to M31. The sizes of the
vectors are correlated with the ellipticities. The ellipse has a radius of 10 kpc and is flattened to
b/a = 0.6. Figure taken fromWang & Ma (2013).

When analyzing 291 globular clusters in M31, the MilkyWay, Magellanic Clouds, the
Fornax dwarf spheroidal, and NGC 5128, Barmby et al. (2007) found that they define
a very tight fundamental plane with identical slopes in the parameter space. They ar-
gue that their findings reinforces the view that old globular clusters have near-universal
structural properties, regardless of the host environment. Very recently, this was also
confirmed by Wang & Ma (2013), who presented surface brightness profiles for 79 glob-
ular clusters in M31, and derived structural and dynamical parameters for them. They
also analyzed the distribution of the clusters in the galaxy, with particular attention to
the ellipticity and the orientation in the galaxy, as shown in Fig. 1.6. They concluded that
the elongation of the clusters in M31 is not entirely related to tidal effects induced by the
galactic potential, but could be due to other dynamical factors, such as internal rotation
and pressure anisotropy.

Harris et al. (2013) have compiled a catalog of 422 galaxies with published measure-
ments of their globular cluster populations. Among various correlations of the total
number of globular clusters, NGC, with other global galaxy properties, they found that
the number of clusters correlates with the dynamical mass of the host galactic bulge.
They also present a plot showing the specific frequency4 SN of the clusters versus the
host galaxy luminosity: it is reproduced in Fig. 1.7. This graph exhibits the known U-
shape: highest specific frequency occurs for either very faint or very bright systems,
while in the middle range of galaxy luminosity the specific frequency has a minimum.
Rhode (2012) considered 20 giant galaxies, and presented an analysis of the correlation
between their total number of globular clusters NGC and several other properties, such
as total stellar mass and luminosity, bulge mass and luminosity, and mass of the central

4The specific frequency is defined asSN ≡ NGC×100.4(MV+15), whereMV is the total absolutemagnitude
of the galaxy in V band. The specific frequency therefore connects the galaxy size and the globular cluster
population (Harris & van den Bergh 1981).
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Figure 1.7: Specific frequency of globular clusters versus the absolute visual magnitude of the
host galaxy. Elliptical and dwarf elliptical galaxies are plotted as open circles, lenticular galaxies
as solid red circles, and spirals or irregulars as blue crosses. The horizontal line at bottom shows
specific frequency = 1. Figure taken from Harris et al. (2013).

super-massive black hole. The strongest correlation appears to be that betweenNGC and
the total stellar mass of the galaxy; the correlation with the largest scatter is that between
NGC and the mass of the central black hole: the author argued that this behavior reflects
the connection between these quantities and the galaxy potential.



CHAPTER 2

Dynamical models

This Chapter is dedicated to the description of the modeling techniques that can be used
to provide a description of the dynamics of a stellar system. In Sect. 2.1 we present the
different approaches that could be adopted. In Sect. 2.2 we outline the characteristics of
the method that uses models defined by a distribution function, and in Sect. 2.3 some
properties of other available models. Section 2.4 will give an overview of what is com-
monly done to study the dynamics of Galactic globular clusters.

2.1 Dynamical description of self-gravitating stellar systems

There are two possible approaches to study the dynamics of a stellar system. The first
is the “predictive” approach: specific physical hypotheses are formulated, in order to
construct a theoretical model that will subsequently be compared with observations (see
Sects. 2.1.2 and 2.1.3). The second, “descriptive”, approach consists in extracting all
the possible information from the data, before making physical assumptions, with the
idea that a physical discussion will be made eventually after the structure of the system
is determined from the data (see Sects. 2.1.4 and 2.3). In the following we summarize
the key features of these approaches, especially in relation to applications to globular
clusters. For a more detailed discussion on this topic, we refer the reader to Bertin (2000).

2.1.1 Fundamental time scales

To study the internal dynamics of stellar systems it is useful to introduce a time scale that
measures the dynamical effects associated with the two-body encounters (see Chapter 7
of Bertin 2000). These encounters can be treated as events of Rutherford scattering, in
which a star representing a “test mass” mt is deflected by another “field star” of the
cluster, of massm. The relaxation time can be defined as the time scale beyond which the
cumulative effects of subsequent encounters, as measured by the increase of the square
of the transverse velocity component v⊥ with respect to the original direction of motion,
becomes comparable to the initial specific energy of a star

v2
start = T

∫
(∆v⊥)22πvstartν b db (2.1)

where b is the impact parameter and ν is the number density of the system. The incre-
ment of the transverse velocity can be expressed as

∆v⊥ = 2vstart
m

m+mt
sin

θ

2
cos

θ

2
, (2.2)
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Time scale Typical value

τd ∼ 106 yr

Tc ∼ 108 yr

TM ∼ 109 yr

Tage ∼ 1010 yr

Table 2.1: Typical values for the relevant dynamical time scales of Galactic globular clusters.

where θ denotes the deflection angle, with sin(θ/2) =
√

1/[1 + (b/b0)2], and b0 = G(m+
mt)/v2

start. By substituting Eq. (2.2) in Eq. (2.1) and by integrating over [0, bmax] (with
bmax maximum value allowed for the impact parameter), we obtain

T ≈ v3
start

8πG2ν m2 ln Λ
(2.3)

where ln Λ is often called Coulomb logarithm, with Λ = bmax/b0.
If we assume that the stars in the cluster have all the same mass m, and that the

velocity distribution is approximately a Maxwellian distribution, we can consider the
velocity dispersion σ as a good approximation for the initial velocity vstart (see Spitzer
1987). It is important to notice that the number density and the velocity dispersion are
defined as a function of the distance from the center of the system (when considering it
as spherically symmetric), therefore the relaxation time can also be expressed as a radial
profile. For this reason, it is appropriate to distinguish between core Tc ∝ σ(rc)

3/ν(rc)
and half-mass relaxation time TM ∝ σ(rh)3/ν(rh).

The half-mass relaxation time, from the virial theorem, can be expressed as

TM ≈ N1/2r
3/2
M

G1/2m2 ln Λ
, (2.4)

where N is the number of stars in the system, and the Coulomb logarithm can be ex-
pressed as ln Λ = ln(0.4N), if we take bmax = rM.

The relaxation times of the Galactic globular clusters shown in Fig. 1.4 have been cal-
culated by means of these equations, by using the values of the structural and dynamical
parameters given by King (1966) models, because in general the desired measurements
of σ(r) and ν(r) are not available directly.

It is important to compare the relaxation time scale with a typical dynamical time
scale of the system. By defining the dynamical time as τd = 2rM/σ, the following relation
can be obtained

TM

τd
∝ N

ln(0.4N)
. (2.5)

Typical values of the relevant time scales for Galactic globular clusters are listed in Ta-
ble 2.1.

2.1.2 Kinetic description

To describe a stellar system containing a large number of stars it can be useful to con-
sider the continuous limit, and to refer to the single-star distribution function f(x,v, t),
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defined in the phase space. The evolution of this function in phase space is described by
the Boltzmann equation:

∂f

∂t
+ v · ∂f

∂x
+ a · ∂f

∂v
=

(
∂f

∂t

)

coll

, (2.6)

where the right-hand term takes into account the collisions between stars in the system
(usually expressed bymeans of the Fokker-Planck term), and a = −∂Φ/∂x, with Φ mean
potential of the system.

If a description of the long-term evolution of a stellar system is not needed, it is ap-
propriate to refer to the homogeneous equation associated with Eq. (2.6), that is, the
“collisionless” Boltzmann equation. Since the relaxation time of globular clusters is
long with respect to their dynamical time, the clusters can be considered non-collisional,
and described in these terms. Moreover, for globular clusters, the dynamical time is
much shorter than their age, so it is reasonable to imagine that in their lifetime they
evolved into a quasi-equilibrium state: it is therefore possible to neglect the explicit time-
dependence in the distribution function, which becomes then f(x,v).

In Eq. (2.6), the potential Φ is determined by the total mass distribution by means
of the Poisson equation: the fact that the distribution function depends on the potential
makes the problem non-linear. For fully self-consistent problems, the potential is com-
pletely determined by the density associated with f (in this case the stars), so that the
Poisson equation becomes:

∇2Φ = 4πG

∫
fd3v , (2.7)

where the mass density is expressed as:

ρ =

∫
fd3v . (2.8)

A number of macroscopic quantities can be defined from the distribution function,
in particular the mean velocity vector, the pressure tensor, and the velocity dispersion
tensor:

〈v〉i =

∫
fvid

3v (2.9)

Pij =

∫
(v − 〈v〉)i(v − 〈v〉)jfd3v (2.10)

σ2
ij =

Pij
ρ

=
1

ρ

∫
(v − 〈v〉)i(v − 〈v〉)jfd3v . (2.11)

An equilibrium solution of the collisionless Boltzmann equation must be an integral
of the motion. In fact the Jeans theorem states that an equilibrium solution of the colli-
sionless Boltzmann equation depends on the phase space coordinates only through the
isolating integrals of the motion (e.g., see Chapter 9 of Bertin 2000).

2.1.3 Fluid and virial description

We can resort to descriptions that are less detailed than the kinetic description.
A first possibility is that of the fluid equations. By taking velocity moments of the

Boltzmann equation it is possible to obtain a hierarchy of fluid equations. Every new
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moment that is considered introduces a new variable. Formally, in order to keep all the
information contained in the collisionless Boltzmann equation, it would be necessary to
consider an infinite number of moment equations. In general, there is no way to break
the system into a finite and complete set of fluid equations. For collisionless systems,
no equations of state are available to reduce the problem to a closed finite set of fluid
equations. In general, fluid equations are then used as a diagnostic tool to interpret
stellar dynamics data, more than as a tool to construct models that are related to a specific
distribution function.

At a different level, the virial description consists in taking moments of the fluid
equations with respect to the spatial coordinates, and in integrating on the volume oc-
cupied by the system. This procedure provides a kind of backbone of a macroscopic
description: the details not only on stellar orbits but also on density and velocity pro-
files are lost. The reference equation for this approach is the second-order virial set of
equations for a self-gravitating system:

1

2

d2Iij
dt2

= 2

(
Kij +

Πij

2

)
+Wij , (2.12)

where Iij is the generalized moment of inertia tensor,Kij and Πij/2 are the ordered and
random components of the kinetic energy tensor, respectively, and Wij is the gravita-
tional energy tensor, which has been shown by S. Chandrasekhar to be very useful for
the study of self-gravitating homogeneous ellipsoids. For inhomogeneous stellar sys-
tems, these give global constraints that may be useful in relation to simple arguments.
Often, the condition of virial equilibrium is used to test the quality of results obtained
from numerical integrations.

2.1.4 N-body simulations

The most detailed analysis that is possible to obtain for stellar systems is the one done
by means of numerical N-body simulations; with this method, in fact, the objects are
studied as discrete systems.

This tool of investigation has been largely developed for the study of stellar systems
like globular clusters, because there is concrete hope to consider a number of particles
N comparable with the number of stars of the system that we wish to study (see Heg-
gie & Hut 2003). This approach is particularly suited to the study of their dynamical
evolution, with respect to specific problems like merging, mass segregation or external
time-dependent problems, that are particularly difficult to treat with analytical methods.

In N-body simulations the stars are modeled as point-like masses, even if in general
the number of particles N in the simulations is (much) smaller than the number of stars
in the real systems. If the finite size of the stars plays a role, some interesting phenom-
ena in stellar encounters can occur. These phenomena are difficult to study analytically,
but can be introduced in the simulations, once the underlying mechanisms have been
clarified. Since in many cases the number of particles in the code is smaller than the real
number of stars in the system, every particle in the code is actually a super-particle that
represents the mass of more than one star, unrealistically grouped exactly in the same
place in the phase space. This produces unrealistic granularity and potential fluctua-
tions.
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2.2 Dynamical models defined by distribution functions

The (“predictive”) approach largely used in the present Thesis to describe the dynamics
of globular clusters is based on models defined by a distribution function. In this Section
we outline the assumptions from which the distribution functions are defined and the
properties of the models.

2.2.1 Assumptions, truncation, and physical ingredients

In the case of globular clusters, physically justified assumptions are based on the prop-
erties of the systems that have been described in Chapter 1, and can be summarized as
follows. The system is:

• described as continuous, by using a mean field description that neglects the real
granularity of the stellar system;

• assumed to be in a quasi-stationary state, that is, the distribution function and the
self-consistent potential are taken to be time independent.

• considered to be composed by a single component: we consider it as formed by a
homogeneous population of stars with a constant mass-to-light ratio;

• characterized by the presence of a spatial truncation, as a result of the tidal effects
of the host galaxy.

In a first approximation globular clusters may be considered as spherically symmet-
ric systems (as shown in Sect. 1.1, they are indeed only moderately flattened). In this case
the construction of the models is greatly simplified, because the gravitational potential
depends only on r, the distance from the center of the system, and the distribution func-
tion depends only on the variables r, vr, and vt (the latter being the radial and tangential
components of the velocity). Moreover, many globular clusters can be considered to be
close to a thermodynamically relaxed state (see Sects. 2.1.1 and 1.3). Therefore the distri-
bution function should depend only on the single-star energy E and the pressure tensor
should be isotropic.

Spherical isotropic models

The simplest models are spherically symmetric and isotropic, and provide a good zeroth-
order description of globular clusters. In particular, two families of models have been
considered, that differ in the definition of the spatial truncation.

King (1966)models have beenwidely used to study the dynamical properties of glob-
ular clusters. These quasi-relaxedmodels are defined as a Maxwellian distribution func-
tion, with an energy truncation:

fK(E) =

{
A [exp(−aE) − exp(−aE0)] E ≤ E0

0 E > E0 .
(2.13)

The cut-off energy E0 can be interpreted as the threshold value beyond which a star is
no longer considered as part of the system. Because of the assumed spherical symmetry,
this energy truncation translates into the existence of a truncation radius rtr. More details
of this family of models are given in Appendix A.1.
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The truncation prescription is not unique. Therefore it is possible to define several
families of models with similar physical properties but a different truncation in phase
space. In this respect, the family of models defined as:

fW(E) =

{
A {exp(−aE) − exp(−aE0)[1 − a(E − E0)]} E ≤ E0

0 E > E0 ,
(2.14)

represents the spherical isotropic nonrotating limit of a family of rotating models origi-
nally introduced by Wilson (1975) (see also Appendix A.2).

Spherical anisotropic models

As shown in Sect. 1.3, some globular clusters have very long relaxation times. These
less relaxed clusters might conform to the picture of formation via incomplete violent
relaxation, which has the characteristic signature of radially-biased pressure anisotropy
in the outer parts. To test this scenario it is necessary to consider models including
pressure anisotropy as a physical ingredient.

In this Thesis (in particular, see Chapter 4), we have decided to analyze globular

clusters by means of models (the f (ν) models; see Bertin & Trenti 2003, and references
therein) explicitly constructed for the context of violently relaxed elliptical galaxies. They
are defined from the following distribution function

f (ν)(E, J2) =

{
A exp

[
−aE − d

(
J2

|E|3/2

)ν/2]
E ≤ 0

0 E > 0 ,
(2.15)

where J indicates the single-star total angular momentum. Additional details on these
models are provided in Appendix A.3.

Here the use of f (ν) models is preferred to other options (for example to the use of
King-Michie models, Michie 1963), because these models are based on a physical justifi-
cation and have been shown to performwell both in relation to the observations of bright
elliptical galaxies and to the properties of the products of incomplete violent relaxation
found in numerical simulations of collisionless collapse (Trenti et al. 2005).

Non-spherical models

One way to interpret the observed small flattening of some globular clusters is in terms
of tidal interactions. A family of triaxial isotropic models has been introduced for this
purpose by Bertin &Varri (2008): as a generalization of the family of spherical Kingmod-
els, they constructed a family of triaxial models in which the deviations from sphericity
induced by the presence of an external tidal field are taken into account self-consistently.
A full characterization of the resulting configurations in terms of the relevant intrinsic
and projected properties has been given by Varri & Bertin (2009); the range of the pre-
dicted flattening is consistent with that observed in most Galactic globular clusters. In
this Thesis, we did not take into account these models, because the effects of tides are
expected to act mainly in the outer parts of these stellar systems, in regions outside the
focus of our investigation, and often beyond the range of the available data.

There are also some indications of rotation in several Galactic globular clusters (see
Sect. 1.2). The family of self-consistent axisymmetric rotating models introduced by
Varri & Bertin (2012, see Appendix A.4) is characterized by differential rotation, approx-
imately rigid in the center and vanishing in the outer parts. The velocity dispersion
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calculated by these models is characterized by isotropy in the central region of the sys-
tem, weak radial anisotropy in the intermediate regions, and tangential anisotropy in the
outer parts. In Chapter 6, we will present a detailed dynamical analysis of three Galactic
globular clusters by means of this family of rotating models.

2.2.2 Projections along the line of sight

To compare the predictions of the dynamical models with some observable quantities,
it is necessary to project the relevant profiles along the line of sight. For a spherically
symmetric system, profiles can be given either in terms of the intrinsic radial coordinate
r, or the projected radial coordinate R.

The projected surface mass density is therefore expressed as:

Σ(R) = 2

∫ +∞

0

ρ(r)dz , (2.16)

where r2 = R2 + z2, and z is in the direction of the line of sight. Obviously, in the case of
systems characterized by a truncation radius rtr, the integration will be carried out only

to ztr =
√
r2tr −R2.

The projection of the velocity dispersion is given by the following integral:

Σ(R)σ2
P(R) = 2

∫ +∞

0

ρ(r)σ2
L(r)dz , (2.17)

where σ2
L represents the line-of-sight velocity dispersion component. For isotropic mod-

els, σ2
L = σ2, where σ2 indicates a component of the velocity dispersion. For anisotropic

models, it is possible to calculate:

σ2
L = σ2

r cos2(ξ) + σ2
θ sin2(ξ) , (2.18)

where sin ξ = R/r, and spherical coordinates are used, so that σ2
r , σ

2
θ , and σ2

ϕ are the

components of the velocity dispersion1. If we define the anisotropy α as:

α(r) = 2 − σ2
t

σ2
r

, (2.19)

and recall that σ2
t = 2σ2

θ , we can express the line-of-sight component of the velocity
dispersion as:

σ2
L = σ2

r

(
1 − α(r)

2

R2

r2

)
. (2.20)

Therefore, the projection of the velocity dispersion along the line of sight is in general
calculated by using the radial component of the dispersion and the anisotropy function.

Projections of non-spherical models

In the case of non-spherical models, the projection for comparison with the observations
is complicated by the fact that a different orientation of the system produces a different
projection on the sky.

1The component σ2
ϕ does not contribute to σ2

L because it is perpendicular to the direction of the line of sight.

We also recall that σ2
θ

= σ2
ϕ.
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When considering the axisymmetric rotating models described above, for example,
the inclination angle between the line of sight and the rotation axis of the systems must
be taken into account in order to properly determine the properties of the projection. To
simplify the calculations, the projection can be performed by sampling from the relevant
distribution function a discrete set of particles and then by performing a rotation of such
a discrete system to match the desired inclination angle. The theoretical kinematic and
photometric profiles can then be constructed by following the procedures described in
Sects. 3.1 and 3.2. By sampling a large number of particles (we chose N = 2,048,000) it
is possible to obtain smooth profiles and an accurate description of the system (for an
application of this method, see Sect. 6.2).

2.3 Other approaches

Some alternative methods that do not require a definition of a distribution function exist
and can be used to describe the dynamics of stellar systems. In this Section, we briefly
describe these alternative methods and procedures.

2.3.1 Jeans equations

The Jeans equations are obtained by taking velocity moments of the collisionless Boltz-
mann equation. In the case of spherically symmetric systems, there is only one equation
for the radial coordinate, which can be written as

d(ρσ2
r )

dr
+
α

r
ρσ2

r + ρ
dΦ

dr
= 0 , (2.21)

where the mass density ρ, the radial component of the velocity dispersion σr, and the
anisotropy α depend only on the radial coordinate r; we recall that the last term can
be expressed in terms of the mass contained within a certain radius, because dΦ/dr =
GM(r)/r2. This equation is often used to obtain the velocity dispersion of a stellar sys-
tem from the surface brightness profile properly deprojected by assuming a radial profile
for the mass-to-light ratio and for the anisotropy function.

An example of the application of this method can be found in Lützgendorf et al.
(2011), to probe the dynamics of the central region of the globular cluster NGC 6388. The
first input needed in this approach is the surface brightness profile, which is deprojected
into the intrinsic density profile of the cluster. This can be done for example by applying
the multi-Gaussian expansion (MGE) method developed by Emsellem et al. (1994); the
basic approach of this method is to parametrize the projected surface brightness with a
sum of Gaussians (this is done because the deprojection of a Gaussian function leads to
a Gaussian function). To apply this parametrization and to compare the velocity profile
derived from the Jeans equation to their data, Lützgendorf et al. (2011) used the Jeans
Anisotropic MGE (JAM) equations for spherical systems, and the multi-Gaussian expan-
sion developed by Cappellari (2002, 2008).

One of the shortcomings of this approach is that it is not a priori guaranteed that
there exist a supporting distribution function corresponding to the fluid solutions that
are found. Because the anisotropy type and profile are assumed arbitrarily, and manu-
ally changed until the obtained velocity dispersion reproduces the data, the modeling is
degenerate: different assumed anisotropies could produce similar observable features.

2.3.2 Schwarzschild orbit superposition method



Dynamical models 23

Schwarzschild (1979) computed a numerical model to describe a triaxial stellar system in
dynamical equilibrium. To do that, he first chose a density distribution, and calculated
the corresponding potential. Then he computed about 1500 orbits within this potential,
each covering typically 100 oscillations through the system; the considered orbits belong
to two families: box orbits and tube orbits around the long axis of the system. Finally, he
reproduced the chosen density distribution by superposition of a subset of the available
orbits, each populated by an appropriate number of stars.

This method was developed for elliptical galaxies. It is flexible and efficient and does
not make any assumptions about the degree of velocity anisotropy, but starts from a
given intrinsic density distribution.

An example of the use of this method is the description of the dynamics of ω Cen
given by van de Ven et al. (2006). Under the assumption of axisymmetry, they obtained
the mass model from a MGE parametrization of the observed surface brightness. This
would be best obtained from a two-dimensional image, which gives direct information
about the flattening and radial variations in the two-dimensional structure of the ob-
ject. Instead, the authors decided to perform a one-dimensional MGE fit to the radial
surface brightness profile, and after that use the available ellipticity profile to include
flattening in the mass model. At first, they calculated models for a range of values in
distance, inclination and constant V -band mass-to-light ratio; next, by setting the dis-
tance and the inclination at their measured best-fit values, they also calculated a large
set of models with mass-to-light ratio varying with radius. All these models were then
used to fit simultaneously the two-dimensional light distribution, and the mean velocity
and velocity dispersion of both proper-motion components and along the line of sight,
calculated in polar apertures on the plane of the sky. By comparing the predicted values
with the observations, they obtained the model parameters and a goodness-of-fit param-
eter. van den Bosch et al. (2006) followed this same procedure to probe the dynamics of
the globular cluster NGC 7078 (M15).

2.3.3 Dedicated N-body simulations

Recent improvements in computational speed of the codes for performingN-body simu-
lations and the availability of accelerator hardware (GRAvity PipEs, Graphic Processing
Units) have enabled the study of the entire dynamical evolution of globular clusters on
a star-by-star basis. These numerical simulations can model in a realistic way the im-
portant effects of discreteness, mass segregation, binaries, rotation, core collapse, and
time-dependent tides, which are known to govern the evolution of globular clusters.
The possibility to study stellar systems in such a level of detail is surely interesting, but
the contributions of so many different ingredients could generate some degeneracy, and
the results need to be considered very carefully. Very recently, this method has been used
to obtain a detailed description of individual globular clusters.

Zonoozi et al. (2011) performed a series of N-body simulations to create a realistic
model for the outer halo Galactic globular cluster Pal 14. They computed a set of 66
models to find the initial conditions that best reproduce the observations, after being
evolved for 11 Gyr; the number of stars they used in each simulation was in the range
7×104 < N < 105. The cluster Pal 14 was chosen because its low density, its large radius,
and its small estimated mass make it the ideal target for this type of analysis.

Recently, D. C. Heggie started a simulation of the nearby Galactic globular cluster
NGC 6121 (M4)2. He used as initial conditions those determined by Heggie & Giersz
(2008), with a starting configuration containing more than 105 stars. The main goal of

2http://www.maths.ed.ac.uk/ ˜ heggie/m4/intro.html

http://www.maths.ed.ac.uk/~heggie/m4/intro.html
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this project was to clarify the importance of this type of dynamical analysis, and to point
out its limits and difficulties.

2.4 Apparent lack of complete tests of dynamical models

As shown previously in this Chapter, a great variety of models and techniques is avail-
able to test the dynamics of globular clusters. Unfortunately, very often these tests are
carried out only in relation to the available photometric profiles, without the correspond-
ing tests on the associated kinematical profiles, in contrast to what is routinely done in
the studies of early-type galaxies. Yet it would be important to take into account the
kinematical measurements, because they can give stringent constraints on alternative
dynamical scenarios, and determine the principal dynamical ingredients that can be con-
sidered responsible for the observed properties of globular clusters.

An example of this unsatisfactory situation is the fact that spherical King (1966)mod-
els have long been considered adequate in describing the dynamics of globular clusters,
only on the basis of their ability in reproducing the observed surface brightness pro-
files (Trager et al. 1995; McLaughlin & van der Marel 2005). Essentially, it was taken for
granted that the kinematical properties of globular clusters are similar to those of King
models, even if direct tests of this assumption were in practice unavailable.

Some studies of Galactic globular clusters, constrained simultaneously by density
and velocity dispersion profiles, are actually available, mainly based on multi-mass
Michie-King models (e.g., see Gunn & Griffin 1979, Meylan et al. 1995, and Meylan &
Mayor 1991 for NGC 5272, ω Cen, and NGC 6397, respectively), but a systematic and
homogeneous investigation is still missing.

We point out that, on the galactic side, deep investigations of these issues, starting
with the mid 1970s, have led to the remarkable discovery that bright ellipticals are gen-
erally supported by anisotropic pressure and contain significant amounts of dark matter
inside the effective radius (e.g., see Chapter 24 in Bertin 2000). From the study of ellip-
tical galaxies it has also been learned that structurally different models (as diagnosed
by their kinematics or characterized by their virial coefficients) may have remarkably
similar photometric profiles (e.g., see Appendix D of Bertin et al. 2002).

In Chapter 3 we will present the observable quantities that can be used to obtain a
satisfactory dynamical description of globular clusters. In Chapters 4 and 6wewill show
that it is crucial to consider the kinematical information available for these systems, in
order to provide a satisfactory analysis of their dynamical properties.



CHAPTER 3

Observations and model testing

To determine whether a dynamical model offers a good representation of the dynamics
of globular clusters, and in particular to determine which dynamical ingredients need to
be considered in describing these systems, it is necessary to compare the profiles calcu-
lated by the models with the observed ones. Following the description of the available
modeling techniques offered in the previous Chapter, in the present Chapter we give
an overview of the available observational data, and on the methods that can be used
to compare them with the models. In Sect. 3.1 and 3.2 we provide a description of the
observable quantities giving information on the distribution of stars in the space and on
their kinematic properties, respectively. Section 3.3 illustrates a possible model fitting
procedure, and Sect. 3.4 gives some details on alternative methods.

3.1 Observations of the distribution of stars in globular clusters

The use of photographic plates marked the beginning of the studies of the distribution
of stars in globular clusters. These observations provided the possibility to count stars in
these systems, and were first used already at the end of the 19th century. The advantage
of this technique is the large field of view, that allows to obtain an image that includes
the entire cluster just with one exposure. It is particularly adequate to investigate the ex-
ternal parts of the clusters, but its poor spatial resolution prevents the astronomers from
resolving the innermost parts of the systems, due to the extreme crowding conditions.

Away to overcome this issue was made possible by the development of photoelectric
devices that measure the surface brightness through different apertures. Photoelectric
techniques applied to astronomy were developed in 1940s, and since 1950s they were
used to study the cores of globular clusters. This technique, combined with the previous
one, has provided composite density profiles from the center to the very outermost parts
of clusters.

Only in the 1980s, with the development of Charge-Coupled Devices (CCDs) for as-
tronomical applications, coupledwith software improvement for photometry in crowded
fields (e.g., DAOPHOT by Stetson 1987, DOPHOT by Schechter et al. 1993), the brightest
stars in the cores of all globular clusters have been at last fully resolved.

Photoelectric and, especially, CCD observations have allowed a systematic investi-
gation of the inner surface brightness profiles of a large number of Galactic globular
clusters. Clusters in the Magellanic Clouds were also studied, and the Hubble Space
Telescope has finally provided the possibility of studying the surface brightness profiles
of globular clusters in the nearby spiral galaxy M31.

25
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3.1.1 Number density profiles

To construct the number density radial profile of a globular cluster it is necessary to have
observational data able to provide star counts in the region occupied by the cluster. The
usual procedure to build a number count profile is to divide the cluster into concentric
annuli and count the number of stars per square arcminute that fall inside each annulus.
A radial position is then associated to each annulus, and usually the middle radial posi-
tion of each annulus is chosen. The error on each of the points is calculated as the square
root of the number of stars, divided by the area of the annulus.

King et al. (1968) collected number count profiles for 54 Galactic globular clusters
based on photometric plates. This work was followed by a study of the outer structure
of 12 globular clusters carried out by Grillmair et al. (1995). They used deep photo-
graphic photometry in two colors to select and count member stars according to their
position in the color-magnitude diagram; in this way, they reduced the contamination of
foreground and background stars, and reached significantly low surface densities better
than previously possible.

The measurements of star count density profiles were only obtained for this small
set of Galactic globular clusters some decades ago. In the majority of cases the study of
the structure of globular clusters is carried out by means of surface brightness profiles
(see below). Recently, Miocchi et al. (2013) used an appropriate combination of high-
resolution Hubble Space Telescope observations and wide-field, ground-based data to
derive the radial stellar density profiles of 26 Galactic globular clusters from resolved
star counts.

3.1.2 Surface brightness profiles

In analogy to what is done for number density profiles, the surface brightness profile is
measured by dividing the cluster into concentric annuli, by summing the flux contribu-
tion of the stars located inside each of them, and by dividing the result by the area of the
annulus. Again, the radial position associated with each annulus is usually its middle
position. The error on the surface brightness is estimated by propagating the error on
individual measurements of star magnitudes, which are calculated as the sum of this
intrinsic photometric error, of the error of the absolute photometric zero-points, and of
the mean calibration error.

A catalog of surface brightness profiles for Galactic globular clusters

Trager et al. (1995) (hereafter indicated as TKD95), presented a catalog of surface bright-
ness profiles of 124 Galactic globular clusters, the largest collection ever gathered. These
profiles are measured from inhomogeneous data, containing both surface brightness in
different bands and star count data, that were combined by assuming that the color does
not change with the radius. The authors divided the data in three sets, eachwith a differ-
ent weight, according to the reliability of the measurements. For each globular cluster,
the profile measured by TKD95 is composed of Np photometric data-points, determined
by the radiusRi measured in arcseconds, by the V band surface brightnessmV(Ri) mea-
sured at the radial position Ri and expressed in mag arcsec−2, and by wi, a weight that
the authors assign to each measurement. We remark here that these surface brightness
profiles are relative to the V band, even if observations in different bands were used to
calculate them.

For the globular clusters analyzed in Chapters 4, 6, and 7, among those available, we
decided to use the surface brightness profiles published in this catalog, to deal with a



Observations and model testing 27

homogeneous sample. This choice guarantees that the profiles have been constructed
with the same method, even though the actual data come from different sources. This is
the same starting point of McLaughlin & van der Marel (2005), who tested three spher-
ical dynamical models (King, Wilson and power-law models) on a very wide sample of
globular clusters, by considering only their photometric profiles.

The surface brightness data by TKD95 have to be properly corrected and treated
before a comparison can be made with theoretical models. First, an extinction correction
must be introduced, under the assumption that such extinction can be considered to
be constant over the entire extent of each globular cluster. The extinction AV can be
estimated from the reddening listed in the Harris (2010) catalog and the correction on
the surface brightness measurements can be calculated as m(Ri) = mV(Ri) − AV, for
i = 1, . . . , Np. This is the only correction that is necessary to apply to the data, assuming
that TKD95 already removed any foreground and background contamination that could
affect the measurements. Then, by following the procedure described by McLaughlin &
van der Marel (2005), it is possible to estimate the uncertainties δmi on the data: starting
from the weights, they are calculated1 as δmi = σµ/wi. In the surface brightness profiles
that we used for the dynamical analyses in Chapters 4, 6, and 7, we considered only the
points with weights wi ≥ 0.15 in the original profile, as suggested by McLaughlin & van
der Marel (2005).

More recent sources

Noyola & Gebhardt (2006) used the Hubble Space Telescope to study the central regions
of a sample of Galactic globular clusters; they obtained surface brightness profiles by
using integrated light with a method they developed and tested on simulated images.
When compared with previous ground-based measurements, their profiles show dif-
ferent shapes for the inner regions. The new measured values of the central surface
brightness are brighter than previously reported: this is mainly due to the higher spatial
resolution of the Hubble Space Telescope.

Usually, the less reliable parts in the profiles published by TKD95 are the central
regions: therefore, in the analyses described in Chapters 4 and 6, we decided to com-
bine their profiles with the more recent and accurate surface brightness profiles we just
described, when available. For the globular clusters NGC 104 (47 Tuc) and NGC 6341
(M92), we simply combined the profiles taken from TKD95 and from Noyola & Geb-
hardt (2006); for NGC 6254 (M10) and NGC 7078 (M15), we decided to combine the two
data-sets by removing the points from the oldest source, when they do not match the
more recent profile. In the case of NGC 7078, it should be emphasized that, with this
treatment, the profile changes significantly in the central regions, and the central slope
becomes steeper. For the analyses we carried out on NGC 5139 (ω Cen) in Chapters 4
and 6, we added to the surface brightness profile of TKD95 the inner points that Eva
Noyola kindly provided us (Noyola et al. 2008); we notice however that the number of
data-points in our final composite surface brightness profile of this cluster is significantly
smaller than that of the other clusters, despite its larger extension (see Table 4.3).

3.1.3 Ellipticity profiles and isodensity contours

As outlined in Sect. 1.1, globular clusters present deviations from spherical symmetry
that are measured by means of the ellipticity parameter ε. For the globular cluster ω

1σµ is a constant that varies from cluster to cluster, the value of which can be found in Table 6 inMcLaughlin
& van der Marel (2005).
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Cen, an ellipticity profile was published by Geyer et al. (1983): it is the most extended
ellipticity profile available for a Galactic cluster, as it reaches ≈ 0.5 rtr, where rtr rep-
resents the standard truncation radius. In addition, Anderson & van der Marel (2010)
report the ellipticity profile of the central region (R . 250 ′′) of this cluster. For most
clusters, however, the only available profile is the one given by White & Shawl (1987).

In their star count analysis, Grillmair et al. (1995) found that most of their sample
clusters show extra-tidal wings in their surface density profiles, which show a shape
that is consistent with numerical studies of the tidal stripping of globular clusters; they
identified the extra-tidal material with stars still in the process of leaving the clusters.
Jordi & Grebel (2010) also found indications of the presence of tidal tails around some of
the clusters they analyzed, and in one case they also detected a two-armmorphology. In
all the other clusters in their sample, they found an extra-tidal halo, which in some cases
they argue to be associated with the Sagittarius stream (Bellazzini et al. 2003; Forbes &
Bridges 2010).

3.2 Observations of the kinematics of stars in globular clusters

The acquisition of kinematic data provides information on the amount and the distribu-
tion of mass in globular clusters; unfortunately, it is difficult to obtain large and accurate
data-sets to be used for this purpose. Two types of kinematic data are available: those
that provide measurements of velocities along the line of sight (often called radial veloc-
ities), and those that provide velocities on the plane of the sky, that is proper motions.

During the first half of the 20th century, stellar radial velocities were acquired from
techniques using photographic plates; the typical errors of these measurements were 10
km s−1, that is of the same order of magnitude of the expected value of velocity dis-
persion in globular clusters. The development of cross-correlation techniques provided
an efficient way to determine radial velocities (Griffin 1967; Griffin & Gunn 1974); with
the advent of such techniques, the typical errors on the measurements dropped to 0.5
km s−1, providing an adequate tool for investigating the internal dynamics of globu-
lar clusters. At the beginning, technological developments were mainly driven by the
need of small errors on radial velocity measurements, as required in order to probe the
low values of the internal velocity dispersion of globular clusters. More recently, im-
provements in the design of the instruments have also been motivated by the need of
increasing the number of measurements that can be obtained at one time.

Fiber-fed, multi-object spectrographs like FLAMES at the Very Large Telescope, HY-
DRA at Kitt Peak, and AAOmega at the Anglo Australian Observatory can obtain ve-
locities for a large sample of stars in one time. Similar results can be obtained by us-
ing Fabry-Perot interferometers (Gebhardt et al. 1995). Slit spectroscopy is instead only
rarely used for these systems (but see Chapter 8). In Appendix B we provide a list of the
published data-sets of radial velocities for stars in Galactic globular clusters.

The value of the velocity dispersion near the cluster center is important for the under-
standing of cluster dynamical evolution, in particular with reference to the phenomenon
of core collapse and to the presence of an intermediate-mass black hole. This value is
difficult to obtain for high-concentration globular clusters by means of radial velocities
of individual stars, because of serious crowding problems. A possibility to overcome
this difficulty is to measure the broadening of integrated-light spectra obtained from an
area of a few square arcseconds at the center of the cluster. The first observations of
this type, which is a standard technique for elliptical galaxies, are those obtained for 10
clusters and described by Illingworth (1976). With the advent of modern Integral Field
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Units mounted on spectrographs at large telescopes, it has been possible to measure ac-
curate velocity dispersion in the center of Galactic globular clusters; for example, see
Lützgendorf et al. (2011, 2012, 2013a).

Proper motions provide two-dimensional kinematic information (see, e.g. Wybo &
Dejonghe 1995, 1996). For a cluster at a distance of 5 kpc, a velocity dispersion of
5 km s−1corresponds to a displacement of 20 milliarcseconds per century. For a long
time, even in the best studied clusters, the errors in the measurement of proper mo-
tions have been comparable in size to the motions themselves. This explains why only
very few studies of cluster internal proper motions have been made (Lupton et al. 1987;
Leonard et al. 1992).

The advent of the Hubble Space Telescope has made it possible to obtain proper-
motion measurements for a sample of Galactic globular clusters. Bellini et al. (2013)
presented preliminary results of a large project aimed at measuring this quantity for
more than 20 Galactic clusters2. For these objects there are two or more well-separated
epochs in the archive, spanning up to more than 10 years. The photometric and astro-
metric techniques developed by the authors have allowed them to measure the positions
of tens of thousands of stars per cluster within one arcminute from the center, with typ-
ical proper-motion errors of ∼ 0.02 mas yr−1, which translates into ∼ 0.8 km s−1 for a
typical cluster.

3.2.1 Velocity dispersion profiles

In the following we will describe a procedure that can be used to measure the velocity
dispersion profile of globular clusters, starting from a set of line-of-sight (radial) veloci-
ties of single stars. We used this method to calculate the profiles presented in Chapters 4,
6, 7, and 8.

First, it is necessary to divide the data in several radial bins containing an equal num-
ber of stars. It is important to carefully chose the binning prescription that represents the
best compromise between having a profile with a large number of points and having
accurate points: on the one hand, in fact, by increasing the number of bins, that is by de-
creasing the number of data per bin, a profile with a very large number of points would
be obtained, but each of the points would have large velocity dispersion errors; on the
other hand, by considering bins with a very large number of data the resulting profile
would have a small number of points, even if the single points would have very small
errors (we refer the reader to Sects. 4.1.1 and 7.2.1 for a discussion on the number of
velocity data that would be needed in order to have a satisfactory velocity dispersion
profile).

Secondly, the mean velocity and the velocity dispersion in each bin are measured by
means of the procedure described by Pryor &Meylan (1993). Initially, the mean velocity
〈vr〉 and the dispersion3 σc are estimated for the entire set of velocities; the mean velocity
represents the overall velocity of the entire cluster. Then, taking this value as a constant
for the entire cluster, the line-of-sight velocity dispersion σ(Ri) and the related accuracy
δσi are determined inside each of the bins in which the data have been divided. For each
bin, the distance from the center Ri can be indicated as the mean of the radial positions
of the stars that it contains. We notice that, in following this procedure, we ignored
the possible presence of rotation and therefore considered the various kinematical data-

2Among these 20 clusters, there are 8 of the clusters we analyzed in Chapter 4
3We note that the velocity dispersion σc is sometimes used as an estimate for the central velocity dispersion

σ0 (see Sect.1.2), even if it is not in principle guaranteed that the two quantities have a similar value. In this
Thesis, we will keep the notation introduced here to differentiate these quantities.
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points in each bin, after subtraction of the systemic velocity, to contribute only to velocity
dispersion (randommotions).

A similar procedure can be used also to produce velocity dispersion profiles from
proper-motion data: the profiles are generated by dividing the data-sets in radial bins,
by considering the mean velocity of the entire data-set as a constant value throughout
the cluster, and by measuring the velocity dispersion and the associated uncertainty
for each bin, using the mean of the radial positions of the stars that it contains as an
estimate of its distance from the center. The difference with respect to the case in which
line-of-sight velocities are used is that in this case two profiles are calculated: σT(R)
and σR(R), the projected tangential and radial component of proper-motion velocity
dispersion, respectively.

In principle, we might consider using unbinned data, to avoid loss of information
(more on this topic can be found in Sect. 3.4). In this Thesis, however, we preferred
to follow the more traditional approach of constructing the associated one-dimensional
profiles, a method that can be applied in a similar way to both kinematical and photo-
metric data and that allows us to follow well-established fitting procedures used in the
past (especially in studies of elliptical galaxies; see Sect. 3.3).

3.2.2 Rotation profiles

To calculate the rotation profile from a data-set of line-of-sight velocities, the following
standard procedure is usually used (e.g., see Cote et al. 1995; Bellazzini et al. 2012); we
adopted this method to calculate the rotation profiles presented in Chapter 6.

Before building a rotation profile it is necessary to identify the position angle φ of
the projected rotation axis in the plane of the sky, defined as the angle between the ro-
tation axis and the north direction, measured east of north. To do that, the line-of-sight
velocities data-set is divided in two halves by a line passing through the center of the
cluster with a given position angle, and for each subsample the mean line-of-sight ve-
locity 〈vr〉 is computed. The position angle is then varied in fixed steps (for example, in
Chapter 6 we considered steps of 10◦), and the difference between the mean velocities
∆〈vr〉 is plotted against the position angle φ. A fit of a sine function to this pattern is
then carried out: the position angle at which the maximum difference in mean velocities
is reached corresponds to the rotation axis and the amplitude of the sine function gives
an estimate of the significance of the internal rotation. The value obtained in this way
for the position angle is then used to rotate the Cartesian coordinate system in the plane
of the sky by aligning it with the directions of the major and minor axes.

At this point, it is possible to proceed to build the rotation profiles. First, the mea-
suredmean systemic velocity is subtracted from each data-set. Then, the line-of-sight ve-
locities data-set are divided in bins along the major axis, and finally each bin is assigned
the average position on the major axis, the mean velocity of the stars that it contains, and
the associated uncertainty to this measure.

When dealing with a proper-motion data-set, the rotation profile can be constructed
by dividing the data-set in radial bins and by calculating for each bin the mean radial
distance and the mean velocity, separately for the tangential and projected radial com-
ponents (for an example, see Fig. 6.7).

3.2.3 Anisotropy profiles

In principle, if the three components of the velocity are available for a set of stars in a
globular cluster, it is possible to calculate its anisotropy profile, as defined in Eq. (2.19),
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from the components of the velocity dispersion associated with each bin. Unfortunately,
this is not usually possible, because the sets of line-of-sight velocities and of proper mo-
tions (when available) are not composed by the same sample of stars.

Therefore, a different definition of anisotropy is adopted. This is the ratio of the
velocity dispersion in the tangential component to the velocity dispersion in the radial
component, σT(R)/σR(R). This quantity is useful to obtain an immediate indication of
the type of anisotropy that is present in the cluster: values of σT/σR ≈ 1 indicate isotropy
in velocity space, values of σT/σR > 1 indicate the presence of tangential anisotropy,
and values of σT/σR < 1 indicate radial anisotropy. We calculated this quantity for three
Galactic globular clusters, as shown in Chapter 6.

3.2.4 Line-of-sight velocity distribution

To conclude the list of observable quantities that can be used to probe the kinematics of
stellar systems, we consider here the line-of-sight velocity distribution, which is widely
used to study the internal dynamics of ultra compact dwarf galaxies, dwarf spheroidals,
and elliptical galaxies. Only a brief introduction is given here: a more detailed discussion
about this quantity is postponed to Chapter 10.

Observed spectra of the stellar systems mentioned above are usually obtained by
means of slit spectroscopy, and are assumed to be the convolution of a suitably chosen
template spectrum and a broadening function. This broadening function corresponds to
the distribution of stars over line-of-sight velocities, and it is sometimes referred to as
the “line profile” (van der Marel & Franx 1993). To recover the line-of-sight velocity dis-
tribution, it is necessary to deconvolve the spectra using the template. Many techniques
have been developed to recover the line-of-sight velocity distribution from the data, their
evolution being mainly driven by the improvements in the observational techniques and
in the quality of the data. Early methods mostly used Fourier-based techniques (i.e., see
Tonry & Davis 1979), but more recently several methods that allow for the fitting of the
line-of-sight velocity distribution directly in the pixel space have been developed (see
Rix & White 1992 and Cappellari & Emsellem 2004).

This observable quantity is not commonly used to study the dynamics of Galactic
globular clusters, because it is usually not possible to obtain spectra for a significant
part of these systems (as can be done instead for larger and more distant systems by
means of slit spectroscopy), and because the available radial velocity data-sets are too
small to enable the construction of such function from discrete data. An analysis of
the dynamics of extra-galactic globular clusters in terms of their line-of-sight velocity
distribution might be possible.

3.3 Fitting procedure

In the following we describe a procedure that can be adopted to perform the statistical
analysis of the data. We basically follow Bertin et al. (1988).

This Section describes in detail the procedure we employed for the dynamical anal-
ysis presented in Chapter 4. We therefore consider here the case of a cluster for which
both the surface brightness and the velocity dispersion profiles are available, and we
compare these observed profiles to the ones calculated by some dynamical models (e.g.,

in the case of Chapter 4, King and f (ν) models). In Chapters 5, 6, 7, and 8 we will present
the results of fits obtained by means of procedures similar to the ones described here.
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3.3.1 Photometric fit

The photometric fit determines which equilibrium model (within a considered family of
dynamical models) has the projected mass distribution that best reproduces the surface
brightness profile, under the assumption that:

Σ(R) =
M

L
λ(R) , (3.1)

where Σ(R) is the model surface mass density, λ(R) the model surface luminosity den-
sity, and the mass-to-light ratioM/L is considered to be constant in the cluster. From the
photometric data, we perform a fit that allows us to determine three parameters for each
model:

• Ψ, the concentration parameter, which determines the shape of the surface bright-
ness and velocity dispersion profiles;

• r0, the scale radius;

• µ0, the central surface brightness.

We might determine the values of these parameters by minimizing the quantity:

Np∑

i=1

[
m(Ri) − S(Ri/r0) + µ0

δmi

]2

, (3.2)

where S is the surface density expressed in magnitudes, but we found that it is more
convenient to minimize:

χ2
p =

Np∑

i=1

[
l(Ri) − kΣ̂(Ri/r0)

δli

]2

, (3.3)

because the chi-squared function turns out to be more stable, as already pointed out by
McLaughlin & van derMarel (2005). The connection between Eqs. (3.2) and (3.3) is easily
made, by taking into account the following relations:

m(Ri) −m0 = −2.5 log[l(Ri)]

S(Ri/r0) = −2.5 log[Σ̂(Ri/r0)]

µ0 −m0 = 2.5 log k ,

(3.4)

where the zero-point m0 = 26.422 allows us to express the observed surface brightness
m(Ri) in solar units; the observed luminosities l(Ri) are expressed in solar units and δli
are calculated from δmi and represent the errors on luminosities. The quantity Σ̂(Ri/r0)
is the surface density, normalized to its central value; from this point of view, the param-
eter k is related to the mass-to-light ratio.

Even if we calculated the parameters from the luminosities, we report the results in
terms of magnitudes, because in this way a comparison with the data is more natural.
To calculate the surface brightness profile µ(R) that best reproduces the data, we choose
the model identified by Ψ, we calculate the normalized projected mass-density profile,
and then we rescale it radially with r0 and vertically with µ0.
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We notice that there are only two independent fit parameters, because k = k(Ψ, r0).
Hence, the value of the reduced χ2

p is:

χ̃2
p =

χ2
p

Np − 2
. (3.5)

To have a quantitative estimate of the quality of the fit, it is convenient to calculate also
the mean and maximum residuals:

〈∆µ〉 = 1

N
1/2
p

{∑Np

i=1[m(Ri) − µ(Ri)]
2
}1/2

(∆µ)max = maxi=1,...,Np
|m(Ri) − µ(Ri)| .

(3.6)

3.3.2 Kinematic fit

The parameters identified by the photometric fit determine a model, characterized by
the parameter Ψ, the profiles of which are rescaled with r0. At this point, we perform
a fit to the kinematic data to find the central line-of-sight velocity dispersion, that is the
velocity scale needed to rescale vertically the normalized projected velocity dispersion
profile calculated from the dynamical models. We calculate the value of this scale, σ0, as
the one that minimizes:

χ2
k =

Nk∑

i=1

[
σ(Ri) − σ0σP(Ri)

δσi

]2

, (3.7)

where σP(Ri) is the projected velocity dispersion calculated from the model, dependent
on the rescaled radial coordinate. In this case, the values of the reduced χ2 and of the
residuals can be found from the following expressions:

χ̃k
2

=
χ2

k

Nk−1

〈∆σ〉 = 1

N
1/2

k

{∑Nk

i=1[σ(Ri) − σ0σP(Ri)]
2
}1/2

(∆σ)max = maxi=1,...,Nk
|σ(Ri) − σ0σP(Ri)| .

(3.8)

One might argue that a more sensible way to perform the fit would be by means of
a single fit procedure, using the combined χ2

tot = χ2
p + χ2

k, defined as the sum of the
photometric and of the kinematic contribution. We did perform tests of this different
procedure and found that the results are equivalent to those obtained by performing
the photometric fit first and then the kinematic fit at fixed Ψ and r0. This confirms the
qualitative expectation that the kinematical data, being less numerous and less accurate
with respect to the photometric ones, have little weight in determining Ψ and r0 and are
only needed to determine the scale σ0, that is, the relevant mass-to-light ratio.

3.3.3 Goodness of the photometric and kinematic fits

To measure the goodness of the photometric and kinematic fits, we referred to the confi-
dence intervals on the χ2-distribution. The probability density function of the χ2 distri-
bution is defined as:

f(x;n) =
e(−x/2)x(n/2−1)

2n/2Γ(n/2)
(3.9)
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when x ≥ 0, and zero otherwise. The parameter n corresponds to the number of degrees
of freedom and Γ denotes the gamma function (e.g., see Abramowitz & Stegun 1972,
Sect. 26.4).

The two-sided confidence interval relative to a confidence level ζ on the χ2 probabil-
ity density function is defined as the interval [χ2

inf , χ
2
sup] such that

ζ =

∫ χ2
sup

χ2
inf

f(x;n)dx ; (3.10)

and that:

1 − ζ

2
=

∫ χ2
inf

0

f(x;n) dx =

∫ ∞

χ2
sup

f(x;n) dx . (3.11)

3.3.4 Errors on the best-fit parameters

For the methods described below, we refer mainly to Press et al. (2007). In the case of the
photometric fit, we used the following procedure to calculate the formal errors on the
parameters. First we calculated the Hessian matrix:

Hij =
∂2χ2

∂xi∂xj
, (3.12)

where i = 1, 2, 3 and x1 = Ψ, x2 = r0 and x3 = µ0; then we calculated the covariance
matrix:

[E] = 2[H ]−1 . (3.13)

Finally, we obtained the errors:

δxi = (Eii)
1/2 . (3.14)

In the case of the kinematic fit, in which χ2
k depends analytically only on the param-

eter σ0, we can immediately calculate:

δσ0 =

(
2

∂2χ2
k/∂σ

2
0

)1/2

. (3.15)

In addition to errors, we identified the relevant confidence regions and intervals for

the various parameters, after defining a likelihood function Λ = e−χ
2/2. First, we calcu-

lated confidence regions in the (Ψ, r0) plane, after marginalizing the likelihood function
on k, in the following way:

Λ(Ψ, r0) =

∫
e−χ

2/2dk . (3.16)

We identified the regions corresponding to confidence levels of 68.3% and 95.4%. To
check the results, we compared them with the regions defined by the curves of constant
χ2 with the appropriate values (see Sect. 15.6 in Press et al. 2007). For each globular
cluster and for the families of models, we notice that the regions identified with these
two methods overlap in a consistent way.

We also calculated the confidence intervals on the parametersΨ, r0 and σ0 (for the last
parameter, the calculation can be done immediately, because the kinematic likelihood
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Figure 3.1: Confidence regions and confidence intervals on NGC 6121 King model parameters.
The top left figure shows the overlap of the confidence regions, corresponding to confidence levels
of 68.3% and 95.4% (solid lines), and the curves of constant χ2 (dashed lines); the black dot marks
the position of the maximum of the likelihood (that is the minimum of χ2). The top right figure
shows the confidence intervals for the likelihood depending on σ0; the bottom figures show the
confidence intervals on the parameter Ψ and r0; the dark gray area corresponds to the confidence
level of 68.3%, the light gray area to the confidence level of 95.4%; a solid vertical line marks the
position of the maximum of the likelihood (that is the minimum of χ2).

depends only on σ0; for the other parameters, we have to marginalize once more the
likelihood function), corresponding to confidence levels of 68.3% and 95.4%. Comparing
them with the errors calculated with the covariance matrix method, we found that the
results are consistent.

In Fig. 3.1 we show an example of the confidence regions and intervals calculated
for the King best-fit model for the globular cluster NGC 6121. The top left panel shows
the overlap of the confidence regions (solid lines) corresponding to confidence levels of
68.3% and 95.4%, and the curves of constant χ2 (dashed lines). It is clear that there is a
good agreement between the two relevant pairs of curves. The bottom panels show the
confidence intervals calculated on the marginalized likelihood for the parameters Ψ and
r0, and the top right panel those for the parameter σ0; in these figures the confidence
intervals are shown as shaded areas. By comparing the extent of the dark gray area
with the values of the uncertainties on the corresponding parameters (see Table 4.2 in
Chapter 4), we see that the different methods lead to consistent results.
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3.4 Dealing with discrete kinematic tracers

As shown previously in this Chapter, discrete tracers are commonly used to study the
kinematics of a stellar system. The population of tracers to use needs to be chosen care-
fully, as the one best representing the dynamics of the system.

Discrete tracers can be used in two different ways. The first has been discussed in
Sect. 3.2, and requires the binning of the data in reasonable spacial intervals, to recover
a specific quantity, such as the velocity dispersion or the rotation profile. This is the
method usually used when analyzing globular clusters data. Even if they give useful
indications, and allow us to compare observed profiles with theoretical ones, binning
methods suffer from a loss of information. In fact, in order to estimate the desired quan-
tity, each bin must contain a sufficient number of stars, as explained in Sect. 3.2. By
following this approach, a data-set of a few hundred stars will be therefore reduced to
only almost ten bins.

Another method, commonly used to study the dynamics of dwarf spheroidals and
galaxies, is to test a dynamical model by maximizing the likelihood function of the data-
set, without binning the data. This method has been widely described by Wilkinson &
Evans (1999) andWilkinson et al. (2002). It was originally proposed by Little & Tremaine
(1987) and further developed by Kochanek (1996). The procedure involves the calcula-
tion of the probability P ({Ri, vr,i}i=1,...,N |ϑ), where ϑ represents the sets of parameters
of the model to be tested, and {Ri, vr,i}i=1,...,N is the set of data. P is calculated by scan-
ning a grid of values for the parameters. Using the Bayes theorem and assuming the
shape of prior probabilities for the values of these parameters, the most likely parameter
values can then be determined by maximizing the probability P .

Recently, a discrete approach to dynamical modeling has been proposed by Watkins
et al. (2013), and applied to study the properties of the globular cluster ω Cen. First,
they used Jeans models to calculate the predictedmean velocity and velocity dispersion,
under a given set of model parameters. Then, they adopted a maximum likelihood ap-
proach to identify the best models to reproduce the data, by exploring the parameter
space. They included a contaminating population in the models, instead of eliminat-
ing suspected non-member stars a priori: in this way, they used all the available data,
avoiding the chance to eliminate a member star mistakenly considered an interloper.

The work done by Watkins et al. (2013) on ω Cen has been possible mainly because
for this cluster very accurate and rich data-sets of propermotions and line-of-sight veloc-
ities are available; recently, the same method has been applied by den Brok et al. (2014)
to study the globular cluster NGC 7078. Other Galactic clusters do not have such an
abundance of data, and this method might not give equally satisfactory results.
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Exploring the role of pressure
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CHAPTER 4

Globular clusters in different relaxation conditions

As shown in Sect. 1.3.1, Galactic globular clusters are characterized by different relax-
ation conditions. For many of them, the relevant relaxation times are shorter than their
age, so that they are commonly considered to be close to thermodynamical relaxation,
with a distribution function close to a Maxwellian. King (1966) models are defined by
a distribution function of this type, and provide a good representation of quasi-relaxed
stellar systems (see Appendix A.1): for this reason they are in principle well suited to
describe globular clusters.

However, some large globular clusters have very long relaxation times, and thus
need not be in a quasi-relaxed state: their structure might be more similar to that of ellip-
tical galaxies, for which pressure anisotropy is thought to play an important role. This
feature is well represented by the distribution function that defines the family of non-

truncated radially-biased anisotropic f (ν) models (see Bertin & Trenti 2003, and refer-
ences therein); these models were constructed to describe the products of (incompletely)
violently relaxed elliptical galaxies (see Appendix A.3).

It is therefore reasonable to expect thatmore relaxed globular clusters would be better
described by isotropic King models, whereas less relaxed systems might be better repre-

sented by means of anisotropic f (ν) models. This scenario has been tested by comparing
these dynamical models with observations of Galactic globular clusters in different re-
laxation conditions. The comparison is performed by fitting both surface brightness and
velocity dispersion profiles, with the method described in Sect. 3.3.

This Chapter is organized as follows. In Sect. 4.1 we introduce the sample of globu-
lar clusters selected for this study, and we describe the available data-sets. In Sect. 4.2
we present the results of our work and in Sect.4.3 we discuss our findings in view of
previous results and known issues. Finally, in Sect. 4.4 we draw our conclusions.

This Chapter is based on the article Zocchi et al. (2012).

4.1 The selected sample

4.1.1 Selection criteria

The sample of globular clusters is selected on the basis of the following criteria.

1. We exclude post-core-collapse globular clusters, that is, we reject the clusters la-
beled as post-core-collapse by Harris (2010). The reason is that we wish to test
dynamical models on the global scale, avoiding the subtle modeling issues that
characterize the central regions of these systems, especially if phenomena a priori
known to go beyond the considered modeling are involved.
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2. We choose globular clusters for which an accurate and extended surface brightness
profile is available.

3. We select clusters for which at least 140 stellar radial (line-of-sight) velocities have
already beenmeasured. We impose a lower limit to the number of measured veloc-
ities, because we wish to extract from the data a reasonably well-defined velocity
dispersion profile; the value of this limit is fixed in a way that it allows us to in-
clude in the analysis globular clusters that belong to the different relaxation classes
defined in Sect. 1.3.1.

4. We exclude from our list the clusters that have less than 35 stellar radial velocities
inside the projected half-light radius1 Rh. We introduce this further requirement,
because we wish to analyze velocity dispersion profiles that characterize the stellar
systems on the largest radial extent, and the central regions are crucial to test how
well the dynamical models perform in describing the systems.

For only few globular clusters the desired data are available. Indeed, of the 31 Galac-
tic globular clusters with a reasonable number of radial velocities (i.e., at least 40 line-
of-sight velocity measures on the entire spatial extent of the cluster), 3 are flagged as
post-core-collapse, 9 have less than 140 velocity data, and 6 have less than 35 data in-
side their projected half-light radius (see Table B.2). In the Harris (2010) catalog, NGC
362 and NGC 7078 are indicated as possible post-core-collapse clusters (as suggested by
Trager et al. 1995), but we decided to keep them because, according to their concentra-
tion parameter in the Harris catalog, it is still possible to obtain an acceptable fit with
King models. In this way, we are left with 13 globular clusters that match our selection
criteria. In relation to the relaxation classes defined in Sect. 1.3.1, our set of globular clus-
ters contains 5 well-relaxed clusters, 6 clusters in an intermediate relaxation condition,
and 2 partially relaxed clusters.

To better characterize our sample in terms of the radial extent of their radial velocity
data, we consider the ratio of the radius of the last kinematical point to the projected
half-light radius2, RV/Rh, and the ratio of the radius of the last kinematical point to the
truncation radius, RV/rtr. We judge the following values of the two ratios, RV/Rh ≥ 3
and RV/rtr ≥ 0.8, to be satisfactory. All the selected globular clusters satisfy the first
relation, and all but four globular clusters satisfy the second condition.

Table 4.1 gives the sample of selected globular clusters, listed in order of increasing
core relaxation time logTc. The upper part of the table contains relaxed globular clusters,
the middle part those in an intermediate relaxation condition; partially relaxed clusters
are shown in the lower part. For each object, the values of the adopted cluster distance
from the Sun d⊙ (expressed in kpc), the concentration parameter3 C, the logarithm of the
core relaxation time logTc, the logarithm of the half-mass relaxation time log TM (where
Tc and TM, in other papers often indicated with the symbols trc and trh, are expressed in
years) and the ellipticity ε are recorded (as listed in the Harris 2010 catalog). In addition,
the maximum rotational velocity Vrot (in km s−1; the references for these values are Lane
et al. 2011 for the globular clusters for which we use the kinematic data published in this
paper, and Meylan & Heggie 1997 for the others), the number of velocity data-points

1The values of this quantity are reported in the Harris (2010) catalog, where the notation is rh. In other
studies, this quantity is often referred to as the effective radius, and is indicated as Re.

2We recall that, as noted in Sect. 2.2, we indicate with R the projected (two-dimensional) radial distance
from the center, and with r the intrinsic (three-dimensional) radial distance.

3We distinguish here between the concentration parameter c, defined by Eq. (A.3), and the concentration
parameter C defined using the core radius Rc in place of r0 in Eq. (A.3).
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Table 4.1: The selected globular clusters.

Globular Cluster d⊙ C logTc logTM ε Vrot NV NV,h RV/Rh RV/rtr Ref.

NGC 362 8.6 1.76 7.76 8.93 0.01 0.0 208 92 4.22 0.33 (1)

NGC 7078 (M15) 10.4 2.29 7.84 9.32 0.05 1.7 1777 1298 16.94 0.62 (2)

NGC 104 (47 Tuc) 4.5 2.07 7.84 9.55 0.09 2.2 2475 709 19.27 1.44 (3), (4)

NGC 6121 (M4) 2.2 1.65 7.90 8.93 0.00 0.9 200 55 10.36 0.87 (4)

NGC 6341 (M92) 8.3 1.68 7.96 9.02 0.10 2.5 295 42 13.96 1.14 (5)

NGC 6218 (M12) 4.8 1.34 8.19 8.87 0.04 0.15 242 58 10.38 1.06 (4)

NGC 6254 (M10) 4.4 1.38 8.21 8.90 0.00 . . . 147 47 5.22 0.55 (6)

NGC 6656 (M22) 3.2 1.38 8.53 9.23 0.14 1.5 345 116 8.40 0.88 (4)

NGC 3201 4.9 1.29 8.61 9.27 0.12 1.2 399 201 10.35 1.27 (7)

NGC 6809 (M55) 5.4 0.93 8.90 9.29 0.02 0.25 728 311 7.79 1.44 (4)

NGC 288 8.9 0.99 8.99 9.32 . . . 0.25 171 68 5.53 0.93 (4), (6)

NGC 5139 (ω Cen) 5.2 1.31 9.60 10.09 0.17 7.9 2060 554 5.97 0.62 (8), (9)

NGC 2419 82.6 1.37 9.87 10.63 0.03 0.6 166 38 14.63 1.74 (10)

Notes. From left to right, the following quantities are displayed: distance from the Sun (kpc), concentration parameter, logarithm of the core
relaxation time (years), logarithm of the half-mass relaxation time (years), ellipticity, rotational velocity (km s−1), total number of velocity data-
points available, number of velocity data-points inside the projected half-light radius, ratio of the radius of the outermost velocity point to the
projected half-light radius, and ratio of the radius of the outermost velocity point to the truncation radius. The sources of the kinematical data are
listed in the last column (see main text for references of the other quantities).

References. (1) Fischer et al. 1993; (2) Gebhardt et al. 2000; (3) Gebhardt et al. 1995; (4) Lane et al. 2011; (5) Drukier et al. 2007; (6) Carretta et al. 2009;
(7) Cote et al. 1995; (8) Mayor et al. 1997; (9) Reijns et al. 2006; (10) Ibata et al. 2011.
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available NV, the number of velocity data-points inside the projected half-light radius
NV,h, the ratios of the radius of the outermost velocity point RV to the projected half-
light radiusRh and to the truncation radius rtr, and the sources of the kinematic data are
given in the last columns.

4.1.2 Data-sets

The surface brightness profiles

To deal with a homogeneous sample, we decided to use the surface brightness profiles
provided by Trager et al. (1995), as previously done also byMcLaughlin & van derMarel
(2005). This choice guarantees that the profiles have been constructed with the same
method, even though the actual data come from different sources. For some clusters,
more accurate surface brightness profiles have been recently measured by Noyola &
Gebhardt (2006) in the innermost regions of several Galactic globular clusters. For the
clusters in our sample, when available, we combined these recent profiles with the ones
provided by Trager et al. (1995) (see Sect. 3.1.2 for a more detailed description).

The velocity dispersion profiles

We calculated velocity dispersion profiles as described in Sect. 3.2.1, starting from the
radial velocities data-sets of the selected clusters. As shown in Table 4.1, for the majority
of the clusters in our sample, only one data-set of stellar radial velocities is used for the
dynamical analysis presented here. In the following we discuss in detail the cases in
which a composition of different data-sets has been performed or which require some
additional comments.

For the majority of the clusters of the sample, other data-sets are available, as listed in
Table B.1. For the globular clusters NGC 6121, NGC 6656 and NGC 6809, we decided to
consider only the data-sets from Lane et al. (2011), because they are more complete and
more radially extended. In the case of NGC 3201, NGC 6341, and NGC 7078, we pre-
ferred to consider only older data-sets; in fact, the more recent data-points from Carretta
et al. (2009), Mészáros et al. (2009), and Smolinski et al. (2011) are not very numerous
and not as well distributed radially as those of the older sources we used.

For NGC 104, three data-sets of radial velocities are available. We decided to con-
sider only data from the two most numerous ones (the third, by Carretta et al. 2009, is
discarded because of its limited radial extent). The data from Gebhardt et al. (1995) are
more centrally concentrated than those from Lane et al. (2011).4 In order to have a com-
plete sampling on the entire radial extent of the cluster, we decided to define a mixed
data-set, composed of 499 data fromGebhardt et al. (1995), located inside 100′′, and 1976
data from Lane et al. (2011), located outside that radius.

NGC 288 has been studied by Carretta et al. (2009) and by Lane et al. (2011). Since
these papers publish the coordinates of each star, we were able to identify the stars in
common between the two data-sets: for the stars in the overlap, velocity measures by
Carretta et al. (2009), being more accurate, have been preferred. Finally, we excluded
three stars for which the value of the velocity deviates by more than 4σc from the mean

4Giersz & Heggie (2011) make some cautionary remarks about the velocity dispersion profile reported by
these authors. In particular, the selection criteria adopted by Lane et al. (2011) could lead to the exclusion of
some high-velocity stars, with consequent lowering of the central velocity dispersion, and to the inclusion of
nonmember stars affecting the outer part of the profile. By using the composite data-set described above, we
should be able to obtain reliable values of the velocity dispersion in the central regions, while the outermost
points may still be affected by the inclusion of nonmember stars.
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radial velocity 〈vr〉 (for the definition of these quantities, see Sect. 3.2.1), obtaining a final
sample of 171 data.

In the case of NGC 5139, we merged the largest sample of velocity data available
(Reijns et al. 2006) with the sample provided by Mayor et al. (1997), which provides
measurements for stars located in the central region of the cluster. A delicate issue re-
garding this cluster is the controversial position of its center, which plays an important
role also in our analysis, becausewewish to build a radial-dependent velocity dispersion
profile, starting from stellar positions expressed in right ascension and declination (for
Reijns et al. 2006). To carry out a proper merging of the two data-sets, we have used the
position of the center proposed by Mayor et al. (1997); to calculate radial distances, we
have followed the procedure described by van de Ven et al. (2006). Other data-sets are
available for this cluster, but they have not been considered for the dynamical analysis
presented in this Chapter.

4.2 Fits and trends for the different relaxation classes

The values of the dimensionless parameters and the physical scales of the two families
of models determined by the photometric and kinematic fits are presented in Table 4.2

(the fitting procedure is described in Sect. 3.3). Note that, in general, for the f (ν) models
relatively low values of the concentration parameterΨ are identified (see Appendix A.3).
Quantitative information about the best-fit models and the observational profiles, such
as the number of the photometric and kinematic points, the values of the relevant re-
duced chi-squared, and the corresponding residuals, are listed in Table 4.3. To evaluate
the quality of the fits, in Table 4.4 we compare the values of the reduced photometric
and kinematic chi-squared, denoted by χ̃2

p and χ̃2
k respectively, with the two-sided 90%

confidence interval, calculatedwith respect to the reduced χ2-distribution, characterized
by the appropriate number of degrees of freedom (see Sect. 3.3.3 for details).

The surface brightness and the line-of-sight velocity dispersion profiles determined
by the fit procedure for the models, together with the observed profiles for the clusters
in the first, second, and third relaxation class, are shown in Figs. 4.1, 4.2, and 4.3, respec-
tively. In the panels, solid lines correspond to the best-fit King models and dashed lines

to the best-fit f (ν) models. The vertical solid (dashed) lines mark the position of the King

(f (ν)) model projected half-light radii. For the surface brightness profiles, the data from
Trager et al. (1995) are indicated with circles, the data from other sources with squares.
For the velocity dispersion data, the horizontal bars indicate the length of the radial bin
in which the data-points have been calculated; they do not have a role in determining
the fit. For each data-point the errors are shown as vertical error bars. Note that, even if
we insisted on selecting clusters with a reasonable number of data inside Rh, for about
half of the clusters, the kinematic profiles are undersampled in their central region.

In the following part of this section we will try to give a general assessment of the
quality of the fits in the various cases. The properties of the fits are best obtained by
checking directly the values provided in Tables 4.3 and 4.4 and by inspection of Figs. 4.1-
4.3. Table 4.3 shows that generally, for a given cluster, χ̃2

p > χ̃2
k, because the photometric

profiles are characterized by a larger number of data-points with reported smaller error-
bars. Table 4.4 shows that NGC 6656 is the only cluster for which the values of χ̃2

p and

χ̃2
k for the two models are inside the relevant 90% confidence interval. Within the King

modeling, four clusters have χ̃2
p inside the 90% confidence interval and nine have χ̃2

k in-

side the 90% confidence interval; within the f (ν) modeling, six clusters have χ̃2
k inside the

90% confidence interval. A visual inspection of the fits (in particular, see the kinematic
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Table 4.2: Dimensionless parameters and physical scales of the best-fit models.

King Models f (ν) Models

NGC Ψ r0 µ0 σ0 Ψ r0 µ0 σ0

(1) (2) (3) (4) (5) (6) (7) (8) (9)

104 8.58 ± 0.01 23.09 ± 0.23 14.33± 0.01 12.27± 0.19 8.21 ± 0.02 250.44± 1.46 14.29± 0.01 14.07± 0.22

288 4.82 ± 0.10 91.03 ± 2.86 20.02± 0.03 2.85 ± 0.19 3.91 ± 0.24 79.54± 5.37 19.88± 0.03 3.70 ± 0.25

362 7.80 ± 0.03 10.21 ± 0.11 14.66± 0.01 8.31 ± 0.44 6.86 ± 0.05 52.73± 1.09 14.70± 0.01 9.26 ± 0.50

2419 6.62 ± 0.04 19.70 ± 0.31 19.43± 0.03 5.04 ± 0.43 4.24 ± 0.09 29.86± 0.83 19.44± 0.04 7.28 ± 0.61

3201 6.17 ± 0.11 76.99 ± 3.05 18.35± 0.08 4.28 ± 0.19 4.09 ± 0.40 103.48± 11.71 18.33± 0.08 5.01 ± 0.23

5139 6.27 ± 0.05 136.94± 2.33 16.42± 0.04 14.83± 0.25 4.31 ± 0.07 150.63± 3.07 16.35± 0.04 23.41± 0.40

6121 7.32 ± 0.07 74.56 ± 1.76 17.00± 0.11 4.01 ± 0.30 7.39 ± 0.09 464.49± 20.40 17.01± 0.11 4.21 ± 0.31

6218 6.11 ± 0.07 51.56 ± 1.51 17.65± 0.07 3.93 ± 0.30 4.00 ± 0.14 60.69± 2.52 17.57± 0.07 5.58 ± 0.42

6254 6.26 ± 0.04 53.63 ± 0.60 16.88± 0.09 6.21 ± 0.37 2.67 ± 0.13 51.48± 1.45 16.84± 0.09 9.69 ± 0.59

6341 7.54 ± 0.02 14.72 ± 0.13 15.31± 0.01 9.28 ± 0.41 5.99 ± 0.04 50.00± 0.80 15.44± 0.01 12.77± 0.56

6656 6.47 ± 0.11 86.18 ± 2.34 16.41± 0.11 6.47 ± 0.38 5.99 ± 0.26 241.58± 26.46 16.41± 0.11 7.19 ± 0.42

6809 4.44 ± 0.11 129.11± 4.06 19.12± 0.04 2.92 ± 0.13 3.92 ± 0.19 101.53± 5.39 18.99± 0.04 3.61 ± 0.17

7078 8.09 ± 0.02 7.72 ± 0.13 14.07± 0.03 11.83± 0.24 8.17 ± 0.05 65.88± 0.94 13.59± 0.06 12.79± 0.26

Notes. For each cluster, named in column (1), for King and f (ν) models, we list: the concentration parameter Ψ, in other papers often indicated as
W0 (Col. (2) and (6)), the scale radius r0, expressed in arcsec (Col. (3) and (7), as defined in equations (A.2) and (A.10); note that they are intrinsic
quantities; they are recorded here in arcseconds for easier comparison with the observations, as shown in Figs. 4.1-4.3), the V band central surface
brightness µ0 in mag arcsec−2 (Col. (4) and (8)), and the central line-of-sight velocity dispersion σ0 in km s−1 (Col. (5) and (9)). Formal errors on the
various parameters are also recorded (see Sect. 3.3.4).
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Table 4.3: Quality of the fits.

King Models f (ν) Models

NGC Np Nk χ̃2
p 〈∆µ〉 (∆µ)max χ̃2

k 〈∆σ〉 (∆σ)max χ̃2
p 〈∆µ〉 (∆µ)max χ̃2

k 〈∆σ〉 (∆σ)max

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

104 231 16 3.487 0.41 4.68 7.411 1.03 3.39 6.433 0.24 1.53 10.367 1.34 2.98

288 85 6 1.251 0.30 0.98 0.442 0.21 0.33 3.891 0.46 1.10 2.040 0.46 0.78

362 239 8 3.113 0.58 7.09 1.307 0.99 1.74 1.563 0.15 0.92 3.345 1.55 2.45

2419 137 6 1.983 0.21 1.10 1.344 0.98 2.21 1.492 0.16 0.83 0.471 0.50 0.83

3201 80 16 1.308 0.38 1.49 1.783 0.83 1.73 1.289 0.36 1.48 4.005 1.21 2.29

5139 72 37 3.750 0.36 2.08 1.974 1.73 4.90 21.742 0.80 1.62 3.406 2.07 4.38

6121 228 10 1.460 0.27 1.33 0.450 0.47 0.94 1.710 0.29 1.33 0.581 0.52 0.93

6218 143 11 1.185 0.32 1.12 0.584 0.54 0.91 2.663 0.40 1.12 0.765 0.59 1.10

6254 162 6 5.046 0.37 2.75 0.606 0.48 0.65 4.372 0.22 1.12 1.844 0.89 1.15

6341 118 8 8.439 0.41 2.51 1.418 0.51 1.02 20.589 0.33 1.06 2.354 1.01 2.37

6656 143 7 1.019 0.23 0.66 0.942 0.67 1.36 1.056 0.23 0.66 1.699 0.89 1.83

6809 114 13 1.165 0.32 1.04 1.103 0.40 0.96 4.404 0.59 1.34 2.967 0.64 1.35

7078 310 35 6.136 0.75 5.00 3.229 1.33 3.06 3.813 0.36 1.41 1.981 1.37 3.25

Notes. For each cluster, named in column (1), we provide the number of points in the surface brightness (2) and in the velocity dispersion (3) profile.

For King and f (ν) models, we list: the reduced best-fit photometric chi-squared eχ2
p (Col. (4) and (10)), the mean (Col. (5) and (11)) and maximum

(Col. (6) and (12)) photometric residuals, the reduced best-fit kinematic chi-squared eχ2
k (Col. (7) and (13)), the mean (Col. (8) and (14)) and maximum

(Col. (9) and (15)) kinematic residuals.
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Table 4.4: Two-sided confidence intervals for the reduced χ2-distribution with n degrees of free-
dom.

Photometric Fits Kinematic Fits

NGC n King χ̃2
p f (ν) χ̃2

p χ̃2
inf χ̃2

sup n King χ̃2
k f (ν) χ̃2

k χ̃2
k,inf χ̃2

k,sup

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

104 229 3.49 6.43 0.85 1.16 15 7.41 10.37 0.48 1.67

288 83 1.25 3.89 0.76 1.27 5 0.44 2.04 0.23 2.21

362 237 3.11 1.56 0.85 1.16 7 1.31 3.35 0.31 2.01

2419 135 1.98 1.49 0.81 1.21 5 1.34 0.47 0.23 2.21

3201 78 1.31 1.29 0.75 1.28 15 1.78 4.01 0.48 1.67

5139 70 3.75 21.74 0.74 1.29 36 1.97 3.41 0.65 1.42

6121 226 1.46 1.71 0.85 1.16 9 0.45 0.58 0.37 1.88

6218 141 1.19 2.66 0.81 1.20 10 0.58 0.77 0.39 1.83

6254 160 5.05 4.37 0.82 1.19 5 0.61 1.84 0.23 2.21

6341 116 8.44 20.59 0.79 1.23 7 1.42 2.35 0.31 2.01

6656 141 1.02 1.06 0.81 1.20 6 0.94 1.70 0.27 2.10

6809 112 1.17 4.40 0.79 1.23 12 1.10 2.97 0.44 1.75

7078 308 6.14 3.81 0.87 1.14 34 3.23 1.98 0.64 1.43

Notes. For each cluster, named in column (1), separately for the photometric and the kinematic
fits, we provide the number of degrees of freedom of each fit (Col. (2) and (7)), the reduced best-fit

chi-squared for King (Col. (3) and (8)) and for f (ν) (Col. (4) and (9)) models, and the lower (Col. (5)
and (10)) and upper (Col. (6) and (11)) boundaries of the two-sided 90% confidence level interval
for the reduced χ2-distribution with n degrees of freedom.

fits for NGC 362, NGC 3201, NGC 6121, NGC 6656, NGC 6809 and the inner photometric
profiles of NGC 3201, NGC 6121, NGC 6218, NGC 6656, and NGC 7078) also suggests
that some systematic trends are clearly missed by both families of models.

First class

Within the class of relaxed globular clusters, for NGC 362 andNGC 7078 it is evident that
the King models cannot reproduce the observed surface brightness profiles, and that the

f (ν) models perform better, especially for describing the outer parts of the cluster. As

to the observed velocity dispersion profiles, we see that for NGC 7078 the f (ν) profile is
formally more adequate (at the 99.9% confidence level), while for NGC 362 the King pro-
file is the closer to the observations (at the 90% confidence level). We should recall that
these two globular clusters are flagged in the Harris (2010) catalog as post-core-collapse
clusters, although the listed value of the concentration parameter C is smaller than 2.5.
Indeed, the observations indicate that there are some processes that cannot be captured
by King models (with particular reference to the shallow cusp in the photometric profile
of NGC 7078), even if it is possible to obtain a global satisfactory fit.

By looking at the plots in Fig. 4.1, NGC 104 and NGC 6341 appear to have both
observed surface brightness and velocity dispersion profiles well represented by King
models (for NGC 6341 the King χ̃2

k falls within the 90% confidence interval), in spite of
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Figure 4.1: Fits by King models and anisotropic f (ν) models to the surface brightness profiles and
to the line-of-sight velocity dispersion profiles of relaxed globular clusters. In all panels, solid

lines correspond to the King-model fits, dashed lines to f (ν)-model fits; the vertical solid lines
mark the position of the King model projected half-light radii, Rh, the dashed ones the position of

the f (ν) model projected half-light radii. For the surface brightness profiles, the data from Trager
et al. (1995) are indicated with circles, the data from other sources (see Sect. 4.1.2) with squares.
For each data-point, errors are shown as vertical error bars; in the case of the velocity dispersion
profile, the horizontal bars indicate the length of the radial bin in which the data-points have been
calculated and have no role in the fitting procedure (see Sect. 3.3).
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Figure 4.1: (continued)

the fact that, from Table 4.4, the fits cannot be considered entirely satisfactory. Curiously,
NGC 6121 is equally well described by the two models; the values of the reduced chi-
squared are slightly lower for the King model, but in practice the quality of the two fits
is similar.

We notice that for NGC 104 and NGC 6121 it is particularly evident that the last point
in the velocity dispersion profile is significantly higher than expected by both models.
A partial explanation of this fact could be the very large extent of the radial interval in
which it is calculated. Therefore, it is important to obtain more velocity data-points in
the outer regions to clarify this issue.

Second class

Best-fit profiles for globular clusters in the intermediate relaxation class are shown in
Fig. 4.2. For NGC 288, NGC 6218, and NGC 6809 King models provide a better fit to
both the surface brightness and the velocity dispersion profile (at the 90% confidence
level in all cases).

For the other globular clusters in this relaxation class the results are less sharp. In
fact, for NGC 3201 and NGC 6254 the surface brightness profiles are formally better re-

produced by f (ν) models (for the first, at 95% confidence level), while the corresponding
velocity dispersion profiles are formally better described by King models (at the 95%
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Figure 4.2: Fits by King models and anisotropic f (ν) models to the surface brightness profiles and
to the line-of-sight velocity dispersion profiles of globular clusters in the intermediate relaxation
condition, in the same format as in Fig. 4.1.

and 90% confidence level, respectively). The best-fit concentration parameter obtained

by means of f (ν) models for the globular cluster NGC 6254 is very small; we recall that
for these models low concentration models exhibit a sizable core (see Appendix A.3).
For NGC 6656 both the surface brightness and the velocity dispersion profile are approx-
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Figure 4.2: (continued)

imately equally well reproduced by the two families of models (at the 90% confidence
level in all cases).

For NGC 3201, NGC 6656, and NGC 6809 the velocity dispersion profiles have an
irregular shape in the central regions: even if King models formally perform better than

f (ν) models, they are unable to reproduce the observations. We tried to choose a different
binning for the data and we found that this irregularity does not depend on the way in
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Figure 4.3: Fits by King models and anisotropic f (ν) models to the surface brightness profiles and
to the line-of-sight velocity dispersion profiles of partially relaxed globular clusters, in the same
format as in Fig. 4.1.

which the observed velocity dispersion profile is constructed from the available data-
set. Clearly, more data are necessary in order to obtain a more convincing description of
these systems.

Third class

In Fig. 4.3, we show the best-fit profiles for partially relaxed globular clusters. For these

two clusters we see discordant results: for NGC 2419 f (ν) models are more adequate
for describing the data (at the 99.99% and 90% confidence level for the photometric and
kinematic fit, respectively), while for NGC 5139 King models provide a better fit to the
observed profiles. However, even if formally King models perform better in describing
the kinematic profiles of NGC 5139, they do not provide a satisfactory description of the

kinematics of the central parts of the cluster (see Fig. 4.3); in this respect, the f (ν) models
give a better representation of the inner kinematics.
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General results

To summarize, we found that, as expected, f (ν) models tend to perform globally bet-
ter than King models for the least relaxed globular cluster of our sample, NGC 2419.

For NGC 2419, the good performance of f (ν) models might correspond to the partial re-
laxation condition of the cluster, consistent with the physical picture that motivates the

definition of the f (ν) models, as outlined at the beginning of this Chapter. In addition,
for three clusters in the second relaxation class (NGC 3201, NGC 6254, and NGC 6656),
f (ν) models are competitive with King models. Furthermore, f (ν) models can describe
well a relatively steep central slope of the velocity dispersion profile, even when the cor-
responding photometric profile is cored, while King models and other isotropic models
(such as Wilson 1975 models) are unable to reproduce this kinematical behavior. This
fact is evident from the kinematic fits for NGC 2419, NGC 5139 and for possibly one
cluster in the intermediate relaxation condition (NGC 6218).

As far as the behavior of the photometric profiles at large radii is concerned, we
see that, especially for NGC 104, NGC 362, NGC 6254, NGC 6341, and NGC 7078 King
models do not provide a good description of the truncation, as noted in a number of
previous studies (in particular, see McLaughlin & van der Marel 2005; Jordi & Grebel
2010; Küpper et al. 2010, in which the outermost parts of the surface brightness pro-
files are appropriately modeled by using N-body simulations). In some cases, the ob-

served profile falls between the King and the f (ν) profiles. This suggests that truncated

f (ν) models might behave systematically better than King models for describing these
stellar systems. To a large extent, the modification by truncation in phase space of the

anisotropic (non-truncated) f (ν) models is complementary to the generalization of the
isotropic (truncated) King models to models characterized by anisotropic pressure, that
is, the so-called Michie-King models (in which the truncated Maxwellian is associated
with the anisotropic factor of the Eddington models; see Michie 1963, Gunn & Griffin

1979). Of course, the simple physical picture offered by King, f (ν), and Michie-King
models still suffers from a number of limitations. Such a simple picture is bound to fail
in the modeling of clusters in which core collapse has taken place. Therefore, it is not
surprising that clusters such as NGC 362 and NGC 7078, even if they belong to the first
relaxation class, are not described by isotropic King models as well as expected.

We wish to reiterate that, in general, the kinematic fits are crucial to assess if a model
is actually able to describe a given globular cluster (as we anticipated in Sect. 2.4). Un-
fortunately, the observed velocity dispersion profiles are generally less accurate and less
reliable, with respect to the surface brightness profiles; not only the outer parts (radii
close to the truncation radius), but also the inner parts (inside the half-light radius) are
often not well sampled as would be desired. The present study confirms that in the
future it would be desirable to acquire new and better kinematic data (our effort is de-
scribed in Chapters 7 and 8).

4.3 Isotropic vs. anisotropic models

4.3.1 Global results

The values of the relevant structural parameters derived from the best-fit models are
presented in Table 4.5. To compare quantitatively the properties of the best-fit models
selected in the two families of models for each globular cluster, we can correlate the val-
ues of the derived parameters, such as the half-mass radius rM, the total mass M , the
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Figure 4.4: Comparison between the values of the structural parameters derived from King and

f (ν) best-fit models. The top left panel shows, as crosses, the values of half-mass radii, the top
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models, and the y-axis to those calculated with f (ν) models; the dotted diagonal line denotes the
identity relation. The intrinsic quantity rM would be best given in parsecs, but it is reported here
in arcseconds for easier comparison with the observed profiles and with the projected half-light
radius Rh represented in the previous figures.

central mass density ρ0 and the mass-to-light ratio M/L. These correlations are illus-
trated in Fig. 4.4.

For the majority of the globular clusters considered in our sample, the values of the

half-mass radius from f (ν) models are larger than those obtained fromKingmodels; only
for NGC 362 the opposite is true. For NGC 288, NGC 5139 and NGC 6809 the values
calculated from the two models basically coincide. By comparing the values of the total
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Table 4.5: Derived structural properties.

King Models f (ν) Models

NGC c Rc rM rtr M M/L ρ0 Rc rα/rM rM rα M M/L ρ0

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15)

104 2.00 22.60 2.57 2335.74 7.181 1.34 5.011 23.25 1.783 4.82 8.59 8.047 1.50 5.094

288 0.99 79.49 7.51 896.85 0.740 1.88 2.043 58.24 0.866 7.53 6.53 0.850 2.18 2.427

362 1.77 9.88 2.65 605.79 1.867 1.05 4.826 11.34 1.786 2.13 3.80 1.828 1.03 4.761

2419 1.42 18.58 19.56 516.97 7.843 1.72 1.874 20.01 0.958 23.97 22.95 10.912 2.40 2.081

3201 1.30 71.58 3.85 1532.62 1.131 1.91 3.012 72.31 0.915 5.14 4.70 1.088 1.86 3.026

5139 1.32 127.68 7.51 2861.08 26.446 1.93 3.537 98.89 0.978 7.46 7.30 35.427 2.58 4.049

6121 1.62 71.31 2.62 3144.17 0.654 1.10 3.656 72.45 1.868 4.40 8.23 0.750 1.26 3.661

6218 1.28 47.81 2.47 982.45 0.614 1.96 3.306 43.45 0.890 3.03 2.69 0.786 2.52 3.577

6254 1.32 50.02 2.48 1125.66 1.532 1.61 3.741 47.97 0.564 3.35 1.89 2.161 2.67 4.003

6341 1.69 14.18 2.12 724.28 2.866 1.83 4.638 17.12 1.523 2.43 3.70 3.956 2.53 4.691

6656 1.38 80.92 3.13 2057.81 2.081 1.11 3.636 82.71 1.523 4.53 6.89 2.337 1.24 3.652

6809 0.92 110.09 5.90 1072.17 0.604 1.12 2.214 74.28 0.867 5.83 5.06 0.627 1.16 2.628

7078 1.86 7.51 1.70 560.55 3.976 1.12 5.207 6.27 1.793 2.92 5.24 4.056 1.14 5.420

Notes. For each cluster, listed in column (1), for the King models, we provide (2) the concentration index c = log(rtr/r0) (see Eqs. (A.2), (A.3)) and

(5) the truncation radius rtr, in arcsec; for the f (ν) models, in Col. (10) the ratio between the anisotropy and the half-mass radius and in Col. (12) the

anisotropy radius rα, defined as α(rα) = 1 (see Eq. (2.19) for the definition of α), in pc. For both King and f (ν) models, we list: the core radius Rc

(defined in the standard way) in arcsec (Col. (3) and (9)), the intrinsic half-mass radius rM, in pc (Col. (4) and (11), respectively), the total mass M of
the cluster (Col. (6) and (13)) expressed in units of 105 M⊙, the V band mass-to-light ratio in solar units (Col. (7) and (14)) and the logarithm of the

central mass density ρ0 in M⊙ pc−3 (Col. (8) and (15)).
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Table 4.6: Core and half-mass relaxation times for the best-fit King and f (ν) models.

King Models f (ν) Models

NGC logTc logTM logTc log TM

(1) (2) (3) (4) (5)

362 7.565 8.971 7.713 8.825

7078 7.620 8.820 7.491 9.176

6121 7.818 8.774 7.836 9.137

104 7.846 9.198 7.922 9.629

6341 7.881 8.904 8.142 9.052

6218 8.140 8.725 8.142 8.902

6254 8.269 8.892 8.334 9.150

6656 8.418 9.099 8.451 9.361

3201 8.523 9.123 8.545 9.305

6809 8.835 9.289 8.529 9.288

288 8.969 9.482 8.750 9.509

5139 9.515 10.140 9.429 10.191

2419 9.812 10.537 9.970 10.731

mass and of the central mass density calculated with the two families of models, we see

that for the whole sample (with few exceptions) the values calculated with f (ν) models
are larger than those calculated with King models; this fact is not at all surprising, since

the f (ν) models are not truncated. As to the mass-to-light ratios, we see that there is not

a tight correlation between the values calculated with King and f (ν) models, the latter
being almost always larger. Similar trends are noted also in the structural properties
derived from (isotropic) models characterized by a more spatially extended truncation,
such as the Wilson models (see McLaughlin & van der Marel 2005).

In Table 4.6, we list the values of the core and half-mass relaxation times calculated by
using the two best-fit dynamical models for each globular cluster; the clusters are listed
in order of increasing King core relaxation times, and the separation in three classes
of relaxation here adopted is marked with horizontal lines. Figure 4.5 illustrates the
correlation between the values of these parameters.

When considering the core relaxation times (calculated according to Eq. (10) of Djor-
govski (1993), as in the Harris 2010 catalog), we see that the original division in the
relaxation classes proposed in Sect. 1.3.1 on the basis of the values listed in the Harris
catalog is confirmed. The only exception is NGC 6341: according to the value of the core

relaxation time calculated with its best-fit f (ν) model, this cluster should belong to the
second class, rather than to the first. When we list globular clusters according to increas-
ing core relaxation times estimated with the models identified in this work, we see that
the order of relaxed globular clusters changes with respect to that of Table 4.1. However,
there is a general agreement between values of these quantities calculated with the two
families of models.

To calculate the half-mass relaxation times we followed the definition of Eq. (5) in
Spitzer & Hart (1971), which is based on the half-mass radius (see also Sect.2.1.1). We

see that the values from f (ν) models are larger than those from King models, except for
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Figure 4.5: Comparison between the values of the relaxation times derived from King and f (ν)

best-fit models. The left panel shows the values of core relaxation times, the right panel the half-
mass relaxation times. The format is the same as in Fig. 4.4.

NGC 362 and NGC 6809 (for the latter cluster, the estimated values are approximately
equal). In contrast with the case of the core relaxation times, the values of the half-mass
relaxation time turn out to be more model-dependent. Such dependence is likely to be
due to the differences between the density profiles of the two families of models, which,
in general, are less significant in the central regions and become more evident at radii

larger than the half-mass radius. The introduction of a truncation for f (ν) models would
also lead to different values of these parameters. We notice that usually the half-mass
relaxation time is calculated by inserting in the relevant definition directly the (projected)
half-light radius (see, for example, Harris 2010 and McLaughlin & van der Marel 2005).
By following the same procedure, we found that the values of the half-mass relaxation
times are less model dependent, and closer to the values listed in the Harris catalog.

4.3.2 Comparison with previous studies

In the case of King models, it is interesting to compare the values of the structural pa-
rameters found in the present investigation with those obtained in previous studies, as
summarized in Table 4.7. By combining the formal errors from both analyses, the com-
parison of our results with those of McLaughlin & van der Marel (2005) is the most
significant because their values result from a fitting procedure which is similar to the
one we have followed; for this reason, it is also, to some extent, the most surprising. We
recall that the errors on the parameters can be found in Table 4.2. McLaughlin & van
der Marel (2005) list the formal errors on the parameters in their Tables 10 and 12. No
similarly detailed comparison with other papers could bemade, because in general error
analysis is not provided.

We notice that for ten globular clusters (all but NGC 2419, NGC 6254, and NGC
7078) our values of Ψ agree, within the errors, with the values of McLaughlin & van der
Marel (2005); for the scale radius, agreement is found for eight objects (all but NGC 2419,
NGC 6121, NGC 6254, NGC 6341, and NGC 7078). We may argue that the discrepancy is
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Table 4.7: Comparison between the values of structural parameters from best-fit King models
found in our analysis and in previous studies. See Table 4.2 for the description of column entries.

NGC Ref. Ψ r0 µ0 σ0 NGC Ref. Ψ r0 µ0 σ0

104 (0) 8.58 23.09 14.33 12.27 288 (0) 4.82 91.03 20.02 2.85

(1) 9.33 15.25 14.42 11.5 (1) 4.33 94.05 20.00 2.9

(2) 8.70 22.84 14.42 . . . (2) 4.65 98.41 20.00 . . .

(3) 8.6 23.19 14.36 15.27 (3) 4.8 92.87 20.00 2.79

(4) 8.81 22.01 14.38 11.0 (4) 4.80 92.79 20.05 2.9

362 (0) 7.80 10.21 14.66 8.31 2419 (0) 6.62 19.70 19.43 5.04

(1) 8.93 7.19 14.79 6.4 (1) 6.55 19.88 19.77 3.0

(2) 6.80 10.79 14.79 . . . (2) 6.55 22.19 19.77 . . .

(3) 7.9 10.05 14.66 11.12 (3) 6.5 20.60 19.44 5.32

(4) 7.76 11.16 14.80 6.4 (4) 6.44 20.47 19.67 4.0

3201 (0) 6.17 76.99 18.35 4.28 5139 (0) 6.27 136.94 16.42 14.83

(1) 6.17 86.22 18.96 5.2 (1) 5.77 157.85 16.81 16.0

(2) 6.21 93.55 18.96 . . . (2) 5.94 168.01 16.81 . . .

(3) 6.1 77.68 18.30 4.21 (3) 6.2 141.20 16.44 13.75

(4) 6.14 83.98 19.00 5.0 (4) 6.21 152.73 16.81 16.8

6121 (0) 7.32 74.56 17.00 4.01 6218 (0) 6.11 51.56 17.65 3.93

(1) 7.24 45.38 17.88 4.2 (1) 6.55 37.57 18.00 4.5

(2) 7.20 52.37 17.88 . . . (2) 6.48 42.38 18.00 . . .

(3) 7.4 72.57 16.94 5.25 (3) 6.1 51.74 17.62 4.66

(4) 7.40 72.42 17.95 4.0 (4) 6.33 50.70 18.10 4.5

6254 (0) 6.26 53.63 16.88 6.21 6341 (0) 7.54 14.72 15.31 9.28

(1) 6.55 48.45 17.70 6.6 (1) 8.22 11.27 15.46 5.9

(2) 6.55 54.49 17.70 . . . (2) 7.92 14.56 15.46 . . .

(3) 6.5 49.41 16.85 6.17 (3) 7.5 16.15 15.61 8.71

(4) 6.48 49.19 17.70 6.6 (4) 7.50 16.20 15.47 6.0

6656 (0) 6.47 86.18 16.41 6.47 6809 (0) 4.44 129.11 19.12 2.92

(1) 6.17 83.19 17.40 9.0 (1) 3.17 192.94 19.40 4.9

(2) 6.21 91.41 17.40 . . . (2) 3.53 215.54 19.40 . . .

(3) 6.5 85.15 16.38 8.56 (3) 4.5 126.41 19.07 3.73

(4) 6.48 84.96 17.42 7.8 (4) 4.49 126.22 19.36 4.0

7078 (0) 8.09 7.72 14.07 11.83

(1) 12.32 1.96 14.21 12.0

(2) 10.75 4.09 14.21 . . .

(4) 9.72 8.49 14.21 13.5

Notes. For NGC 7078 the entry marked with (3) is missing: the authors of this work decided to
exclude this globular cluster from their analysis because it is core-collapsed. In references (2) and
(4) only the core radii are given; therefore we used the values of Rc and Ψ to calculate r0 (see
Appendix A.1).

References. (0) This work; (1) Pryor & Meylan 1993; (2) Trager et al. 1995; (3) McLaughlin & van
der Marel 2005; (4) Harris 2010.
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partly due to the fact that our surface brightness profiles usually contain a larger number
of data-points with respect to those of the cited paper, even when we do not merge the
original profiles by Trager et al. (1995) with those of other sources.

The discrepancies between the values of the central surface brightness derived here
and those resulting from previous studies are primarily due to the correction for the
extinction, usually neglected, introduced in our analysis, following McLaughlin & van
derMarel (2005). In fact, such discrepancies are not severe; only three objects (NGC 6341,
NGC 6809, and NGC 7078) have values which are not consistent, within the errors, with
respect to values determined in previous studies. The reason for this is the fact that we
added to these profiles the more recent and more accurate data fromNoyola & Gebhardt
(2006).

The structural parameter for which the differences between the values obtained in
our analysis and those in the literature are the most relevant is the central line-of-sight
velocity dispersion. For NGC 288, NGC 2419, NGC 3201, NGC 6121, NGC 6254, and
NGC 7078 we see that our values agree, within the errors, with at least one of the values
found in the literature (only four of them with McLaughlin & van der Marel 2005). This
discrepancy is not at all surprising, because the kinematic data are the most uncertain.
This fact gives one further argument for the need for more numerous and more accurate
kinematic data for these systems.

4.3.3 Central slope of the photometric and kinematic profiles

When considering the surface brightness profiles of our selected globular clusters, we
note that there are cases in which the observed photometric profiles deviate from the
calculated ones at small radii. In particular, by focusing on the innermost regions of the
profiles, we see that this is the case for NGC 6121, NGC 6218, and NGC 7078, for which
the models are underluminous, and NGC 288, NGC 6656, and NGC 6809, in which the
models are overluminous, and NGC 3201, for which the observed central surface bright-
ness appears to oscillate. A convincing explanation for the disagreement found in these
cases is still lacking. In spite of these local discrepancies, the global values of the statisti-
cal indicators may be satisfactory (see Table 4.4).

As far as the velocity dispersion profiles are concerned, in four cases (NGC 288, NGC
3201, NGC 6121, andNGC 6656), both models overpredict the central data-points, while,
as mentioned in Sect. 4.2, four clusters (NGC 2419, NGC 5139, and, possibly, NGC 6218
and NGC 6254) show a relatively large gradient of the profile in the central regions. At
variance with the study of elliptical galaxies, the kinematic profiles of globular clusters
are often undersampled inside the half-light radius.

As described in Sect. 1.4.1, recently, the central cusps in the observed photometric
and kinematic profiles of some globular clusters have been interpreted as clues of the
presence of an intermediate-mass black hole in the center of the system (see the analytical
model by Bahcall &Wolf 1976 and the N-body simulations by Baumgardt et al. 2005 and
Noyola & Baumgardt 2011), and a variety of dynamical models (either defined from
distribution functions or as solutions of the Jeans equations), have been used in order to
constrain the mass of such central object (the best known example is the controversial
case of ω Cen, studied by Noyola et al. 2008 and van der Marel & Anderson 2010, with
different conclusions). However, Vesperini & Trenti (2010) showed that these shallow
photometric cusps are not decisive signatures of the presence of an intermediate-mass
black hole, and that they might be related to other dynamical processes; moreover, the
authors emphasize the fact that the typical accuracy in the data may be insufficient to
characterize the slope of the profile as desired.
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As shown in the previous sections, the presence of radially-biased pressure anisot-

ropy (which occurs in the context of the family of f (ν) models or of the Michie-King
models, see Michie 1963) can also produce a relatively rapid decline in the central part of
the velocity dispersion profile. Therefore, here we are reiterating a point already noted
in the literature, that the presence of a central intermediate-mass black hole should not
be considered as the only physical explanation of the existence of a central kinematical
peak. Unfortunately, our independent conclusion only confirms that the interpretation
of this interesting kinematical feature is more model dependent than desired. We recall

that f (ν) models are characterized by a “realistic” anisotropy profile (see Fig. 6 in Trenti
& Bertin 2005, and Fig. A.4 in this Thesis): the central regions are more isotropic than the
outer ones in velocity space, because the models represent a scenario in which violent
relaxation has acted more efficiently in the center. This differential kinematical feature is
not always present in dynamical models based on the Jeans approach, which, to obtain
a fast decline in the velocity dispersion profile in the absence of a central intermediate-
mass black hole, usually requires very high values of the anisotropy parameter, even
in the central regions of the cluster (see, for example, Sect 4.2 in Noyola et al. 2008 or
Sect 5.3 in Lützgendorf et al. 2011).

4.3.4 Radial orbit instability

Systems in which there is a great amount of radial kinetic energy with respect to tangen-
tial kinetic energy are subject to the radial orbit instability.

Polyachenko & Shukhman (1981) (see also Fridman & Polyachenko 1984) introduced
a parameter defined as:

κ =
2Kr

Kt
(4.1)

where Kr and Kt represent the radial and the tangential component of the total kinetic
energy, respectively, and argued that when:

κ > 1.7 ± 0.25 (4.2)

radial orbit instability occurs. Actually, different families of models generally have dif-
ferent threshold values for the instability. A detailed discussion of the onset of the radial

orbit instability for the family of f (ν) models can be found in Trenti & Bertin (2005), Trenti
et al. (2005), and Trenti & Bertin (2006), where the validity of the criterion expressed in
Eq. (4.2) is discussed.

We calculated the values of the parameter κ for the f (ν) models that provide the best
fit to the observed profiles of the globular clusters of the sample (see Table 4.8). It is
interesting to note that globular clusters belonging to a given relaxation class tend to
have similar values of the stability parameter (κ ≈ 1.3, 1.8, 1.7 for the first, second, and
third relaxation class, respectively; in this respect, NGC 6656 and NGC 6254 appear to
exhibit an exceptional behavior). In other words, the relaxed class is found to be more

isotropic by the f (ν) diagnostics.
The majority of the globular clusters that have κ >∼ 1.7 are likely to be in a condition

of marginal instability. The case of NGC 6254 does remain problematic: the value of its
stability parameter κ is significantly larger than the threshold, and this cluster appears to
be unstable with respect to the radial-orbit instability. From their analysis on this issue

for the f (ν) family of models, Trenti et al. (2005) concluded that low-concentratedmodels
(with Ψ . 4) should be unstable: indeed, the best-fit concentration parameter for NGC
6254 is the lowest among those obtained for the globular clusters in our sample.
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Table 4.8: Global anisotropy parameter for the best-fit f (ν) models.

Relaxed Intermediate Partially Relaxed

NGC κ NGC κ NGC κ

362 1.353 6218 1.835 5139 1.754

7078 1.301 6254 2.307 2419 1.771

104 1.301 6656 1.443

6121 1.320 3201 1.810

6341 1.443 6809 1.859

288 1.859

We argue that the introduction of a truncation in phase space to the family of f (ν)

models might have a stabilizing effect, since such truncation will affect primarily the
outer parts of a given configuration, which are dominated by radially-biased pressure
anisotropy. Therefore the truncation is likely to reduce the global value of the radial
component of the total kinetic energy.

4.4 Discussion and conclusions

We have performed a detailed combined photometric and kinematic study of a sample
of Galactic globular clusters, representing systems under different relaxation conditions.
For these objects, surface brightness and velocity dispersion profiles have been fitted
by means of two different families of dynamical models, the truncated isotropic King

models and the non-truncated, anisotropic f (ν) models. The analysis has been carried
out by following the same procedure used in the past to study the dynamics of elliptical
galaxies and described in Sect. 3.3. Each globular cluster is then associated with two
best-fit models. The main conclusions can be summarized as follows.

• The expected trend, that King models should perform better for more relaxed glob-
ular clusters, has been checked to exist but it is not as sharp as anticipated. The two
clusters (NGC 104 and NGC 6341) for which the global fit by King models is most
convincing indeed belong to the class of relaxed objects. King models tend to of-
fer a good representation of the observed photometric profiles (as is commonly
reported), regardless of the relaxation condition of the system (but a statement of
this kind should also be supported by the relevant statistical indicators; see Ta-
ble 4.4). However, the quality of the fits by King models to the kinematic profiles
remains to be proved, even for relaxed clusters, because of the few data-points and
the large error bars in the observed profiles. Three clusters for which the King
models appear to be inadequate do not actually come as a surprise: NGC 2419 is
the least relaxed cluster of the sample and NGC 362 and NGC 7078 are suspected
to be post-core-collapse clusters.

• The second expected trend, that less relaxed clusters might exhibit the character-
istic signature of incomplete violent relaxation, is also partly present but is not
as sharp as might have been hoped for. Some cases indeed point to a significant
role of radially-biased pressure anisotropy. The least relaxed cluster, NGC 2419, is

well described by the f (ν) models. For the second least relaxed cluster, NGC 5139,
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the central shallow cusp in the velocity dispersion profile appears to be well cap-

tured by the f (ν) models. A marginal indication in favor of the f (ν) models also
comes from inspection of the inner kinematic profiles of NGC 6218 and NGC 6254,
although these two clusters are not among the least relaxed objects. In contrast,
King models and other isotropic models (such as the spherical Wilson models)
have difficulty in matching significant velocity gradients inside the half-light ra-

dius. Therefore, the partial success of the f (ν) models suggests that for some glob-
ular clusters radially-biased pressure anisotropy may be important. This property
could be examined further by means of better spatially-resolved kinematic data
in the inner regions (i.e., at radii out to approximately the half-light radius). This
result is in line with the conclusions of recent papers: in particular, see Ibata et al.
(2011) and references therein, based on the application of King-Michie models.

• In some clusters, regardless of the relaxation condition, some qualitative character-
istics of the observed profiles are missed by both families of models here consid-
ered. It may be that part of these cases would be resolved by a study in terms of

truncated f (ν) models. But it may also be that other ingredients, such as rotation
(solid-body or differential), play a role (see for example Chapter 6).

• This work demonstrates that the values of some structural parameters, such as
the total mass and the half-mass radius, can be significantly model-dependent. In
view of the results listed in the previous items, this is a clear warning against an
indiscriminate use of structural parameters for globular clusters based on only one
family of models (the spherical King models).

• In general, the kinematic fits are crucial to assess if a model is actually suited to
describe a given globular cluster. The main issue in testing dynamical models on
globular clusters is therefore the general lack of good kinematic data: the data are
available for a small fraction of the population of Galactic globular clusters and
generally made of a small number of data-points, not well distributed in radius.
Surprisingly, the kinematic profile is often not well sampled as desired inside the
half-mass radius. As discussed above this is a key region for confronting the per-
formance of different dynamical models. In addition, accurate data in the outer-
most parts, close to the truncation radius, would touch on other important issues,
such as the role of tides. To address this problem, we submitted two proposals to
ESO: we will discuss them in Chapters 7 and 8.

• Some of the clusters considered in this Chapter have been also analyzed by means
of other dynamical models. In Chapter 5 we present a study of newdensity profiles
of NGC 6341 bymeans of King (1966) andWilson (1975) spherical isotropic models.
Axisymmetric rotating models (Varri & Bertin 2012) have been used to describe
the globular clusters NGC 104, NGC 5139, and NGC 7078 (see Chapter 6). We
postpone a comparison between the results found here and the results of those
investigations to the mentioned Chapters.





CHAPTER 5

A signature of mass segregation in the globular cluster
NGC 6341 (M92)

The dynamics of stars located in the outermost regions of globular clusters is influenced
by the effects induced by the external tidal field of their host galaxy (Spitzer & Chevalier
1973; Aguilar et al. 1988). One of the expected effects is the evaporation of low-mass stars
(Spitzer & Harm 1958): by escaping from the cluster, they can form halos or extended
tidal tails, that are indeed sometimes observed around these systems. The first obser-
vational evidence of these structures around globular clusters was found from photo-
graphic plates data (Grillmair et al. 1995; Lehmann & Scholz 1997; Testa et al. 2000; Leon
et al. 2000). Investigations based on more accurate CCD photometry also presented evi-
dence of tidal tails (Odenkirchen et al. 2001, 2003; Grillmair & Johnson 2006; Chun et al.
2010) and of surrounding halos (Lee et al. 2003; Olszewski et al. 2009; Jordi & Grebel
2010; Correnti et al. 2011) around more than 30 Galactic globular clusters.

The investigation presented here originated from the idea of confirming the possible
presence of extra-tidal material around the cluster NGC 6341 (M92) , and to accurately
determine the distribution of stars in the outermost regions of the cluster. We decided to
consider this particular cluster because, even if it has already been the target of several
studies on this topic, an accurate determination of the density distribution in its external
regions was still missing. Indeed, by using photographic plates, Testa et al. (2000) have
provided evidence of the presence of extra-tidal stars at a distance of about 30′ from the
cluster center, and have computed a surface density map, which shows marginal evi-
dence for an elongation in the extra-tidal extension orthogonal to the direction of the
Galactic center. More recently, by using data obtained with a mosaic CCD camera, Lee
et al. (2003) confirmed the presence of extra-tidal stars and showed that the elongation
of the isodensity contours is observed only for the brightest stars. Jordi & Grebel (2010)
analyzed the Sloan Digital Sky Survey (SDSS) photometric catalog and found an elonga-
tion in the density contours in the same direction as that detected by Testa et al. (2000),
even though their data do not cover uniformly the entire area around the cluster.

The surface brightness profile obtained for this cluster by Trager et al. (1995), sup-
plemented by the one of Noyola & Gebhardt (2006), which covers the central region of
the cluster, was used for the dynamical analysis presented in Chapter 4. Another pro-
file, focusing on the outer regions of the cluster NGC 6341 is given by Lee et al. (2003).
These radial profiles do not give any indication of the size of deviations from spherical
symmetry (for these, an inspection of the density contours would be required); anyway,
they may give useful indications of the presence of extra-tidal material.

The analysis presented in this Chapter does not provide evidence for the presence
of these effects, but a comparison between number density and surface brightness data
obtained from the same set of observations led to identifying another interesting and
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Table 5.1: Details of ACS observations.

Pointing Band N. of exp. Exp. time

α - HRC(a) F435W 6 340 s

F555W 155 10-100s

β - WFC(b) F606W 3 0.5, 5, 90 s

F814W 3 0.5, 6, 100 s

γ - WFC(c) F475W 3 3, 20, 40 s

F814W 3 1, 10, 20 s

Notes. Pointing a has been obtained by means of the ACS High Resolution Channel (HRC), point-
ings b and g by means of the ACS Wide Field Channel (WFC).
(a) GO-10335, PI: H. Ford; (b) GO-9453, PI: T. Brown; (c) GO-10505, PI: C. Gallart.

important problem. The analysis of the different profiles has indeed shown that different
dynamical tracers are distributed in a different way in the cluster: this can be interpreted
as a signature of mass segregation.

This Chapter is organized as follows. In Sect. 5.1 we present the observational data
used in this study, and we provide details on the calculation of the number density and
surface brightness profiles, and of the isodensity contours. In Sect. 5.2 we give a descrip-
tion of these data by means of isotropic dynamical models, and we discuss the interpre-
tation of our results as a signature of mass segregation. Finally, in Sect. 5.3 we draw our
conclusions.

The work described in this Chapter is based on the article Di Cecco et al. (2013). Some
variations have beenmade in the presentation of this study: we decided to dedicatemore
space, here, to the dynamical analysis of the cluster, and we included an analysis of its
kinematics (not present in the article).

5.1 Observations and data

To obtain a good coverage of the entire extent of the cluster, we combined ground-based
data collected by means of the mosaic camera MegaCam at the Canada-France-Hawaii
Telescope (CFHT) with data collected by the Advanced Camera for Surveys (ACS) on
board of the Hubble Space Telescope (HST). The MegaCam images were collected in g′,
r′, i′, z′ bands1. The ACS data have been obtained by means of three different pointings,
whose details are given in Table 5.1 (see also Di Cecco et al. 2010 for a description of
the procedure adopted to reduce these data). In order to increase the radial extent of
the area covered by our data-set, we supplemented our data with multiband (g, r, i, z)
data collected by the Sloan Digital Sky Survey (SDSS) (Aihara et al. 2011). These ground-
based data cover an area of∼ 4◦×4◦ around the cluster center, but they are not uniformly
distributed. Figure 5.1 displays the sky coverage of the considered data-sets.

The completeness of each data-set was estimated, and the star counts were accord-
ingly corrected to take this into account. In summary, we are dealing with three different
data-sets, that cover different regions of the cluster:

1. R ≤ 1.25′, ACS-WFC pointing β.
For radial distancesR < 0.18′ the completeness was estimated using the data from

1Proposal ID: 2004AC03, PI: J. Clem
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Figure 5.1: Extent of the considered data-sets in the region centered on the globular cluster NGC
6341. Panel (a). Images collected with the ACS on board the HST: the red and the blue squares
show the images collected with the WFC (pointings b and g respectively), the small green square
those collected by the HRC (pointing a). Stars observed in ground-based images collected with
CFHT are displayed as black dots. The field of view of this plot is 1◦

× 1◦. Panel (b). Images
collected with ground-based telescopes, namely CFHT (black dots) and SDSS (brown dots). Note
that the SDSS data-set does not uniformly cover the area of the sky around NGC 6341. The field
of view of this plot is 4◦

× 4◦. In both panels, the orientation is shown in the bottom right corner.

pointing α, that were obtained with the ACS-HRC. In the region between 0.18′ and
1.25′, these data display a gap of 2.5′′ due to the separation of the CCDs; to correct
this, we selected two regions of 2.5′′ at the edges of the gap and we randomly
extracted half of the stars in each of the two regions.

2. 1.25′ < R ≤ 30′, CFHT.
For radial distances 1.25′ < R ≤ 3.33′ the completeness was estimated using ACS-
WFC data from pointing γ; the comparison of these data-sets indicates that for
i ≤ 22 mag the CFHT data-set can be considered complete at larger distances.

3. 30′ < R ≤ 2◦, SDSS.
The completeness was estimated using CFHT data. SDSS data are complete for
i ≤ 22 mag and radial distances larger than 11.7′, but by inspecting Fig. 5.1 it is
evident that they do not uniformly cover the entire region around the cluster; a
correction was applied to star counts to account for this.

To provide homogeneous star counts across the entire globular cluster, the i and the
r band from the SDSS, as well as the F814W and the F606W band of pointing β were
transformed into the i′ and the r′ band of the MegaCam photometric system; in the
following, we will omit the prime, when referring to CFHT bands. The accuracy in these
transformations is better than 0.02 mag (Di Cecco et al. 2010). We decided to convert all
the magnitudes into i and r bands because they are common to all the considered data-
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Figure 5.2: Panel (a). Color-magnitude diagram (i, r− i) of stars in the CFHT and ACS-WFC data-
sets. Panels (b) and (c). Color-magnitude diagrams for candidate NGC 6341 member (accepted)
stars and for candidate field (rejected) stars, respectively.

sets, and because the data in these bands have good photometric accuracy, δr−i = 0.06
mag. In particular, the i band is minimally affected by saturation problems: for this
reason, it was chosen to compute the density profiles.

5.1.1 Number density and surface brightness profiles

The field of view of the CFHT and of the SDSS data-set fully encloses the estimated
radial extent of NGC 6341 (see Table 5.2 for a collection of the published values of the
estimated truncation radius). Our objective is to determine the extent of the cluster, and
to study its outermost regions, with particular reference to the presence of tidal tails:
for this reason, it is particularly important to accurately distinguish candidate cluster
members from field stars. The method used to identify these two different groups of
stars is described in the following.

A fiducial photometric catalog was built by selecting stars with intrinsic photometric
error δr−i ≤ 0.10 mag, separation index2 sep ≥ 2.5, and distance from the cluster center
10′′ ≤ R ≤ 180′′. This catalog of stars was used to compute a fiducial line (ridgeline) in
the (i, r− i) color-magnitude diagram of these stars (a description of the method used is
given by I. Ferraro et al. 2014, in preparation). We stress that the selection criteria listed
above were only applied to identify the stars to be used to estimate the ridgeline. The
position of the ridgeline marks the center of the acceptance region, that is the region of

2The separation index quantifies the degree of crowding, i.e., the amount of spurious light due to neighbor-
ing stars, that affects the magnitude of individual stars (Stetson et al. 2003).
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Figure 5.3: Panel (a). Color-magnitude diagram (i, r − i) based on CFHT data. The red solid lines
display the acceptance region defined in Fig. 5.2. The radial extent of the bin and the value of
the ratio NA/NT are given at the top of the panel. Panels (b) and (c). Same as for panel (a), but
for stars located at larger radial distances. The blue triangles plotted in panel (c) are the objects
located inside the candidate galaxy clusters (Wen et al. 2009), as described in the main text. Panels
(d) and (e). Same as for panel (a), but for stars from the SDSS data-set.

the color-magnitude diagram where we assume that the candidate main sequence and
red giant branch cluster stars lie. The acceptance region is centered on the ridgeline and
the width in color goes from 0.01 mag close to the tip of the red giant branch up to 0.30
mag for magnitudes fainter than the main sequence turnoff. We consider i = 21.7mag as
the lower limit for the acceptance region, because at fainter magnitudes the photometric
error in the color increases and the ridgeline is less well determined.

Panel (a) of Fig. 5.2 shows the (i, r − i) color-magnitude diagram for the entire sam-
ple of stars; the calculated ridgeline is also shown with a solid line, and the acceptance
region is delimited by the dashed lines. Panel (b) of Fig. 5.2 shows the candidate NGC
6341 member stars; the main sequence, the red giant branch, and the horizontal branch
are clearly recognizable in this plot. The stars selected as main sequence and red gi-
ant branch member stars likely include field stars with colors and magnitudes simi-
lar to those of the cluster; the horizontal branch stars instead can be easily separated
from the field stars, because they have bluer colors. Panel (c) of Fig. 5.2 shows the
color-magnitude diagram of candidate field stars with their typical peaks in color at
0 < r − i < 0.2 and at 1.2 < r − i < 1.4 mag.

To probe the radial extent of candidate cluster stars, we investigated the ratio be-
tween the number of accepted starsNA and the total number of starsNT that are found in
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Figure 5.4: NGC 6341 r-band image obtained with MegaCam at CFHT. Blue dots display the
non-point-like sources identified using Sextractor, the large purple and red circles display the Wil-
son truncation radius according to the surface brightness and the number density profile (see
Table 5.2). The small orange circles show the candidate galaxy clusters identified by Wen et al.
(2009). North is up and east left; the field of view is 1◦

× 1◦.

five radial bins located between 13′ and 2◦ from the cluster center. Data plotted in Fig. 5.3
show the (i, r− i) color-magnitude diagram of stars in each of these radial bins. The first
three considered radial bins are entirely composed of stars in the CFHT data-set, the last
two bins are entirely located in the region covered by the SDSS data-set. The photometric
precision of observations in this region is confirmed by the narrow distribution of main
sequence stars; in particular, the morphology of the color-magnitude diagrams of stars
located in the three innermost radial bins suggests that main sequence stars are good
tracers of the radial extent of the cluster. We found that, as expected, the ratio between
the number of cluster stars and the total number of stars is steadily decreasing when
moving toward the outermost cluster regions. It decreases from NA/NT = 0.49 ± 0.02
at R ∼ 14.5′ to NA/NT = 0.30 ± 0.01 at R ∼ 25′: this radial distance appears to be a
preliminary plausible lower limit for the truncation radius, and indeed the ratioNA/NT

attains a smaller constant value in the two outermost radial bins.

To check the plausibility of this first estimate of the radial extent of NGC 6341, the ra-
dial distribution of extragalactic sources was also investigated. The entire set of r-band
images collected with MegaCam at CFHT was adopted, a new independent photome-
try was performed by using Sextractor (Bertin & Arnouts 1996), and the non-point-like
sources were selected by using the procedure described by Evans et al. (2010). Figure 5.4
shows the radial distribution of these sources (blue dots) in the field of view of the CFHT
data-set. The red and the purple circles represent the truncation radius of the cluster as
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calculated by means of Wilson models, based on the number density and the surface
brightness profile, respectively (see Sect. 5.2.1). The smaller orange circles show the can-
didate galaxy clusters identified from the SDSS data (Wen et al. 2009). By inspecting
this figure it is apparent that the candidate galaxy clusters are located either close to the
truncation radius or beyond it; the innermost circle, being located in a region with high
density, is considered suspicious. When selecting the objects included in the regions oc-
cupied by the five candidate galaxy clusters beyond the truncation radius and plotting
them in the color-magnitude diagram, we found that only about the 35% of them are lo-
cated inside the acceptance region (blue triangles in panel (c) of Fig. 5.3), a fraction that
agrees, within the errors, with the value of NA/NT found in the considered bin.

To remove spurious stars that were erroneously accepted as cluster members, we
used the method described by Walker et al. (2011) for the globular cluster IC 4499. After
having corrected the SDSS data-set to account for its non-homogeneous coverage of the
area around NGC 6341, we divided the region occupied by the data into radial bins, and
we counted the number of field (rejected) stars NR falling into each bin. We calculated
for each bin the logarithmic surface density η of field stars. We considered η as a func-
tion of the inverse of the radial distance from the cluster center, and we performed a
linear fit to these data-points; by extrapolating to infinite radial distance we found that
the asymptotic value is η = 0.42 ± 0.10 (logarithmic number of stars per arcmin2). We
obtained another estimate of this quantity by taking the mean of the five outermost data-
points, thus finding η = 0.36± 0.10. We then adopted as the final value for this quantity
the mean of these estimates, η = 0.39 ± 0.14.

We then computed the logarithm of the ratio between the number of accepted stars
and the number of rejected stars, NA/NR, by considering the entire data-set. We cal-
culated the mean asymptotic value of this quantity by taking the mean of the values it
assumes in the three outermost radial bins; we obtained log(NA/NR) = −0.41± 0.03.

Finally, bymultiplying the number of rejected stars per arcmin2 byNA/NR, we found
the number of candidate field stars that were erroneously classified as candidate NGC
6341 stars, ∼ 0.95 star arcmin−2. By subtracting this value from the number of the ac-
cepted stars per unit area, we obtained the final Count Catalog of candidate NGC 6341
stars. This catalog was used to compute the number density (ND) radial profile, by fol-
lowing the procedure described in Sect. 3.1.1. This profile extends from R ∼ 1.5′′ out to
R ∼ 2◦; the error on each point is calculated as the square root of the number of stars,
divided by the area of the annulus.

A similar procedure was followed to determine the luminosity from erroneously ac-
cepted field stars. By subtracting the value of this quantity from the accepted stellar lu-
minosity, we obtained an independent Luminosity Catalog of candidate NGC 6341 stars.
This catalog was used to calculate the surface brightness (SB) radial profile, with the pro-
cedure described in Sect. 3.1.2. The ratio between the number of accepted and rejected
stars is more robust than the ratio between the luminosity of accepted and rejected stars,
since the intrinsic error of the former is at least a factor of two smaller than that of the
latter. The reason for this is that the value of the luminosity ratio depends on the radial
distribution of bright evolved stars, which can cause fluctuations in the local values of
the luminosity density.

5.1.2 Isodensity contours

We evaluated the circular symmetry of the number density as a function of the radial
distance by using the Count Catalog. To avoid possible systematic uncertainties in the
radial distribution, the symmetry of the number density was estimated by using only
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Figure 5.5: Panel (a). Contour levels for candidate NGC 6341 (black) and field (red) stars projected
onto the sky. The long green arrow marks the direction of the Galactic Center, the short one the
proper motion of the cluster. Panels (b) and (c). Projected logarithmic distribution for candidate
NGC 6341 (black) and field (red) stars along the horizontal and the vertical axis. Panel (d). The
black filled circles show the residuals of the fits to the contour levels plotted in panel (a) with
circles of variable radius as a function of the radial distance. The vertically hatched area shows the
results of simulations.

ACS and CFHT data; the results are not affected by the exclusion of the SDSS data-
set. We computed the contour levels for the candidate cluster and field stars, and we
show them respectively as black and red lines in panel (a) of Fig. 5.5. By inspecting the
figure, it is apparent that the contour levels become asymmetric at a distance of ∼ 13′,
which is almost equivalent to the values of the truncation radius of NGC 6341 found in
the literature (see Col. 5 in Table 5.2). Beyond this radius, the distribution of candidate
cluster stars becomes clumpy. Panels (b) and (c) of Fig. 5.5 show the linear density of the



A signature of mass segregation in the globular cluster NGC 6341 (M92) 71

candidate NGC 6341 and field stars (black and red lines, respectively), projected along
the axes.

To trace in detail the departure of the contour levels from circular symmetry, we
performed a fit to each contour with a circle. The center of the circles is identical to
the center of the contours, which coincides with the cluster center, and the radius of the
circles is the fitting parameter. Then, we computed the residuals between individual
contours and best-fit circles, from the very center of the cluster out to a radial distance of
R ∼ 800′′. The residuals plotted in panel (d) of Fig. 5.5 show that the innermost contour
levels appear to be symmetric, as indicated by the vanishing values of the residuals out
to R ∼ 150′′. Contours become asymmetric at a radial distance 500′′ . R . 600′′,
where the residuals show a shoulder clearly connected to the density drop detected in
the contour plot. At R ∼ 700′′ the contours become even more asymmetric; the fit in the
outermost regions fails to converge because of the large asymmetries.

The increasing asymmetry that we found in the outer regions could be the conse-
quence of the fluctuations associated with the decrease in density. To validate this work-
ing hypothesis we performed a series of simulations by using the observed density pro-
file to compute synthetic globular clusters, that are required to have symmetric density
distribution. We applied to these globular clusters the same procedure to evaluate the
contour levels and we performed the same fit with circles of variable radius. The verti-
cal hatched area plotted in panel (d) of Fig. 5.5 represents the residuals calculated for the
synthetic globular clusters. By comparing this area and the plotted points it is apparent
that the asymmetry in the real cluster is at least 3σ larger than in the synthetic clusters.

To further characterize the nature of the asymmetries in the contour levels, we show
two green arrows, in the top panel of Fig. 5.5, indicating the direction of the Galactic cen-
ter (long arrow) and of the NGC 6341 proper motion (short arrow) according to Dinescu
et al. (1999). We found no clear correlation between these directions and the clumpy
distribution of candidate NGC 6341 stars at large radial distances. Evidence of a clumpy
stellar distribution in the outskirts of NGC 6341 was also present in the stellar density
maps provided by Testa et al. (2000, see their Fig. 6), by Lee et al. (2003, see their Fig. 12)
and by Jordi & Grebel (2010, see their Fig. 17). The results presented here support the
conclusions presented by Testa et al. (2000), who found marginal evidence of an elon-
gation of the outermost clumpy stars in the direction orthogonal to the direction of the
Galactic center.

5.2 Description of density profiles by means of isotropic dynamical
models

We carried out fits of dynamical models to the observed radial profiles. We considered
the King (1966) and the Wilson (1975) spherical and isotropic dynamical models (see
AppendixA.1 and A.2 for a more detailed description). We chose these particular fami-
lies of models because, as shown in Chapter 4, NGC 6341 is well described by isotropic
models. We consider hereWilson models in addition to themore traditional Kingmodels
because we want to explore the effects of a different truncation prescription in the rep-
resentation of the most external regions of this cluster. We recall here that a description
by means of a one-component dynamical model assumes that the stellar populations are
distributed homogeneously in the cluster.

To identify the best-fit model we adopted the procedure described in Sect. 3.3. The
results are shown in Fig. 5.6 and 5.7; the values of the relevant parameters of the best-fit
models are listed in the upper part of Table 5.2.
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Table 5.2: Best-fit parameters.

Profile King Models Spherical Wilson Models

Ψ c r0 rtr Ψ c r0 rtr

ND 6.91 ± 0.02 1.50 ± 0.01 34.25 ± 0.38 18.11 ± 0.44 5.84 ± 0.02 1.73 ± 0.01 48.03 ± 0.42 42.63 ± 1.19

SB 8.40 ± 0.01 1.95 ± 0.00 15.22 ± 0.02 22.80 ± 0.18 6.65 ± 0.01 2.14 ± 0.00 21.08 ± 0.05 48.80 ± 0.85

SB-15 7.20 ± 0.01 1.59 ± 0.00 19.43 ± 0.05 12.56 ± 0.10 6.52 ± 0.01 2.06 ± 0.00 24.33 ± 0.06 46.67 ± 0.42

SB-17 6.95 ± 0.01 1.51 ± 0.00 23.17 ± 0.06 12.63 ± 0.12 6.29 ± 0.01 1.94 ± 0.00 29.04 ± 0.06 41.97 ± 0.53

T95 7.92 1.81 23.67 15.20

T00 12.33

L03 8 1.83 12.42 14.00

MLvdM05 7.5 1.68 16.15 12.88 5.9 1.75 26.51 24.85

JG10 6.93 1.51 23.37 12.55

T95+N06 7.54 1.69 14.72 12.07 6.34 1.96 19.33 29.58

L03+N06 7.84 1.78 13.46 13.67 6.61 2.12 18.94 41.72

Notes. For eachmodel, we list the dimensionless parameterΨ, the concentration c, the scale radius r0 (arcsec), and the truncation radius rtr (arcmin).
The different profiles are identified by the label in the first column. The cases indicated as T95+N06 and L03+N06 refer to the fits we performed on
composite profiles, obtained by combining the profiles from Trager et al. (1995) and Lee et al. (2003) with the profile fromNoyola & Gebhardt (2006),
which covers the innermost region of the cluster.

References. (T95) Trager et al. 1995; (T00) Testa et al. 2000; (L03) Lee et al. 2003; (MLvdM05) McLaughlin & van der Marel 2005; (N06) Noyola &
Gebhardt 2006; (JG10) Jordi & Grebel 2010.



A signature of mass segregation in the globular cluster NGC 6341 (M92) 73

5.2.1 Density tracers and mass segregation

The fit to the number density ND profile is shown in the top panel of Fig. 5.6. Both
King and Wilson models underestimate the central number density, failing to represent
the four innermost points. A quantitative interpretation of this discrepancy remains
unavailable, but the problem is likely to be related to the failure of the assumptions at
the basis of a one-component description in the central regions. The good agreement of
King models to the observations in the middle part of the profile breaks down around
700′′, where the profile approaches the background level (0.95 star arcsec−2). In the case
of the Wilson models, instead, only the two outermost points are discrepant, and the
model fits the data out to a distance larger than 1000′′. We note that the two outermost
points in the profile are likely to be affected by errors in the subtraction of background
stars.

The bottom panel of Fig. 5.6 shows the fits to the surface brightness SB profile. When
compared to the King best-fit model, theWilson best-fit model provides amore adequate
overall description, not only in relation to the outermost points, as in the number density
profile, but also in the central part of the profile. The satisfactory performance of theWil-
son models indicates that the observations can be explained by means of a less abrupt
truncation radius, with no need to introduce extra-tidal halos. In this case, the two out-
ermost points were not taken into account to calculate the best-fit parameters, since they
are expected to be even more affected by errors in the subtraction of background stars,
with respect to the corresponding points in the number density profile.

Surprisingly, even if the number density and the surface brightness profiles come
from the same set of observations, the best-fit parameters determined by the fits are
significantly different. We argue that this behavior is due to the fact that each profile
represents a different aspect of the density distribution of the cluster. On the one hand,
the number density profile, derived by considering the radial distribution of both lumi-
nous and faint stars, is dominated by the main sequence stars, which greatly outnum-
ber evolved (red giant branch and horizontal branch) stars (Castellani et al. 2007). On
the other hand, the surface brightness profile is heavily affected by the presence of the
brighter red giant branch stars. The difference in the best-fit models reflects the intrinsic
difference in the radial distribution of the stellar tracer that determines each profile. This
behavior should be interpreted as a signature of mass segregation3. Indeed, the evolved
slightly more massive stars4 appear to be more centrally concentrated compared to stars
with lower masses (see the values of the concentration parameter c in Table 5.2).

This interpretation is confirmed by an additional test. We calculated two other sur-
face brightness profiles, by considering only the stars in the Luminosity Catalog that are
fainter than a limiting magnitude of i = 15 and i = 17 mag; in the following, we indi-
cate these profiles as SB-15 and SB-17, respectively. We carried out the fitting procedure
on these profiles, and we list the resulting parameters in the third and fourth rows of
Table 5.2; the fits are shown in Fig. 5.7. By inspecting the values of the best-fit param-
eters, it appears that by eliminating the brightest stars, the profiles tend to approach to
the number density profile. Indeed, the values of the concentration parameter c and of
the radial scale r0 follow a monotonic trend from the surface brightness SB profile to the
SB-15, to the SB-17, and finally to the number density ND profile.

Interestingly enough, for the SB-15 and SB-17 profiles, formally the King models re-
produce the data better than the Wilson models, in contrast to what we found for the

3The occurrence of mass segregation in NGC 6341 was also suggested by Andreuzzi et al. (2000).
4Note that hot horizontal branch stars are less massive than main sequence turnoff stars, but they are a

minor fraction of evolved cluster stars.
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Figure 5.6: Fits by King and Wilson spherical models to the number density (ND, top) and surface
brightness (SB, bottom) profiles. Solid lines correspond to the King-model fits, dashed lines to
Wilson-model fits; the horizontal dotted lines show the background level; errors are shown as
vertical error bars. Red squares indicate data obtained from pointing g, blue triangles those from
the CFHT data-set, and green circles those from the SDSS. Empty symbols mark regions where a
completeness correction was applied.

previously described ND and SB profiles. A reason for this can be found when compar-
ing the radial extent of the different profiles. The three surface brightness profiles are
limited by the fact that the cut of candidate cluster stars brighter than a limiting magni-
tude causes a decrease in the radial extent and a more abrupt truncation of the profile.
Indeed, the outermost radial point for the SB-15 profile is located at R ∼ 700′′, and for
the SB-17 profile at only R ∼ 500′′; for these profiles, the outermost four and five points
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Figure 5.7: Fits by King and Wilson spherical models to the surface brightness SB-15 (top) and
SB-17 (bottom) profiles, in the same format as in Fig. 5.6.

(respectively) are missing, with respect to those available in the case of ND and SB. The
larger radial extent of the surface brightness SB profile is caused by the presence of a few
bright giants that keep the profile well above the background level.

Another interesting feature is that the four innermost points of the profiles are not
well reproduced by the models, that always underestimate the central density. This does
not hold for the case of the SB-17 profile, for which Wilson models accurately account
for the innermost slope of the observed profile. The discrepancy between models and
observations was already found and discussed in Sect. 4.3.3, but its cause is yet to be
found, and more accurate data are needed to determine it.
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Figure 5.8: Fits by King andWilson sphericalmodels to the composite T95+N06 (top) and L03+N06
(bottom) profiles. Solid lines correspond to the King-model fits, dashed lines to Wilson-model fits;
errors are shown as vertical error bars. Blue squares indicate data fromN06, red circles those from
other sources.

5.2.2 Comparison with previous studies

For comparison, the central part of Table 5.2 lists the most recent best-fit parameters pub-
lished for NGC 6341 (only in a few cases theWilson parameters are available). Acronyms
in the first column identify the papers in which the results have been published.

The lower part of Table 5.2 lists the results of the fits to the only two5 available (V -

5Another surface brightness profile was presented by Jordi & Grebel (2010), but the data-set is not publicly
available.
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Table 5.3: Central velocity dispersion and total mass.

Profile King Models Wilson Models

σ0 M σ0 M

ND 7.16 ± 0.31 3.07 7.13 ± 0.31 3.05

SB 7.58 ± 0.33 3.02 8.77 ± 0.38 2.69

SB-15 8.75 ± 0.38 2.91 8.45 ± 0.37 2.74

SB-17 8.48 ± 0.37 2.96 8.16 ± 0.36 2.80

Notes. For each profile, listed in the first column, we list the central velocity dispersion σ0 in
km s−1and the total mass of the cluster in units of 105M⊙, as estimated by both King and Wilson
models.

band) surface brightness profiles in the literature, the one by Trager et al. (1995), T95,
and the one by Lee et al. (2003), L03. We decided to add to both data-sets the surface
brightness data by Noyola & Gebhardt (2006), N06, which are relative to the innermost
region of the cluster. The results of these fits are shown in Fig. 5.8.

The profile identified here as T95+N06 was analyzed in Chapter 4, and the values of
the King model parameters listed here are the ones obtained there (see Tables 4.2 and
4.5). For this profile, the models provide an equally good fit to the data; Wilson models
perform better than King models in representing the outermost points of the profile,
while the opposite holds for the innermost ones. We note that this profile reaches a
maximum radial distance of R < 700′′, comparable with the one of our SB-15 profile.
For the L03+N06 profile, the good agreement with observations that is seen in the inner
and middle parts of the profile breaks down around 600′′ for the King model, and at
more than 1000′′ for the Wilson model; a similar behavior was also found for the fit to
the ND profile described above. In the L03+N06 profile, the outermost points are not
reproduced by any of the considered models.

The values of the parameters listed in Table 5.2 are not consistent with each other,
within the errors. In conclusion, we believe that a proper comparison of the values of
the best-fit parameters found by fitting models to different (number density or surface
brightness) profiles requires that we take into account the role played by the different
stellar tracers in determining their shape, which makes standard one-component dy-
namical models questionable.

5.2.3 Kinematics and an estimate of total mass

Finally, we decided to carry out a kinematic fit to the velocity dispersion profile pre-
sented for this cluster in Chapter 4. As described in Sect. 3.3, we determined the velocity
scale (i.e., the central velocity dispersion σ0) by starting from the best-fit models iden-
tified within the two considered families by means of the photometric fit to each of the
four considered profiles (ND, SB, SB-15, and SB-17). We list in Table 5.3 the values of σ0

obtained in the four cases by both King and Wilson models.
Figure 5.9 shows the results of the kinematic fits. We see that in general the models

determined by the surface brightness profiles (especially SB-15 and SB-17) better repro-
duce the observations, in particular at small radii. With respect to King models, Wilson
models appear to give a better description of the data, over the entire extent of the ob-
served profile. We notice that the values obtained here for the central velocity dispersion
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Figure 5.9: King (left panel) and Wilson (right panel) velocity dispersion best-fit models. The best-
fit models identified for the ND profile are represented as black solid lines, the ones for SB by black
dashed lines, the ones for SB-15 by gray solid lines, and the ones for SB-17 by gray dashed lines.
The data are indicated with circles. For each data-point, errors are shown as vertical error bars;
horizontal bars indicate the length of the radial bin in which the data-points have been calculated
and have no role in the fitting procedure (see Sect. 3.3).

are not compatible with each other, and are smaller than those obtained from the study

described in Chapter 4 (σ0 = 9.28 ± 0.41 for King models, and σ0 = 12.77± 0.56 for f (ν)

models, see Table 4.2).
An important result is that the best-fit models obtained by the surface brightness pro-

files reproduce the velocity dispersion better than those obtained by the number density
profiles. This fact supports the interpretation given above for the results of the photo-
metric fits. Indeed, the line-of-sight velocities used to calculate the velocity dispersion
profile were measured for bright stars, that is, for the tracers that determine the shape of
the surface brightness profiles. It is therefore reasonable that a model is found to repro-
duce better the observations when kinematic and photometric profiles calculated from
the same population of tracers are considered.

We also calculated the total mass of this cluster, for each considered case (see Ta-
ble 5.3). The values estimated by means of King models are larger than those estimated
byWilson models, even if the latter describe more extended systems; they are also larger
than the value we obtained by means of King models from the analysis presented in
Chapter 4 (M = 2.87 × 105M⊙, see Table 4.5).

5.3 Discussion and conclusions

We studied the radial distribution of stars of the globular cluster NGC 6341 by using
ground-based (MegaCam at CFHT, SDSS) and space (ACS on HST) data.

The contour levels, based on star count data, are symmetric in the innermost regions,
and exhibit an increasing asymmetry for radial distances between 3′ and 10′. For dis-
tances larger than ∼ 13′ the stellar distribution becomes clumpy. The contour levels do
not exhibit a preferred orientation in space.

We calculated two independent radial profiles, to describe the distribution of stars
in the cluster, the number density (ND) and the surface brightness (SB) profile. We per-
formed fits of spherical isotropic King andWilson models to these profiles. Wilson mod-
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els appear to reproduce better than King models the behavior of the outermost regions of
the cluster with no need of extra-tidal halos. Interestingly, for the number density profile,
both models significantly underestimate the observations in the innermost regions.

We also found that the best fit to the ND and to the SB profile are provided by two
differentmodels for the two families, even though the profiles are derived from the same
data-sets. We argue that this difference is caused by a difference in the radial distribu-
tion of the stellar tracers that characterize the two observed profiles. The number density
profile traces the radial distribution of main sequence stars, whereas the surface bright-
ness profile that of bright evolved stars. This conclusion is also supported by the results
of a test that has been carried out on two additional profiles, calculated by considering
only stars fainter than a given magnitude. Furthermore, the results of the kinematic
fits to the velocity dispersion profile of this cluster appear to be in agreement with this
interpretation.

To our knowledge, this is the first investigation in which independent estimates of
both number density and surface brightness profiles derived by the same set of data
are provided and compared. In the literature, there are many examples of papers in
which a combination of number density and surface brightness profiles is performed
to enlarge the extent of the available profiles to describe a given globular cluster. The
results presented here show that this procedure is to be avoided, because the mixing of
profiles that are determined by different tracers provides a distorted description of the
system.

Hopefully, a thorough discussion of the behavior of different profiles in this and other
clusters should determine which of the various considered profiles is best suited for a
study in terms of one-component models. We refer to Chapter 9 for a first discussion on
this topic, based on the analysis of the results of N-body simulations.

In this context a key role can be played by the new generation of wide field imagers
that are available at the 4-8 m class telescopes (Dark Energy Camera and Survey at the
CTIO6 4 m Blanco telescope, Mohr et al. 2012; Hyper SuprimeCam at Subaru7). In a
single pointing they can cover the entire extent of a large number of globular clusters
and with modest exposure times they make it possible to perform homogeneous and
accurate photometry several magnitudes fainter than the main sequence turnoff.

6http://www.ctio.noao.edu/noao/content/Dark-Energy-C amera-DECam
7http://www.naoj.org/Projects/HSC/index.html

http://www.ctio.noao.edu/noao/content/Dark-Energy-Camera-DECam
http://www.naoj.org/Projects/HSC/index.html




CHAPTER 6

Rotating globular clusters

Internal rotation, external tides, and pressure anisotropy are the main physical factors
that could be responsible for the observed flattening of globular clusters, but we still
do not know which is the dominant cause of the observed deviations from spherical
symmetry (van den Bergh 2008). For the moment, we do not address the effect of tides
because they are expected to act mainly in the outer parts of these stellar systems, in re-
gions outside the focus of the present investigation. The suggestion that internal rotation
plays a role in determining the structure and morphology of globular clusters is not new
(King 1961; Fall & Frenk 1985). However, while several investigations have been carried
out to probe the role of anisotropy, in only few cases internal rotation has been studied
by a quantitative application of non-spherical rotating dynamical models. So far, the
most significant examples are the orbit-based axisymmetric modeling of ω Cen and M15
(van de Ven et al. 2006 and van den Bosch et al. 2006, respectively), the study of ω Cen
by means of axisymmetric Wilson (1975) models (Sollima et al. 2009) and oblate rotator
nonparametric models (Merritt et al. 1997), and the analysis of the internal dynamics
of a small sample of Galactic globular clusters by means of dedicated two-dimensional
Fokker-Planck models (Fiestas et al. 2006).

In this framework, the present investigation is motivated by the need to provide a
more realistic dynamical interpretation of selected rotating Galactic globular clusters.
Recently, a new family of self-consistent axisymmetric models has been introduced,
specifically designed to describe quasi-relaxed stellar systems with finite global angular
momentum (Varri & Bertin 2012, hereafter indicated as VB12); the models are character-
ized by differential rotation, approximately rigid in the center and vanishing in the outer
parts, and pressure anisotropy. In this Chapter we discuss the application of this family
of differentially rotating global models to three Galactic globular clusters, namely 47 Tuc
(NGC 104), M15 (NGC 7078), and ω Cen (NGC 5139), that have been observed in detail
and are known to exhibit evidence for rotation.

The dynamical models will be compared with the relevant photometric and kine-
matic data, with particular attention to the global characteristics of the three-dimensional
kinematics. The role of kinematic data, which, as shown in Chapter 4, are crucial for a
meaningful description of these stellar system, is here particularly important, thanks to
the possibility of dealing with both line-of-sight and proper-motion data. The selection
of the appropriate dynamical models will allow us to obtain also an estimate of the dis-
tance to the clusters. Furthermore, by taking into consideration the inclination angle of
the rotation axis of the stellar systems with respect to the line of sight, we will perform a
detailed analysis of the morphology of the three clusters, thus testing whether, for these
cases, the observed deviations from spherical symmetry can indeed be explained by ro-
tation. Finally, since the three clusters are in different relaxation states (47 Tuc and M15,
with logTc < 8, fall in the class of fully relaxed clusters, whereas ω Cen, with logTc > 9,
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should be considered as only partially relaxed, according to the classification introduced
in Sect. 1.3.1; Tc indicates the core relaxation time expressed in years) we will be able to
test the role of internal rotation under different relaxation conditions.

This Chapter is organized as follows. In Sect. 6.1 we present the available data-sets
for these three globular clusters and describe the procedure followed to construct the
profiles of the relevant photometric and kinematic quantities. In Sect. 6.2 we summarize
the properties of the adopted family of self-consistent rotating dynamical models and
introduce the method used to identify the model to describe the data available for the
three clusters. The detailed results on 47 Tuc, M15, and ω Cen are reported in Sect. 6.3.
In Sect. 6.4 we discuss the results of this work and compare them with those obtained
from previous studies. Finally, in Sect. 6.5 we summarize the conclusions that can be
drawn from our study.

The work described in this Chapter has been published recently (Bianchini et al.
2013); some variations have been made in the presentation of this study, to allow for a
comparison of the results obtained for the different clusters at each step of the followed
procedure. My main contribution to this analysis is the determination of the physical
scales and of the distance of the clusters by means of the fitting procedures described in
Sects. 6.2.2 and 6.2.3.

6.1 Selected globular clusters and their observational profiles

To carry out the proposed analysis, we decided to select, among those already ana-
lyzed in Chapter 4, globular clusters that exhibit evidence for rotation, for which proper-
motion data are available. This leads us to select three globular clusters, namely 47 Tuc,
ω Cen, and M15; their basic properties are summarized in Table 6.1.

In this sectionwe describe the kinematic and photometric data-sets thatwewill use in
the dynamical analysis. The data are referred to a Cartesian coordinate system (xp, yp),
with xp and yp aligned with the major and minor axes, respectively (van de Ven et al.
2006). The zp axis identifies the line-of-sight direction. Proper motions are then decom-
posed into projected tangential uT and radial uR components1.

6.1.1 Kinematic profiles

The present dynamical study is based on a combined analysis of the rotation profiles,
the velocity dispersion profiles, and the pressure anisotropy profile. The kinematic pro-
files are constructed with the traditional binning approach, as described in Sect. 3.2. In
particular, radial bins are used to construct the velocity dispersion and anisotropy pro-
files, whereas the line-of-sight rotation profile is constructed by binning along the ob-
served major axis, in intervals of xp. We choose a number of bins that represents the best
compromise between having a rich radial sampling and accurate points,2 as outlined in
Sect. 3.2. A brief description of the data-sets and some details of the procedure used to
obtain the different profiles are given below.

Line-of-sight velocities data-sets

For 47 Tuc andM15, the line-of-sight velocities data-sets are the same used for the analy-
sis described in Chapter 4. The sample adopted for the first is composed ofNV = 2475 ve-

1The notation u (instead of v) indicates velocities measured in mas yr−1, as shown in Eq. (6.1).
2The number of stars per bin is chosen to be large enough to limit the uncertainties associated with low-

number statistics (for the profiles constructed in this Chapter the number of data per bin is > 90).
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Table 6.1: Properties of ω Cen, 47 Tuc, and M15.

Globular d⊙ Rc C logTc φ φk

cluster (1) (2) (3) (4) (5) (6)

47 Tuc 4.5 ± 0.2 21.60 ± 1.31 2.07 ± 0.03 7.85 ± 0.07 123 ± 1 136 ± 1

M15 10.4 ± 0.8 8.40 ± 0.95 2.29 ± 0.18 7.62 ± 0.06 215 ± 1 106 ± 1

ω Cen 5.2 ± 0.7 142.20 ± 8.26 1.31 ± 0.04 9.52 ± 0.04 6 ± 0 12 ± 1

Globular ε i NV Npm

cluster (7) (8) (9) (10) (11)

47 Tuc 0.16 ± 0.02 0.09 ± 0.01 ≈ 45 2476 12 974

M15 0.19 ± 0.10 0.05 ± 0.00 60 ± 15 1777 703

ω Cen 0.21 ± 0.02 0.17 ± 0.00 50 ± 4 1868 2740 + 72 970

Notes. For each cluster we list: (1) the distance from the Sun d⊙ in kpc; (2) the core radius Rc in
arcsec; (3) the concentration parameter C; (4) the logarithm of the core relaxation time Tc in years
(from spherical King models); the position angle of (5) the photometric minor axis φ and of (6)
the kinematic rotation axis φk on the plane of the sky, measured in degrees (East of North); the
ellipticity ε as reported by (7) CC10 and (8) WS87; (9) the inclination i of the rotation axis with
respect to the line of sight measured in degrees; the number of data-points for the samples of (10)
line-of-sight velocities NV and of (11) proper motions Npm.

References. From Col. (1) to Col. (3), Harris (2010); Col. (4) Chapter 4 (Zocchi et al. 2012); Cols. (5)
and (8) WS87; Col. (7) CC10; Col. (9) van de Ven et al. (2006), Anderson & King (2003), van den
Bosch et al. (2006) (from top to bottom, that is, for ω Cen, 47 Tuc, and M15, respectively); Cols. (6),
(10), and (11) considered in this Chapter.

locities covering the entire extent of the cluster and with an average error of 2.29 km s−1.
The data-set of the second is composed of NV = 1777 line-of-sight velocities; this sample
is centrally concentrated, with≈ 80%of the stars being inside 10Rc and with an average
error of 3.79 km s−1.

For ω Cen, we consider here a different combination of data-sets, with respect to
the one adopted in Chapter 4. We decided to combine the 1589 line-of-sight velocities
from Reijns et al. (2006) with the 649 line-of-sight velocities from Pancino et al. (2007),
which are mainly located in the central part of the cluster. The final combined data-set,
obtained after identifying the stars in common between the two samples and keeping
those with the lower associated error, is composed of 1868 data, and reaches a radial
extent of approximately half truncation radius, with an average error of 1.98 km s−1. In
Chapter 4, in place of the data-set from Pancino et al. (2007), we used the data-set from
Mayor et al. (1997) because it allowed us to obtain a final data-set containing more than
2000 velocities. Here, it is not possible to use that same combination of data-sets, because
Mayor et al. (1997) only give radial distances for the stars in their sample, preventing us
to calculate the observed rotation profile.
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Proper-motion data-sets

The proper motions for the globular cluster 47 Tuc are taken from McLaughlin et al.
(2006); the data-set is composed of Npm = 12 974 Hubble Space Telescope (HST) proper
motions, and covers only the central region of the cluster, out to ≈100 arcsec (approxi-
mately 4Rc). The measurements have an average error of 0.27 mas yr−1 (corresponding
to 5.76 km s−1at a distance of 4.5 kpc).

For M15, we used the sample of Npm = 703 HST proper motions in the central region
of the cluster (R < 2Rc), as reported by McNamara et al. (2003), with an average error
of 0.14 mas yr−1 (corresponding to 6.79 km s−1at a distance of 10.2 kpc).

The proper-motion data available for ω Cen are the ones from van Leeuwen et al.
(2000), with a total of 9847 ground-based measurements, and the ones from Anderson &
van der Marel (2010), with a total of 72 970 HST measurements. We treat the two data-
sets as distinct. From the van Leeuwen et al. (2000) data-set we selected a subsample
composed of stars with a membership probability higher than 68%, non-disturbed from
neighboring stars, and with error measurements lower than 0.25 mas yr−1 (for a similar
selection, see van de Ven et al. 2006): in this way we obtained a sample composed ofNpm

= 2740 proper motions, with a radial extent of approximately half truncation radius and
an average error of 0.16 mas yr−1 (corresponding to 3.89 km s−1for an assumed distance
of 5.2 kpc). The data-set from Anderson & van der Marel (2010) is composed of two
fields: a central field within R <∼ Rc and a field positioned along the major axis between
0.7Rc <∼ R <∼ 2.5Rc. The average error of the data is 0.078 mas yr−1 (corresponding to
1.92 km s−1for an assumed distance of 5.2 kpc).

We recall that the procedure used to obtain the proper-motion data-sets described
above will not reveal any solid body rotation in the plane of the sky, as well as any sys-
tematic motions of contraction or expansion (e.g., see Vasilevskis et al. 1979;McLaughlin
et al. 2006; Anderson & van der Marel 2010), because the proper-motion measurements
are relative measurements (no absolute reference frame is available for measuring the
star displacements at different epochs). van de Ven et al. (2006) show how to compen-
sate for the missed solid body component under the assumption of axisymmetry in the
proper-motion sample of van Leeuwen et al. (2000), by combining line-of-sight veloci-
ties and proper motions. We apply the suggested correction to the ω Cen proper-motion
sample of van Leeuwen et al. (2000), but we do not correct the data from Anderson &
van der Marel (2010). For 47 Tuc and M15, given the fact that the data-sets are cen-
trally concentrated, we argue that, in the very central regions of the clusters, the amount
of solid body rotation associated with this effect is negligible and therefore we do not
apply any correction (see van den Bosch et al. 2006, who first noted that the result of
the correction for M15 is below the measurement errors and therefore can be ignored).
Therefore, for the last two clusters no sign of rotation in the plane of the sky is expected
from the proper-motion data-sets considered above; however, rotation in the plane of the
sky has been clearly detected for 47 Tuc by Anderson & King (2003), using as an absolute
reference the background stars of the Small Magellanic Cloud.

Finally, an additional correction is applied to the ω Cen and 47 Tuc data, to correct for
the apparent rotation resulting from their large angular extent and their global orbital
motion in the Galaxy; to this purpose, we followed the procedure described by van de
Ven et al. (2006).

Rotation profiles

As outlined in Sect. 3.2.2, the first step in building a rotation profile consists in identi-
fying the position angle φk of the projected rotation axis in the plane of the sky. The
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value obtained for this angle is then used to rotate the Cartesian coordinate system in
the plane of the sky by aligning xp and yp with the major and minor axes, respectively.
The position angles calculated for the clusters here under examination are listed in Ta-
ble 6.1, where they can be compared to the position angles of the photometric minor axes
φ reported by WS87.

The position angles of the kinematic minor axes of 47 Tuc and ω Cen are in reason-
able agreement with the photometric ones, suggesting a direct connection between the
presence of internal rotation and observed flattening. A discrepancy is found instead for
M15: for this cluster the small observed flattening makes the identification of the minor
axis nontrivial. Various estimates of the photometric position angle are given in the lit-
erature, ranging from 215◦ to 135◦, suggesting a possible twisting3 of the position angle
of both the photometric and kinematic minor axes (Gebhardt et al. 2000; van den Bosch
et al. 2006).

After identifying the rotation axis, we can proceed to build the rotation profiles from
line-of-sight and proper-motion data. We calculate three mean-velocity profiles, one for
the line of sight, Vrot(xp), and two for the proper motions, VT(R) and VR(R).

Velocity dispersion and anisotropy profiles

The velocity dispersion profiles are computed as described in Sect. 3.2.1, by dividing the
data-sets into radial bins. The profiles obtained are σ(R), σT(R), and σR(R), respectively
for the line-of-sight velocities, projected tangential component of proper motions, and
projected radial component of proper motions.

From the dispersion profiles of the proper motions we also calculate the anisotropy
profile (see Sect. 3.2.3), σT(R)/σR(R). We recall here that values of σT/σR ≈ 1 indicate
isotropy in velocity space, σT/σR > 1 indicate the presence of tangential anisotropy, and
σT/σR < 1 radial anisotropy.

6.1.2 Photometric profiles

The photometric quantities that we will use in the dynamical analysis are the surface
brightness profile and the ellipticity profile.

Surface brightness profiles

The surface brightness profiles are the same used in Chapter 4: they are the V -band
surface brightness profiles given by Trager et al. (1995). The profiles are extinction cor-
rected, under the assumption of constant extinction over the entire extent of the cluster.
The more accurate data available from Hubble Space Telescope measurements in the
inner parts of the three clusters are also used (Noyola & Gebhardt 2006; Noyola et al.
2008).

Ellipticity

For 47 Tuc and M15 we refer to the ellipticity profiles shown in Fig. 5 in WS87. They
reach ≈ 0.2 rtr and ≈ 0.4 rtr, respectively. For ω Cen we consider the ellipticity profile
taken from Geyer et al. (1983). This is the most extended ellipticity profile available
for a Galactic globular cluster, as it reaches ≈ 0.5 rtr, where rtr represents the standard

3Additional tests on the twisting of the rotation axis and on the radial variation of the rotation amplitude
can be found in Appendix B of Bianchini et al. (2013).
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truncation radius (see Sect. 1.1). In addition, Anderson & van derMarel (2010) report the
ellipticity profile of the central region (R <∼ 250 arcsec); in the following analysis both
data-sets will be taken into consideration. We note that a significant radial variation
is present in the three ellipticity profiles. This is particularly evident for ω Cen, which
exhibits a nonmonotonic behavior.

6.2 Model identifications and predictions

To carry out the comparison between the differentially rotating models and the observa-
tions, we have to specify:

• three dimensionless parameters: the concentration Ψ, the rotation strength χ, and
the parameter b̄;

• three physical scales: the radial scale r0, the central surface brightness µ0, and the
velocity scale v0;

• the inclination angle i between the rotation axis and the line-of-sight direction;

• the distance to the cluster (required to convert the proper motions in km s−1).

Such a highly-dimensional parameter space is likely to lead to a high degree of degener-
acy. Therefore, we decided to separate the modeling procedure in three steps, by starting
from the focus of interest of this work, that is the presence of internal rotation. First, we
determine the dimensionless structural parameters by following a few natural selection
criteria based on the observed kinematics, then we set the physical scales by means of
standard statistical fits (this information will be summarized in Tables 6.3 and 6.4), and
finally we test some properties of the models as predictions in relation to other observa-
tional data not used in the first two steps. In the remaining of this Section, we give more
details on each of these steps.

6.2.1 Dimensionless parameters

The exploration of the complete three-dimensional parameter space is guided by the fol-
lowing general properties of the models: (1) large values of the concentration parameter
Ψ determine spatially extended configurations, in terms of the relevant units of length;
(2) configurations characterized by a given value of concentration and increasing val-
ues of the rotation strength parameter χ are progressively more compact because of the
adopted truncation prescription in phase space; (3) the parameter b̄ determines the shape
of the line-of-sight rotation profile, in particular, it regulates the radial position of the ve-
locity peak (see Appendix A.4 and Varri & Bertin 2012 for additional details).

Since the three selected clusters are characterized by significant global internal rota-
tion, it is reasonable to start from the observed rotation properties, in order to identify
the natural ranges of the three dimensionless parameters. In particular, the parameters
should lead to configurations that successfully reproduce the following observations:

1. the observed value of V max
rot /σ0, that is, the ratio of the peak of the rotation velocity

profile to the central velocity dispersion for the line-of-sight kinematic data;

2. the observed shape of the rotation profile along the line of sight, in particular the
position Rmax

rot of the rotation peak (relative to the cluster half-light radius);
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Table 6.2: Kinematic quantities to identify the dimensionless parameters of a model.

Globular σ0 V max
rot V max

rot /σ0 Rh

cluster (1) (2) (3) (4)

47 Tuc 13.06± 1.00 3.26 ± 0.40 0.25 ± 0.04 190.22 ± 3.06

M15 12.93± 1.06 3.00 ± 0.63 0.23 ± 0.05 60.26 ± 9.70

ω Cen 17.31± 1.72 5.80 ± 0.32 0.34 ± 0.04 300.06 ± 3.51

Globular Rmax
rot Rmax

rot /Rh Ra Ra/Rh

cluster (5) (6) (7) (8)

47 Tuc 342.40± 5.13 1.80 ± 0.04 . . . . . .

M15 79.34 ± 12.54 1.32 ± 0.30 . . . . . .

ω Cen 510.10± 10.21 1.69 ± 0.04 1035.21±32.10 3.45 ± 0.11

Notes. For each cluster we report in Col. (1) the observed central line-of-sight velocity dispersion
σ0 in km s−1, in Col. (2) the maximum of the line-of-sight rotation profile V max

rot in km s−1, in
Col. (3) the ratio V max

rot /σ0, in Col. (4) the half-light radius Rh in arcsec from Harris (2010), in
Col. (5) the position of the maximum of the rotation profile Rmax

rot expressed in arcsec, in Col. (6)
the ratio Rmax

rot /Rh, in Col. (7) the positionRa of the transition from the regime of radial anisotropy
to tangential anisotropy in arcsec, and in Col. (8) the ratio Ra/Rh. A blank space in the last two
columns indicates that the desired information is not available from the data. Columns (3), (6), and
(8) guide our choice of the three dimensionless parameters that characterize the internal structure
of the models.

3. the qualitative behavior of the anisotropy profile (when available), in particular
the radial position Ra (relative to the half-light radius) of the transition from radial
anisotropy to tangential anisotropy.

The relevant observational quantities to bematched by application of the above selection
criteria are calculated and listed in Table 6.2. Specifically, the central velocity dispersions
σ0 and associated errors are calculated from the kinematic data within Rc/2; the peak
of rotation V max

rot , its radial position Rmax
rot and the radial position of the transition from

radial anisotropy to tangential anisotropy Ra are calculated by fitting a polynomial to
the rotation profile and to the anisotropy profile, in the relevant radial ranges.

Given a set of parameters (Ψ, χ, b̄), the models are projected on the plane of the sky by
assuming a known inclination angle i (reported in Table 6.1), as described in Sect. 2.2.2.
The projection is performed by sampling from the relevant distribution function a dis-
crete set of N = 2 048 000 particles and then by performing a rotation of such discrete
system to match the relevant inclination angle. The theoretical kinematic and photo-
metric profiles4 are then constructed by following the procedures described in Sect. 3.1
and 3.2. The central dispersion σ0, the maximum of the rotation profile V max

rot , and its
position Rmax

rot are calculated in view of the above-mentioned selection criteria. As to
the morphological aspects, the projected isodensity contours are calculated based on
the projected number density distribution. The relevant ellipticity profiles are then con-
structed by considering the ratio of the principal axes of approximately one hundred

4The profiles thus constructed are discrete profiles, which are then interpolated to obtain continuous pro-
files. The statistical scatter associated with the use of discrete model-points is well under control, given the
high number of sampling particles considered.
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isodensity contours, corresponding to selected values of the normalized projected num-
ber density in the range [0.9, 10−3]; smooth profiles are then obtained by performing an
average on subsets made of ten to twenty individual ellipticity values (depending on the
concentration of the configuration).

The dimensionless parameters are varied until the kinematic selection criteria are
reasonably met,5 that is, until we obtain models consistent within the uncertainties with
the observed quantities listed in Table 6.2.

6.2.2 Physical scales

Once a set of dimensionless parameters is identified, we proceed to determine the rele-
vant physical scales, by fitting the models to the observed profiles, that is, byminimizing
the related chi-squared. Two fits are performed. With the photometric fit to the surface
brightness profile we determine two scales: the central surface brightness µ0 and the
radial scale6 r0. Once µ0 and r0 have been fixed, the velocity scale v0 is determined by
means of the kinematic fit, which is performed by minimizing a combined chi-squared
defined as the sum of the contributions from the line-of-sight rotation and the line-of-
sight velocity dispersion profiles. Finally, the mass-to-light ratio is directly connected

to the central surface brightness by the following relationM/LV = Σ̂(0)10µ0/2.5, where

Σ̂(0) denotes the central surface density expressed in the relevant units. The details of
the fitting procedure and of the calculation of the errors are given in Sect 3.3.

6.2.3 Dynamical distance measurement

The kinematic information associated with the proper motions is used to measure the
distance to the cluster. The relation between proper motions u measured in mas yr−1

and proper motions v expressed in km s−1 is

[ v

km s−1

]
= 4.74

[
d⊙
kpc

] [
u

mas yr−1

]
, (6.1)

where d⊙ is the distance from the observer to the globular cluster. Therefore, with all
the dimensionless parameters and physical scales fixed from the previous analysis, we
obtain a best-fit distance d⊙,dyn (hereafter referred to as dynamical distance) by a com-
bined fit to the observed tangential σT and radial σR velocity dispersion profiles (i.e., by
minimizing a combined chi-squared defined as the sum of the contributions of the two
velocity dispersion profiles in the plane of the sky).

6.2.4 Predicted profiles

At this stage for a given cluster the model and the relevant scales have all been deter-
mined. A number of other observable quantities are then predicted and can be com-
pared to the available observations. In particular, we wish to include in this category
the following quantities: the anisotropy profile σT/σR, the proper-motion mean-velocity
profiles VT and VR, the ellipticity profile ε, and the two-dimensional structure of the
isodensity contours which need not be perfect ellipses.

5Note that the procedure adopted to determine the values of the dimensionless parameters that characterize
the internal structure of the models does not allow us to calculate the related formal errors. In any case we
will estimate the range of variation of reasonable models (also in relation to the lack of information on Ra for
two of the three clusters) by performing a simple exploration of the available parameter space, as described in
Sect. 6.2.5.

6The scale r0 is the standard length scale of King models; e.g., see Eq. (A.2) in Appendix A
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6.2.5 Exploration of the parameter space

The procedure adopted for the selection of a rotating model gives priority to the kine-
matic data, which are usually affected by large uncertainties and often do not cover a
sufficiently wide radial extent. Therefore, it is important to check whether the selection
procedure might be improperly sensitive to these uncertainties. In order to do so, we
perform an exploration of the available dimensionless parameter space (Sect. 6.2.1) by
estimating what range of parameters would be consistent with the uncertainties associ-
ated with the kinematic observed quantities listed in Table 6.2.

For each selected model that meets the kinematic criteria we calculated the physical
scales by means of the fits described in Sects. 6.2.2 and 6.2.3. The best-fit model is taken
to be the one that minimizes the total chi squared (defined as the sum of the calculated
chi squared for the photometric, kinematic, and distance fits). As an example of this
procedure, in Fig. 6.5 we show three different models for ω Cen, characterized by differ-
ent values of the V max

rot /σ0 parameter, respectively 0.28, 0.34, and 0.36. The three models
give comparable results for the kinematic profiles, very similar results for the photomet-
ric profile, and, most importantly, they all give similar trends in the predicted ellipticity
profiles, as shown in Fig. 6.10. Therefore we conclude that our selection procedure can
be considered to be sufficiently stable and reliable.

Moreover, we recall that the kinematic data on the plane of the sky for 47 Tuc andM15
(see Sect. 6.1.1) are not radially extended enough to allow us to determine the complete
shape of the anisotropy profile. Therefore, in these cases the Ra scale, which marks the
radial position of the transition from radial to tangential anisotropy, cannot be used as
an additional criterion for the selection of the dimensionless parameters.

6.3 General results

The values of the dimensionless parameters, the physical scales, and the best-fit dynam-
ical distance for the selected models are listed in Table 6.3. In Table 6.4 we report the
derived structural properties of the clusters. The quality of the results is summarized
in Figs. 6.1-6.6 for ω Cen, 47 Tuc, and M15, respectively. In each figure, the solid lines
represent the model profiles, the open circles the data-points. For the kinematic profiles
the data-points are associated with a horizontal bar, representing the size of the radial
bin, and a vertical bar, indicating the errors associated with the measurements. Quan-
titative information about the quality of the fits for the determination of the physical
scales is given in Table 6.5, where the reduced chi-squared, the corresponding two-sided
90% confidence interval, and the number of degrees of freedom are listed. In each case,
the value of the photometric chi-squared χ̃2

p is larger than the value of the kinematic chi-

squared χ̃2
k: this is due to the fact that the kinematic profiles are characterized by a small

number of points with larger error bars (this was also found in Sect. 4.2). Note that the
value of the reduced chi-squared of the kinematic fit of M15 is inside the corresponding
90% confidence interval.

6.3.1 Photometric and kinematic fits

In the following we give, separately for the three clusters, a description of the results of
the fitting procedure carried out on the photometric and kinematical observed profiles.
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Table 6.3: Dimensionless parameters and physical scales of the best-fit models.

GC Ψ χ b̄ µ0 r0 v0 d⊙,dyn

(1) (2) (3) (4) (5) (6) (7)

47 Tuc 7.6 1.6 × 10−3 0.008 14.30 ± 0.08 24.41 ± 0.14 13.35± 0.21 4.15 ± 0.07

M15 6.8 1.6 × 10−3 0.035 14.65 ± 0.01 13.33 ± 0.20 12.52± 0.24 10.52 ± 0.38

ω Cen 5.8 14.4 × 10−3 0.040 16.43 ± 0.05 134.54± 1.13 15.87± 0.27 4.11 ± 0.07

Notes. For each globular cluster (GC, indicated in the first column) we list: the concentration
parameter Ψ in Col. (1), the rotation strength parameter χ in Col. (2), the b̄ parameter in Col. (3),
the V -band central surface brightness µ0 in mag arcsec−2 in Col. (4), the radial scale r0 in arcsec
in Col. (5), the velocity scale v0 in km s−1 in Col. (6), and the best-fit dynamical distance d⊙,dyn in
kpc in Col. (7); for the physical scales and the distance, the associated errors are also shown. Note
that r0 is an intrinsic quantity; it is recorded here in arcseconds, for easier comparison with the
observations.

Table 6.4: Derived parameters.

GC C Rc Rh rtr M M/L

(1) (2) (3) (4) (5) (6)

47 Tuc 1.87 ± 0.01 24.6 ± 0.1 162.8± 0.9 1814.9± 10.4 6.23 ± 0.04 1.69 ± 0.13

M15 1.94 ± 0.02 12.9 ± 0.2 43.7 ± 0.7 1118.9± 16.8 4.55 ± 0.07 1.45 ± 0.05

ω Cen 1.27 ± 0.01 127.8 ± 1.1 282.5± 2.4 2400.3± 20.2 19.53± 0.16 2.86 ± 0.14

Notes. For each globular cluster (GC, indicated in the first column) we provide the structural
parameters derived for the best-fit models: (1) the concentration parameter C = log(rtr/Rc),
(2) the projected core radius Rc in arcsec, (3) the projected half-mass radius Rh in arcsec, (4) the
truncation radius rtr in arcsec, (5) the total mass of the clusterM in units of 105M⊙, (6) the V -band
mass-to-light ratio in solar units.

Table 6.5: Quality of the fits.

Photometric fit Kinematic fit Distance fit

GC np χ̃2
p χ̃2

inf χ̃2
sup nk χ̃2

k χ̃2
inf χ̃2

sup nd χ̃2
d χ̃2

inf χ̃2
sup

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

47 Tuc 229 5.55 0.85 1.16 39 4.00 0.66 1.40 39 1.35 0.66 1.40

M15 308 5.11 0.87 1.14 31 1.08 0.62 1.45 7 0.41 0.31 2.01

ω Cen 70 4.73 0.74 1.29 39 1.75 0.66 1.40 73 7.19 0.74 1.29

Notes. For each globular cluster (GC, indicated in the first column), separately for the photometric,
kinematic, and distance fits, we provide the number of degrees of freedom [Cols. (1), (5), and (9)],
the reduced best-fit chi-squared [Cols. (2), (6), and (10)], and the lower [Cols. (3), (7), and (11)] and
upper [Cols. (4), (8), and (12)] boundaries of the two-sided 90% confidence level interval for the
reduced χ2-distribution with n degrees of freedom.

47 Tucanae

As illustrated in Fig. 6.1, the surface brightness profile and the line-of-sight rotation and
velocity dispersion profiles are well reproduced by the selected model. In particular,
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Figure 6.1: Surface brightness profile, line-of-sight velocity dispersion profile, and line-of-sight
rotation profile (measured along the projected major axis; for the definition of the xp coordinate
and the way the data are binned, see Sect. 6.1) for 47 Tuc. Solid lines represent the selected model
profiles and open circles the observational data-points. Vertical bars represent the measured errors
and horizontal bars indicate the size of the bins. The fits on these profiles have been used to deter-
mine the three physical scales of the model (µ0, r0, v0) (see Table 6.3); the associated photometric
and kinematic reduced chi-squared and the number of degrees of freedom are listed in Table 6.5.

the rotation profile is well matched throughout the extension of the cluster, showing
clearly the position of the maximum rotation velocity, the characteristic rigid rotation
behavior in the central region, and the relatively sharp decrease in the outer parts. The
observed line-of-sight velocity dispersion profile is characterized by one data-point at
R >∼ 1800 arcsec deviating from the model profile (this fact has already been detected
in Sect. 4.2, when the study of the observed profiles by means of spherical models was
discussed). A corresponding discrepancy is found also for the surface brightness profile,
at approximately the same radial position (the last four photometric data-points). These
two features may be interpreted in terms of the population of “potential escapers” re-
sulting from the tidal interaction between the cluster and the host Galaxy (see Küpper
et al. 2010; Lane et al. 2012).

As to the proper-motion data, the relevant profiles, although limited to the central
region, show a satisfactory agreement with the model predictions (see Fig. 6.2). In the
intermediate regions (50 <∼ R <∼ 1000 arcsec) the model predicts weak radial anisotropy
and tangential anisotropy in the outer parts. It would be interesting to acquire more
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Figure 6.2: The top panels illustrate the fit to the proper-motion dispersion profiles along the
projected tangential and radial directions for 47 Tuc; this fit has determined the dynamical distance
d⊙,dyn. The associated reduced chi-squared and the number of degrees of freedom are shown in
Table 6.5. The bottom panels show the predicted anisotropy profile against the available data.
Solid lines represent the model profiles, open circles the observational data-points. Vertical bars
indicate the measured errors and horizontal bars indicate the size of the bins.

spatially extended proper-motion measurements to confirm this prediction.
Rotation in the plane of the sky is not available from the proper-motion data-set of

McLaughlin et al. (2006). However, proper-motion rotation has been measured for this
cluster by Anderson & King (2003), by using the HST and by considering background
stars of the Small Magellanic Cloud as an absolute reference frame. The observed rota-
tion corresponds to a velocity of 4.97 ± 1.17 km s−1(based on the assumed distance of
4.5 kpc) at a projected radius of 5.7 arcmin (corresponding approximately to the position
of the rotation peak). Within the uncertainties, this is consistent with our model, which
predicts a value of 4.13 km s−1at 5.7 arcmin.

M15

Remarkably, except for the most central region, the selected model offers a good de-
scription of both the line-of-sight kinematic profiles and the surface brightness profile
(see Fig. 6.3). The line-of-sight velocity dispersion profile is reproduced by the model
out to the last available bin, located at approximately 0.5rtr.

As to the line-of-sight rotation profile, a large scatter is present in the central regions,
due to the high measurement errors, which have an average of 3.79 km s−1(significantly
higher than the average errors of ω Cen and 47 Tuc: 1.98 km s−1and 2.29 km s−1, re-
spectively). Unfortunately, the kinematic data-set does not sample the region where the
peak of the rotation curve is expected. More accurate and better distributed line-of-sight
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Figure 6.3: Surface brightness profile, line-of-sight velocity dispersion profile, and line-of-sight
rotation profile (measured along the projected major axis) for M15. For description of symbols
and curves see Fig. 6.1.

velocity measurements would be required to build a more reliable and complete rotation
profile. However, it is interesting to note that the rotation profile in the central regions,
characterized by a solid-body behavior, is well accounted for by the model, although
high rotation is detected in the center and interpreted as a signature of the presence of a
decoupled rotating core (for more details, see Appendix B of Bianchini et al. 2013).

For the proper motions, given the small number of data and the low accuracy of the
measurements, we decided to divide the sample in only 4 bins to avoid excessive statis-
tical noise; the relevant profiles are illustrated in Fig. 6.4. Such profiles can be used to
constrain the kinematic behavior of the cluster only in relation to the very central regions.
In turn, the selected model leads to specific predictions on the anisotropy profile in the
intermediate and outer parts of the object, which are expected to first show weak radial
anisotropy and then tangential anisotropy. Unfortunately, for this object no information
about the rotation on the plane of the sky is yet available.

ω Centauri

In general, the selected model is in satisfactory agreement with the surface brightness
profile and the line-of-sight kinematic profiles, as shown in Fig. 6.5. For the photometric
profile, the model reproduces well the central regions and the intermediate parts, but it
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Figure 6.4: Tangential dispersion, radial dispersion, and anisotropy profile for M15. For descrip-
tion of symbols and curves see Fig. 6.2.

underestimates the last two data-points.

For the line-of-sight kinematic profiles, the model is able to reproduce simultane-
ously the shape of the rotation profile and the shape of the velocity dispersion profile,
with one important failure: the central values (inside ≈ 200 arcsec) of the line-of-sight
velocity dispersion are severely underestimated by our model. It is interesting to note
that any quasi-Maxwellian dynamical model applied to ω Cen is unable to reproduce
the cuspy behavior observed in the central regions (e.g., see the application of spherical
King models and of spherical Wilson models presented by MLvdM05 in their Fig. 11;
see also the fit by means of the rotating Wilson 1975 model performed by Sollima et al.
2009). In this respect, radially-biased anisotropic models appear to perform better (in

particular, see the application of the f (ν) models discussed in Chapter 4). On the one
hand, this feature has sometimes been considered as evidence for the presence of a cen-
tral intermediate-mass black hole (see Noyola et al. 2008). On the other hand, the same
feature may indicate that ω Cen, because of its relatively high relaxation time (see Ta-
ble 6.1), is only partially relaxed and characterized by a higher degree of radial anisot-
ropy with respect to the case of more relaxed stellar systems, as suggested by Fig. 6.6
(see also van der Marel & Anderson 2010). A more detailed discussion of this issue is
postponed to Sect. 6.4.2, where a comparison among models with different anisotropy
profiles is presented. Curiously, even though the line-of-sight data indicate high rotation
in the very central regions (R < 0.5Rc, see Appendix B of Bianchini et al. 2013), which is
naturally interpreted as the signature of a complex rotating central structure, this does
not appear to affect the quality of our results on the rotation profile; in fact, the selected
model reproduces the central part of the line-of-sight rotation curve surprisingly well
(see Fig. 6.6).
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Figure 6.5: Surface brightness profile, line-of-sight velocity dispersion profile, and line-of-sight
rotation profile (measured along the projected major axis) for ω Cen. Solid lines represent the
selected model profiles and open circles the observational data-points; the dotted and dashed
lines represent the profiles of the models used to test the sensitivity of the selection procedure to
the specific choice of kinematical parameters on which the procedure in based, as described in
Sect. 6.2.5.

In addition, the model identified by our procedure is able to reproduce all three com-
ponents of the projected velocity dispersion tensor of ω Cen (both along the line of sight
and on the plane of the sky; see Fig. 6.6). Interestingly, the shape of the observed an-
isotropy profile built from the proper-motion dispersions is consistent with the general
properties of the selectedmodel, which is characterized by isotropy in the central region,
weak radial anisotropy in the intermediate region, and tangential anisotropy in the outer
parts. The transition between the region characterized by radial anisotropy to the region
characterized by tangential anisotropy takes place at R ≈ 1200 arcsec. The data indeed
show signs of radial anisotropy in the intermediate region (note that our model predicts
a degree of radial anisotropy lower than the observed one) and of tangential anisotropy
outside R ≈ 1000 arcsec. The existence of tangential anisotropy found in the present
study is consistent with the results of previous investigations, namely van de Ven et al.
(2006) and van der Marel & Anderson (2010) (see their Fig. 6). We wish to emphasize
that such behavior of the anisotropy profile in the outer parts is a natural property of the
family of models at the basis of the present work.

Finally, we can also compare the rotation on the plane of the sky predicted by the



96 6.3 General results

 0

 5

 10

 15

 20

 0  500  1000  1500  2000  2500

σ T
 [k

m
 s

-1
]

R [arcsec]

ω Cen - Tangential dispersion profile

 0

 5

 10

 15

 20

 0  500  1000  1500  2000  2500

σ R
 [k

m
 s

-1
]

R [arcsec]

ω Cen - Radial dispersion profile

 0.7
 0.8
 0.9

 1
 1.1
 1.2
 1.3

 0  500  1000  1500  2000

σ T
 / 

σ R

R [arcsec]

ω Cen - Anisotropy profile
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Figure 6.7: Predicted proper-motion mean-velocity profiles along the tangential and radial di-
rections for ω Cen. Solid lines represent the model profiles and open circles the observational
data-points. Vertical bars indicate the measured errors and horizontal bars the size of the bins.
Note that the data give a hint of a possible overall expansion, which is obviously not present in
the model.

model with the observed mean-velocity profiles along the tangential and radial direc-
tions. Figure 6.7 shows that the tangential proper-motion mean-velocity profile VT(R)
is well reproduced by the model, confirming the presence of differential rotation. In the
radial direction the model predicts a flat profile with vanishing velocity; in the external
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regions (R > 1000 arcsec), the observed proper-motionmean-velocity in the radial direc-
tion reaches a value of VR ≈ 5 km s−1, indicating the presence of a systematic expansion
ascribed to systematic errors in the measurement procedures (van Leeuwen et al. 2000).
At this point, we should also recall that, as discussed in Sect. 6.1.1, the procedure used to
measure the proper motions removes any sign of solid-body rotation in the plane of the
sky; therefore we apply to the data a correction to recover the solid-body mean velocity
component, following van de Ven et al. (2006). This fact introduces some uncertainties
in the final profiles and might account for some of the discrepancies between the model
and the observed proper-motion mean-velocity profiles.

In conclusion, aside from the inner cusp problem, the generally good agreement be-
tween model and proper-motion mean-velocity and velocity dispersion profiles is quite
remarkable, because the model was selected only to match the velocity-to-dispersion ra-
tio along the line of sight V max

rot /σ0, the location of the peak in the rotation profile along
the line of sight Rmax

rot , and the location of the transition from radial to tangential anisot-
ropy in the plane of the sky.

6.3.2 Dynamical distance

The rescaling of the model profiles to match the observed proper-motion dispersion pro-
files allows us to derive an estimate for the distance of the clusters, as described in the
previous Section.

For 47 Tuc the best-fit distance is d⊙,dyn = 4.15 ± 0.07 kpc, with associated reduced

chi-squared χ̃2
d = 1.35 inside the corresponding 90% confidence interval. This value is

consistent with the dynamical distance reported by McLaughlin et al. (2006) d⊙,dyn =
4.02 ± 0.35 kpc, measured from the same proper-motion data-set used in the present
work, under the simple assumptions of spherical symmetry, isotropy, and absence of
internal rotation. Our value is lower than the standard value of d⊙ = 4.5 ± 0.2 kpc
reported in the Harris (2010) catalog and lower than other distance estimates obtained
by means of photometric methods, such as main sequence fitting, RR Lyrae, and white-
dwarf cooling sequence fitting (for a recent summary of results, see Table 1 of Woodley
et al. 2012 or Bono et al. 2008).

The dynamical distance obtained for M15 is d⊙,dyn = 10.52 ± 0.38 kpc, with a re-

duced chi-squared χ̃2
d = 0.41, inside the corresponding 90% confidence interval. This is

consistent with the kinematic distance obtained by McNamara et al. (2004) of d⊙,dyn =
9.98±0.47 kpc and the value obtained by van den Bosch et al. (2006) of d⊙,dyn = 10.3±0.4
kpc; these two estimates are based on the same proper-motion data-set considered in the
present work. In particular, the value obtained byMcNamara et al. (2004),which is based
on the simplifying assumptions of spherical symmetry, isotropy in velocity space, and
no rotation, is lower than the value obtained in the present work and the one obtained
by van den Bosch et al. (2006) (in which anisotropy, rotation, and flattening are taken
into account). Moreover, our distance is in agreement with other distance estimates
based on photometric methods, such as the one reported in the Harris (2010) catalog
d⊙ = 10.4 ± 0.8 kpc. In this case, the conclusion drawn by Bono et al. (2008), according
to which distances obtained from kinematic data are systematically lower than distances
obtained from other methods, does not hold.

The dynamical distance obtained for ω Cen is d⊙,dyn = 4.11 ± 0.07 kpc, with an

associated reduced chi-squared χ̃2
d = 7.19. This value is significantly smaller than the

distance estimated with photometric methods (e.g., d⊙ = 5.2±0.7 kpc fromHarris 2010)
and also smaller than other estimates obtained by means of the application of different
dynamical models (e.g., d⊙,dyn = 4.70 ± 0.06 kpc from van der Marel & Anderson 2010;
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d⊙,dyn = 4.8 ± 0.3 kpc from van de Ven et al. 2006). As also noted by van de Ven et al.
(2006), a low value of the distance is expected when either the line-of-sight velocity dis-
persion is underestimated or the proper-motion dispersion is overestimated. In our case,
it is clear from the previous section and from Fig. 6.5, that our dynamical model underes-
timates the central value of the line-of-sight velocity dispersion. Therefore, our distance
estimate is affected by a systematic bias (reflected also by the high value of the reduced
chi-squared). The dynamical distances obtained by van der Marel & Anderson (2010)
and van de Ven et al. (2006) are based on a Jeans model and on an orbit-based model,
respectively; previous studies based on the application of quasi-Maxwellian dynamical
models, such as spherical King or spherical Wilson models, do not report distance esti-
mates for this object.

6.3.3 Deviations from spherical symmetry

The selected axisymmetric model is associated with a well defined ellipticity profile,
which is the morphological counterpart to the presence of rotation.

Figure 6.8 shows the ellipticity profile predicted by our model plotted together with
the ellipticity data available for 47 Tuc. In this cluster, the deviations from spherical sym-
metry are naturally explained by the selectedmodel with a surprising degree of accuracy.
In fact, the ellipticity profile derived by our model reproduces the radial variation of the
observed ellipticity over the entire spatial range covered by the data (the flattening of
47 Tuc increases from a value of ε ≈ 0 to a maximum value of ε ≈ 0.12 at R ≈ 450
arcsec). We recall that the ellipticity profile associated with the selected self-consistent
model is a structural property completely determined by the dimensionless parameters
and physical scales identified during the model selection procedure. In this case we can
thus state with confidence that internal rotation is the physical ingredient responsible for
the observed global deviations from spherical symmetry. In this respect, we emphasize
that the relation between the shapes of the rotation profile and the ellipticity profile is
highly nontrivial; in particular, the peak of the rotation profile does not correspond to
a peak in the ellipticity profile (at variance with what is often believed, e.g. Meylan &
Mayor 1986).

The comparison between the observed and the predicted ellipticity profiles of M15
is illustrated in Fig. 6.9. Our model predicts a value of ellipticity close to zero in the
very central regions and an increase of the flattening thereafter, consistent with the ob-
servations. In particular, we note that the model profile seems to overlap smoothly with
the observed profile in the region sampled by the data. Moreover, the observed average
flattening is consistent with the value predicted by our model. We thus conclude that
our dynamical model, and consequently the presence of internal rotation, can naturally
explain the observed deviations from sphericity of M15.

The comparison of the predicted ellipticity of ω Cenwith the corresponding observed
profile is illustrated in Fig. 6.10; the open circles represent the profile from Anderson &
van derMarel (2010), the black dots represent the profile fromGeyer et al. (1983), and the
solid line the profile derived from our model. The two observed profiles are consistent
in the sampled radial range, except for the innermost region (R < 100 arcsec) where
a large scatter dominates the data of Anderson & van der Marel (2010). The model
ellipticity profile is characterized by a general trend similar to that of the Geyer et al.
(1983) measurements, but it predicts the peak of maximum flattening too far out, at
about R ≈ 1000 arcsec. If we calculate the average ellipticity in the radial range covered
by the data, we find an average flattening associated with the selected model (ε = 0.10)
in agreement with the observed one (ε = 0.12 ± 0.02). In other words, we are led to
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Figure 6.8: Ellipticity profile for 47 Tuc. The black dots mark the observed ellipticities presented by
WS87, the solid line represents the profile derived from our axisymmetric rotating model. Dotted
and dashed horizontal lines indicate the average values reported by WS87 and CC10, respectively.

Figure 6.9: Ellipticity profile for M15. For a description of symbols and curves see Fig. 6.8.

conclude that the observed deviations from sphericity are likely to be originated by the
presence of internal rotation. In Sect. 6.4wewill argue that the discrepancies between the
predicted and observed ellipticity profiles are likely to be related to the complex nature
of ω Cen, in particular to its conditions of partial relaxation and the interplay between
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Figure 6.10: Ellipticity profile for ω Cen. Open circles mark the observed ellipticities from Ander-
son & van der Marel (2010), black dots those from Geyer et al. (1983). The solid line represents the
predicted profile derived from the rotating axisymmetric model proposed in this work, whereas
the thin dotted curves correspond to the models used to test the sensitivity of the selection proce-
dure (see Sect. 6.2.5). Dotted and dashed horizontal lines indicate the average values from WS87
and CC10, respectively. Finally, the long-dashed line represents the ellipticity profile for the best-fit
rotating Wilson (1975) model, from Sollima et al. (2009); see discussion in Sect. 6.4.

rotation and anisotropy in velocity space.

6.4 Discussion

6.4.1 Partially relaxed versus well relaxed clusters

The three globular clusters under consideration are known to be in different evolution-
ary states. In fact, the core relaxation time of ω Cen is significantly higher than the relax-
ation times of 47 Tuc and M15 (see Table 6.1). This suggests that ω Cen should be in a
partially relaxed state, whereas 47 Tuc and M15 can be considered well-relaxed clusters.

When applied to the two more relaxed clusters, 47 Tuc andM15, our models perform
very well; the systems are quasi-isotropic in their inner regions and internal rotation
is able to explain the observed morphology. The most significant discrepancy left is
probably that of the core structure of M15 (inside ≈ 10 arcsec), characterized by a cusp
in the surface brightness that is likely to be related to the phenomenon of core collapse
(Murphy et al. 2011), which goes beyond the objectives of our equilibrium models. For
this cluster, the intermediate and outer regions (from 10 arcsec out to 1000 arcsec) are
well fitted by our rotating model (Fig. 6.3), at variance with the spherical King model,
which severely underestimates the surface brightness (beyond≈ 300 arcsec; see Fig. 4.1).

In the case of ω Cen, we argue indeed that the main discrepancies noted between
our model and observations are associated with the condition of partial relaxation of the
cluster. This interpretation is supported by the fact that models with sizable radially-

biased pressure anisotropy, such as the family of spherical f (ν) models, are able to re-
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Figure 6.11: Comparison between our rotating quasi-relaxed model (solid lines), spherical

radially-biased anisotropic f (ν) model (from Chapter 4, thin dotted lines), and rotating Wilson
(1975) model (from Sollima et al. 2009, dashed lines) for ω Cen. The top panel represents the
projected line-of-sight velocity dispersion profile and the bottom panel the intrinsic anisotropy
profile α, evaluated along the equatorial plane. A higher degree of radially-biased anisotropy in
the central-intermediate region contributes to steepen the central dispersion profile.

produce this controversial kinematic feature, as shown in Chapter 4, while the rotating
model here considered is unable to describe the cuspy behavior of the velocity disper-
sion profile in the central regions (inside ≈ 300 arcsec). In Fig. 6.11 we compare our

quasi-relaxed model with the best-fit f (ν) model from Chapter 4 and to the best-fit ro-
tating Wilson (1975) model from Sollima et al. (2009). The top panel shows that, in the
central region (R . 500 arcsec≈ 2Rh), the gradient of the line-of-sight dispersion profile

depends strongly on the assumed model: the steeper gradient is associated with the f (ν)

model, which in turn is the model characterized by the strongest radial anisotropy. Note

that the spherical f (ν) model and the rotating Wilson (1975) model both miss the feature
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of tangential anisotropy in the outer regions altogether. This is further illustrated by the
bottom panel which shows the intrinsic anisotropy parameter α (defined in Eq. (2.19))
profile evaluated along the equatorial plane. Indeed, the rotating models presented in
VB12 and applied here are characterized by the presence of only weak radial anisotropy
in the intermediate radial range, because they have been constructed under the assump-
tion that the stellar system is quasi-relaxed.

This phase-space property has a counterpart in the predicted ellipticity profile, the
shape of which does not reproduce properly the observations. As stated in Sect. 6.3.3,
the presence of a large amount of radial anisotropy (directly measured; e.g., see bottom
panel of Fig. 6.6) can explain the observed deviations. To add further support to this
conclusion, in Fig. 6.10 we compare the ellipticity profile predicted by our model to the
profile presented by Sollima et al. (2009) based on a rotating Wilson (1975) model: the
latter model is characterized by a higher degree of radial anisotropy (in fact it misses
the feature of tangential anisotropy in the outer regions altogether; see Fig. 6.11) and
generates deviations from sphericity in the inner regions in better agreement with the
observations. Therefore, the structure of ω Cen is determined by the complex interplay
between rotation and anisotropy; anisotropy can be naturally present because this clus-
ter is characterized by long relaxation times.

6.4.2 Comparison with previous studies

To our knowledge, an application of non-spherical models to the full set of data available
for these clusters, including proper motions, has been made only by van de Ven et al.
(2006) for ω Cen and by van den Bosch et al. (2006) for M15, based on a Schwarzschild-
type modeling procedure (see Sect. 2.3.2). Remarkably, the best-fit model for M15 is
characterized by a total mass and a mass-to-light ratio fully consistent with our results,
that is, 4.4 × 105M⊙ and 1.6 M⊙/L⊙, respectively. In the case of ω Cen, we derive a
lower value for the total mass and a higher value for the mass-to-light ratio. Here the
discrepancy reflects our estimate of the distance to the object, smaller than distances
reported in the literature7 (by adopting a distance of d⊙ = 4.8 kpc, the resulting total
mass associated with our rotating model would be M = 2.28 × 106M⊙, whereas for
d⊙ = 5.2 kpc, the total mass would beM = 2.47 × 106M⊙).

In addition, only very few studies have been made of non-spherical rotating models
constructed under given physical assumptions. To our knowledge, only three families
of models based on a distribution function allowing for internal rotation have been ex-
plored in significant detail: those by Prendergast & Tomer (1970), Wilson (1975), and
Lupton & Gunn (1987). The first two were originally designed to describe elliptical
galaxies and not globular clusters. In fact, the closest and modern paper that we are
aware of, for which some comparison with the present article could be made, is that by
Sollima et al. (2009), although the application presented there is limited to the line-of-
sight kinematics (and thus without consideration of the star proper-motion data). The
comparison was provided in the previous subsection.

Therefore, we are left with the task of comparing the results of the dynamical analy-
sis performed in the present work with the results obtained from previous studies based
on spherical nonrotating models. This comparison is also interesting, because it shows

7For ω Cen, the recent investigation by D’Souza & Rix (2013) assumes a distance of 5.5 kpc, much higher
than the distance (4.11 kpc) that we determined in the present work. Based on a discrete kinematic approach,
including flattening and rotation, the authors report a value of the total mass of (4.05 ± 0.10) × 106M⊙. By
assuming an apparent visual magnitude of mV,tot = 3.68 mag (Harris 2010), and by rescaling this value
to the distance of 5.5 kpc (to obtain the absolute total luminosity), the corresponding mass-to-light ratio is
M/L = 4.56 M⊙/L⊙, significantly larger than usually obtained for this cluster.
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Table 6.6: Comparison of the structural parameters from the best-fit rotating models with those
obtained from spherical models in previous studies.

Cluster Ref. C Rc M M/L

47 Tuc (0) 1.87 ± 0.01 24.6 ± 0.1 6.76 ± 0.04 1.56 ± 0.12

(1) 2.01 ± 0.00 22.6 ± 0.2 7.18 ± 0.41 1.34 ± 0.08

(2) 2.57 ± 0.06 32.1 ± 2.6 10.71 ± 0.98 1.17+0.52
−0.43

(3) 2.07 ± 0.03 21.6 ± 1.3 . . . . . .

M15 (0) 1.94 ± 0.02 12.9 ± 0.2 4.49 ± 0.07 1.47 ± 0.05

(1) 1.86 ± 0.01 7.5 ± 0.1 3.98 ± 0.35 1.12 ± 0.10

(2) . . . . . . . . . . . .

(3) 2.29 ± 0.18 8.4 ± 1.0 . . . . . .

ω Cen (0) 1.27 ± 0.01 127.8± 1.1 24.71 ± 0.20 2.26 ± 0.11

(1) 1.32 ± 0.01 127.7± 2.4 26.45 ± 3.32 1.93 ± 0.24

(2) 1.43 ± 0.02 164.6± 4.5 24.66 ± 2.26 2.24+1.04
−0.82

(3) 1.31 ± 0.04 142.2± 8.3 . . . . . .

Notes. For each cluster we provide the concentration parameter C = log(rtr/Rc), the projected
core radius Rc in arcsec, the total mass of the cluster M in units of 105M⊙, and the V -band mass-
to-light ratio M/L in solar units. The values of M and M/L have been rescaled to a common
distance for each cluster to allow for a comparison of the different models considered (4.5 kpc,
10.4 kpc, and 5.2 kpc for 47 Tuc, M15, and ω Cen, respectively).

References. (0) This Chapter; (1) spherical King models from Chapter 4; (2) spherical nonrotating
Wilson models fromMcLaughlin & van der Marel 2005; (3) Harris 2010.

to what extent the determination of the structural parameters is sensitive to the model
adopted, or, in other words, to what extent some idealized, relatively simple, commonly
used models are likely to introduce systematic errors in probing the structure of globu-
lar clusters. Table 6.6 summarizes and compares the following derived structural prop-
erties: concentration parameter C, core radius Rc, total mass M , and global V -band
mass-to-light ratioM/L. In general, the values of the derived structural parameters are
consistent with the values derived from the other studies. Spherical nonrotating Wilson
models tend to lead to larger truncation radii, as expected.

We note that our rotating models give a good description of the global kinematics
and morphology of the three analyzed globular clusters. As a result, the effects of mass
segregation are expected to be modest; in addition, we do not have to invoke the pres-
ence of darkmatter andwe do not find any reason to abandonNewtonian dynamics and
to move to the MOND (Modified Newtonian Dynamics) framework.

6.5 Conclusions

Wehave applied a family of self-consistent global dynamicalmodels, recently constructed
with the purpose of describing differentially rotating star clusters in a quasi-relaxed
state, to three Galactic globular clusters, namely ω Cen, 47 Tuc, and M15, that exhibit
evidence for flattening and rotation. For these clusters an extremely rich set of data is
available, particularly on their three-dimensional kinematics.
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Motivated by the results of the work described in Chapter 4, which showed that
kinematical profiles are crucial to determine the dynamical model better representing a
given globular cluster, we have given here highest priority to the interpretation of the
available kinematical data. This is a particularly challenging test for the models. In turn,
the success of the models for the two clusters known to be in a sufficiently well relaxed
state allows us to measure their internal structural parameters accurately and reliably,
well beyond the reach of simpler and more idealized models.

The main results obtained by the presented analysis are the following:

• For the three most studied globular clusters we have illustrated how such detailed
modeling procedure can be implemented to make a test on the adequacy of a phys-
ically justified, global, self-consistent family of models to interpret all the available
photometric and kinematic data, including a rich set of proper motions. One im-
portant technical problem, the inclination and projection of self-consistent models
constructed from a nontrivial distribution function, has been resolved by the use of
suitable discrete realization in terms of a large number of simulated particles (see
Sect. 2.2.2).

• For the well-relaxed cluster 47 Tuc the model that we have identified provides a
very good interpretation of the photometric and kinematic data. In particular, the
rotation profile is well matched throughout the entire extent of the cluster, showing
clearly the position of the maximum rotation velocity, the characteristic rigid rota-
tion behavior in the central region, and the relatively sharp decline in the outer
parts. In addition, the proper-motion rotation measured by Anderson & King
(2003) is well consistent with the value predicted by our model at the relevant
radial positions. The identification of the model comes out naturally and leads to
a specific prediction on the ellipticity profile that is in excellent agreement with the
observations.

• For the relaxed cluster M15 we provide a global model in good agreement with the
data; in particular, the line-of-sight rotation profile in the central regions, charac-
terized by a solid-body behavior, is well accounted for by the model. The possible
presence of a fast-rotating core on the small radial scale (where the observed pho-
tometric profile shows evidence of a post-core-collapse phase) does not appear to
influence the quality of our global description.

• The model selected for ω Cen is unable to reproduce the steep central gradient in
the line-of-sight velocity dispersion profile; in addition, the predicted ellipticity
profile is somewhat offset with respect to the observed profile. We showed how
these features are likely to reflect the condition of only partial relaxation of the
cluster, as confirmed by the measured high radial anisotropy. Still, somewhat sur-
prisingly, our model provides a satisfactory global interpretation of the complex
three-dimensional kinematics available for this object. In particular, the overall be-
havior of the anisotropy profile is successfully described, including the presence of
tangential anisotropy in the outer parts of the system.

• The results of this study confirm that indeed internal rotation is responsible for
the observed flattening for at least two of the three clusters (47 Tuc and M15). For
ω Cen there is no doubt that rotation is important; still, the discrepancy between
predicted and observed ellipticity profile suggests that pressure anisotropy coop-
erates in determining its observed morphology.
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• We have determined new dynamical estimates of the distances to the stellar sys-
tems under consideration. Before, this kind of analysis has been performed only
in a few cases (in particular, see van de Ven et al. 2006 and Anderson & van der
Marel 2010). It appears that the distance estimates based on dynamical models
are generally lower compared to those derived from photometric methods, such
as the analyses of variable stars (e.g., see Bono et al. 2008), and from other stellar
indicators.

Further interesting insights may come from the study of rotation in different envi-
ronments, such as in low-mass stellar systems in the Magellanic Clouds, where globular
clusters are known to be younger and flatter than the Galactic clusters. In particular,
strong differential rotation may be a critical ingredient in determining the structure and
internal dynamics of the class of the so-called “ring clusters” (see Hill & Zaritsky 2006
and Werchan & Zaritsky 2011), which are characterized by an off-centered peak density
profile. The presence of internal rotation may play an important role also in the dynam-
ics of low-mass stellar systems, in the transition region between classical star clusters
and dwarf galaxies (e.g., see the recent spectroscopic study of the rotating ultra-compact
dwarf performed by Frank et al. 2011).

We showed that rotation plays an important role in determining the structure of the
three considered clusters, but that morphological information (as exemplified by the el-
lipticity profile of ω Cen) can be decisive in assessing the quality of amodel. It remains to
be ascertained how frequently is rotation the key dynamical factor and which globular
clusters owe their shape instead mainly to external tides or simply to pressure anisot-
ropy. New observational efforts to study the morphology of low-mass stellar systems
(in particular, devoted to the measurement of ellipticity profiles, isophotal contours, and
quadrupole moments) are thus highly desired.

Finally, we wish to reiterate (see also Sect. 4.4) that many key dynamical issues (such
as a reliable estimate of the dark matter content, the search of dynamical signatures of a
possible central intermediate-mass black hole, and the evaluation of the effects of mass
segregation) can be addressed exclusively by considering appropriate kinematical data
in detail (for a recent study with a generally similar approach, but limited to the study
of line-of-sight kinematic data, see Sollima et al. 2012).
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CHAPTER 7

Measuring accurate radial velocities with FLAMES

The observed flattening of globular clusters could be caused by internal rotation, by the
interaction with the external tidal field, or by pressure anisotropy. To determine which
of these dynamical ingredients is responsible for the observed shapes of these stellar
systems, it is necessary to study their kinematics.

The importance of dealing with good kinematic data is particularly evident in the
results shown in Chapters 4 and 6, where the role of pressure anisotropy and of in-
ternal rotation was explored for a selected group of globular clusters. Unfortunately,
only for a small fraction (< 20%) of the Galactic clusters accurate and well distributed
kinematical measurements are available for such a detailed dynamical analysis (see Ap-
pendix B). We therefore decided to submit a proposal to the European Southern Obser-
vatory (ESO), requesting to measure accurate radial velocities of more than 300 stars in
three flattenedGalactic globular clusters (NGC 5897, NGC 6273, andNGC 6541) by using
FLAMES/GIRAFFE1. The proposal has been granted observing time, and observations
will be taken during the ESO Period 93 (from April to September 2014).

In this Chapter we describe the motivation of this proposal, and the strategy of the
planned observations. The Chapter is organized as follows. In Sect. 7.1 the selection cri-
teria for the target globular clusters are described, and the basic properties of the selected
clusters are provided. In Sect. 7.2 the observational strategy is described. Section 7.3
provides a description of the method used to select the stars for which velocities will be
measured, and gives some predictions on the expected results.

7.1 Globular clusters selection

To choose the best targets for the proposed analysis, among the clusters for which no
kinematical data-sets exist, we adopted the following selection criteria, based on the
values of the relevant parameters that are listed in the Harris (2010) catalog:

1. we excluded objects farther than 20 kpc from the Sun, too faint for spectroscopic
observations;

2. we excluded the globular clusters indicated as core-collapsed, to avoid the sub-
tle modeling issues that characterize their central regions (as already explained in
Chapter 4). However, we did not exclude the clusters that are flagged as possible
core-collapsed, but for which a satisfactory fit with King models is feasible;

1Proposal ID: 093.D-0628; PI: A. Zocchi; title: “The dynamical origin of the flattening of globular clusters”;
CoIs: N. Lützgendorf, M. Hilker, G. Bono, G. Bertin, H. Baumgardt, P. Bianchini, A. Di Cecco, M. Fabrizio, A.
Kunder, M. Nonino, N. Neumayer, P. B. Stetson, and A. L. Varri.
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Table 7.1: The selected globular clusters.

Globular cluster d⊙ 〈vr〉 logTc logTM ε Rh rtr

NGC 5897 12.5 101.5±1.0 9.33 9.57 0.08 0.32 123.6 10.14

NGC 6273 (M19) 8.8 135.0±4.1 8.52 9.38 0.27 0.11 79.2 14.57

NGC 6541 7.5 -158.7±2.3 7.55 9.03 0.12 0.09 63.6 13.04

Notes. From left to right, the following quantities are displayed: distance from the Sun (kpc),
systemic radial velocity (km s−1), logarithm of the core relaxation time (years), logarithm of the
half-mass relaxation time (years), ellipticity from Harris (2010) and from Chen & Chen (2010),
projected half-light radius (arcsec), and truncation radius (arcmin).

3. we considered globular clusters with a systemic radial velocity that is significantly
different from that of field stars, to easily single out interlopers;

4. we considered globular clusters with estimated truncation radius 6′ < rtr < 15′,
to properly enclose their extent within the FLAMES field of view. The upper limit
was fixed to make it possible to cover the entire extent of the clusters with a single
pointing, the lower limit to avoid the selection of small clusters, which would pre-
vent us from allocating a large number of fibers, because of the inevitable spatial
proximity of candidate stars, especially in the central region of the systems.

Among the globular clusters satisfying these criteria, we selected three flattened (ε >
0.08) clusters in different relaxation conditions: NGC 6541 is a well relaxed cluster, NGC
6273 (M19) is in an intermediate relaxation condition, and NGC 5897 is partially relaxed;
according to the classification introduced in Sect. 1.3.1, therefore, each one of the selected
clusters belongs to a different relaxation class. For these three clusters, in Table 7.1 we list
the values of the quantities that have been used as selection criteria. NGC 6541 is actually
flagged as possibly core-collapsed, but its surface brightness profile can be satisfactorily
described by means of spherical isotropic models (see Sect. 7.3.3). NGC 6273 appears to
be the most flattened Galactic cluster, according to Harris (2010). NGC 5897 is known to
have a stellar tidal tail (Chen & Chen 2010).

The selected clusters thus have different properties which make them excellent rep-
resentatives of the population of Galactic globular clusters: their analysis will provide
information on the dynamical origin of the observed morphologies. We emphasize that
this work will provide the first global dynamical description of these globular clusters,
for which at the moment no kinematic data-set is available. By comparing the results
obtained for these three clusters, we will get clues on the physical factors that govern
their dynamics, and on the role they play in different evolutionary phases.

This work will contribute to enlarge the currently small sample of Galactic clusters
for which rich kinematic data-sets exist. In particular, if we exclude the three clusters
for which very rich data-sets containing more than one thousand stars are available (i.e.:
47 Tuc, ω Cen, and M15, see Table 4.1), with the addition of these three, the number of
clusters for which at least 300 radial velocities have been measured will double. This
is particularly important also because many measurements of proper motions of stars
in several globular clusters will soon be made available by the Gaia mission and by
the Hubble Space Telescope: having reliable accurate samples of radial velocities will
allow us to study the three-dimensional dynamics of globular clusters, as described in
Chapter 6.
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7.2 Observational strategy

The proposed spectroscopic observations will be obtained with the multi-object spectro-
graph FLAMES2 (Pasquini et al. 2002) mounted at the ESO 8-meter Very Large Telescope
(VLT) UT2 Kueyen. FLAMES feeds two different spectrographs, GIRAFFE and UVES,
that we plan to use in the offered combined mode. GIRAFFE allows the simultaneous
observation of 132 separate objects (including sky fibers) in MEDUSA mode, by means
of fibers with an aperture of 1.2′′ on the sky. For our GIRAFFE observations, we selected
the HR21 setup that covers the wavelength range 848.4 nm< λ < 900.1 nm, and includes
the Calcium Triplet; it has central wavelength λ = 875.7 nm, and resolution R = 16 200.
The offered connection with the Red Arm of UVES will also be used, which provides
spectra with a resolution R = 47 000 for 8 objects at the time; in this case, we selected the
setup centered at 860 nm, which covers a wavelength range similar to the one chosen for
GIRAFFE.

7.2.1 Number of stars to be observed

As anticipated at the beginning of this Chapter, we plan to measure radial velocities
of & 300 stars in each of the three flattened Galactic globular clusters with FLAMES.
This number of stars is sufficient to accurately sample the kinematics of the systems:
with a data-set of this size and with an expected accuracy of ∼ 200 m s−1 for a single
measurement, it is possible to calculate the relevant kinematic profiles with a precision
. 1 km s−1, which allows us to discriminate between different dynamical scenarios. We
will consider stars distributed across the entire radial extent of the cluster so as to have
a global description of its dynamical state (for more details, see Sect. 7.3.2).

To demonstrate the feasibility of this approach, and in particular to determine the
number of stars that is necessary to observe in order to reach the proposed objectives, we
carried out a test. We sampled a King model distribution function by randomly extract-
ingN data-points that we consider as a “data-set”. We chose a King model characterized
by Ψ = 7.00 and by a central velocity dispersion σ0 = 5 km s−1, typical values found for
Galactic clusters. We added Gaussian errors of ∼ 200 m s−1 to each radial velocity, to
simulate the expected observational errors. We calculated the velocity dispersion profile
from the “data” (see Sect. 3.2.1), by considering bins with an equal number of stars, and
compared it with the true velocity dispersion profile, which is calculated directly from
the distribution function as shown in Sect. 2.1.2 (see in particular Eq. (2.11)). Figure 7.1
shows the results of this test. We found that N ∼ 300 stars give an accurate description
of the dynamics of the system: by working with fewer data, the resulting profile would
be too noisy, whereas with more data the precision of the profiles would not increase
significantly.

7.2.2 Signal-to-noise ratio and exposure time

To accomplish the scientific goal of our project, we need radial velocity measurements
with an accuracy of about 200 m s−1: with the high resolution grisms, this accuracy can
be obtained with signal-to-noise ratios (S/N) of ∼ 20, as shown in Fig. 7.2.

We estimated the exposure times needed to obtain such a S/N by using the GIRAFFE
Exposure Time Calculator (ETC) provided by ESO3. To calculate the necessary time,

2For a complete and detailed description of the instrument and of the offered setups, see
http://www.eso.org/sci/facilities/paranal/instrumen ts/flames.html .

3http://www.eso.org/observing/etc/bin/gen/form?INS.N AME=GIRAFFE+INS.MODE=spectro

http://www.eso.org/sci/facilities/paranal/instruments/flames.html
http://www.eso.org/observing/etc/bin/gen/form?INS.NAME=GIRAFFE+INS.MODE=spectro
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Figure 7.1: Velocity dispersion profiles are calculated using N (specified in each panel) data ex-
tracted from a King model, and are shown here with filled circles (black for N = 300); solid lines
represent the model velocity dispersion.

among the options given by the ETC, we chose MEDUSA fiber mode with an object-fiber
displacement of 0.30′′, and the grism HR21 (central wavelength: 875.7 nm). We adopted
the following assumptions: black body temperature of 4000 K; 14 days after new moon;
airmass = 1.6; seeing = 1.00′′ (probability of realization 86%); we also simulated the re-
quested sky transparency (clear sky) by adding 0.1 mag to the object magnitude. By
taking into account overheads4, in order to have Observation Blocks (OBs) with a maxi-
mum duration of one hour, we have to consider a maximum continuous exposure time
of 2340 s.

We recall that the instrument field of view is more or less as large as the estimated
size of each of the selected globular clusters, so that with a single pointing it is possible
to place the fibers on stars that are distributed on their entire radial extent. To measure
radial velocities for more than 300 stars in each cluster, we will collect, for each of them,
three exposures. To properly assess the presence of possible binaries in the samples, we
plan to repeat the same measurement at two different epochs, with a time distance of
more than 2 weeks. If we consider a limiting magnitude of 19 mag (V -band), we need
to combine two OBs to achieve the needed S/N, so we need an exposure time of 2 hours
for each exposure, for a total of 6 hours per cluster. We will not need to repeat the same
measurements twice: provided that the OBs will be carried out at different epochs, the
S/N of each exposurewill be high enough (S/N∼ 10) tomeasure possible velocity shifts.

In summary, we will need a total observing time of 18 hours (6 hours per cluster).

4For an observation with FLAMES we calculated the overheads as: 6 min (preset) + 9 min (acquisition) +
1 min (instrument setup) + 1 min (CCD read-out) + 2×[2 min (ThAr calibration) = 1 min (exposure time) + 1
min (readout)] = 21 min = 1260 s.
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Figure 7.2: The standard deviation of radial velocities measured with FLAMES is simulated and
plotted against the S/N of the spectra. Crosses are simulated values; they are fitted by lines in log-
log diagram. The correspondent grisms are indicated by the labels (ordered as their corresponding
curves); the grism we have requested is not shown in the figure, but has similar properties as the
other High Resolution (HR) grisms here represented. This figure is taken from Royer et al. (2002).

Table 7.2: Coordinates of each pointing and total exposure time for FLAMES observations.

Globular cluster RA Dec Exposure time

NGC 5897 15 17 24.50 -21 00 37.0 3.9 h

NGC 6273 17 02 41.38 -26 16 57.2 3.9 h

NGC 6541 18 08 02.36 -43 42 53.6 3.9 h

The coordinates of each pointing and total exposure times are listed in Table 7.2.
We requested the possibility to carry out special ThAr (Thorium-Argon) calibration

lamp exposures immediately before and after each science exposure, with the same
setup. The reason for this is the fact that, in the selected HR21 setup, the standard si-
multaneous calibration may show very strong Argon lines that contaminate the science
spectra.

7.2.3 Radial velocity measurements and dynamical analysis

We will measure radial velocities by using Calcium Triplet (849.8, 854.2, 866.2 nm),
Nickel (886.2 nm), and α elements (e.g. Magnesium: 880.6 nm) lines by using one of
the bright target stars as a template for cross-correlation, to overcome the issues that
the expected broadening of these lines at such high resolution could cause in the radial
velocity measurement.
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Then we will identify the interlopers (this can be done easily, because of selection
criterion 3, see Sect. 7.1) and we will detect the possible presence of binaries with short
orbital periods, by looking for shifts in the velocities obtained for each star at different
epochs (since the typical period of binaries in clusters is about a month long, we plan
to repeat the measurements with a time distance of about two weeks). After these first
steps, we will have identified the final sample of stellar radial velocities that we will use
for the subsequent dynamical analysis.

At this point, we will be able to give a first dynamical description of the systems, by
calculating their velocity dispersion profiles and their rotation profiles. We recall that,
based on the S/N that we are requesting for our observations, we expect to obtain radial
velocities with an accuracy of ∼ 200 m s−1, which translates into an accuracy of about
1 km s−1on these kinematic profiles. We will use these profiles to test different dynam-
ical models, taking into account the relevant physical factors. We will thus identify the
key dynamical ingredient that should be associated with the observed morphology of
each cluster, and discuss the implications on the possible formation mechanism of the
systems. Finally, we will determine the dynamical mass-to-light ratio and the binary
fraction of these systems.

7.3 Stars selected for observations

7.3.1 Selection regions in color-magnitude diagrams

Accurate and extended multiband (B, V, I) photometric catalogs of the sky regions cen-
tered on the selected clusters were kindly provided to us by Peter B. Stetson. The typical
astrometric accuracy of these catalogs is within the technical requirements for observa-
tions with FLAMES (0.30′′). We used these catalogs to select the candidate target stars
for the observations, with the method described in the following.

First, for each catalog, we constructed the (B − V, V ) color-magnitude diagram by
considering only the stars located within 2′ from the center of the cluster under exami-
nation. This choice allows us to have a well populated color-magnitude diagram, and at
the same time it limits the presence of field stars, which could lead us to define too large
selection regions in the diagram. We determined a selection region around the red giant
branch and another one around the horizontal branch, and we selected as candidate tar-
get stars all the stars in the catalog that fall inside these regions in the color-magnitude
diagram. Only stars brighter than 19 mag were considered in NGC 5897; in the other
two clusters we used the more stringent limit of 18 mag, because for fainter stars it is
more difficult to define a selection region in the color-magnitude diagram. In the same
way, selection boxes were also defined in the (V − I, V ) color-magnitude diagram, and
used to further refine the selection, and to eliminate the field stars that were erroneously
selected in the first step. For the globular cluster NGC 6273, only the selection boxes
around the red giant branch were defined, because its horizontal branch stars are not
clearly separable from field stars.

The sample of fiducial member stars that has been identified in this way was then
given as input to the Fiber Positioner Observation Support Software (FPOSS), that is, the
fiber configuration program for the preparation of FLAMES observations. By means of
this program we generated three optimized fiber configurations for each cluster, one for
each planned exposure (see Sect. 7.2.2). Some fibers in each configuration were allocated
to sky positions, to allow for a proper sky subtraction. UVES fibers were allocated to
stars of about 15 mag (V band). We paid particular attention to select some stars in
common in different configurations for the same cluster: this will allow us to correct for
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Figure 7.3: Stars selected for the observations in the globular clusters NGC 5897, NGC 6273, and
NGC 6541 (from top to bottom, respectively). Left panels show the (B−V, V ) color-magnitude di-
agrams of the three clusters. Red and green dots represent stars for which we will obtain GIRAFFE
and UVES spectra, respectively; black dots represent all the other stars present in the original cat-
alogs. Right panels are an enlargement of left panels, restricted to the magnitude range populated
by the selected stars.
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Table 7.3: Number of allocated GIRAFFE and UVES fibers.

Globular Number of Number of

cluster GIRAFFE fibers UVES fibers

NGC 5897 348 14

NGC 6273 371 19

NGC 6541 375 20

the presence of possible velocity shifts in the different exposures.
Left panels of Fig. 7.3 show the (B − V, V ) color-magnitude diagrams of the three

clusters. Red and green dots represent stars for which we will obtain GIRAFFE and
UVES spectra, respectively; black dots represent all the stars in the original catalogs.
Right panels provide an enlargement of left panels, restricted to the magnitude range
populated by the selected stars. In this figure, top panels are relative to NGC 5897,
middle panels to NGC 6273, and bottom panels to NGC 6541. In Table 7.3, we list the
number of allocated GIRAFFE and UVES fibers for the three clusters.

7.3.2 Spatial distribution of selected stars

In order to properly describe the dynamics of the selected clusters, it is important to
obtain radial velocities for stars that are distributed on the entire radial extent of the
systems. Of course, the allocation of fibers depends on the number of available targets
in the different regions: therefore, the real distribution of the candidate target stars on
the plane of the sky might lead to the selection of a sample of stars that does not allow
for an ideal coverage of the cluster extent.

Figure 7.4 shows the spatial distribution of stars selected for observations in the three
clusters. Top panels refer to NGC 5897: the left panel shows the spatial distribution of
the selected stars as compared to that of all the stars present in the original catalog. As
in Fig. 7.3, red and green dots represent stars for which we will obtain GIRAFFE and
UVES spectra, respectively; blue dots represent the stars that fall in the selection regions
defined in the color-magnitude diagram but were not selected by FPOSS, and gray dots
represent all the other stars in the original catalog. The top right panel represents the
radial distribution of the stars by means of a histogram. The bottom panels provide a
similar histogram for NGC 6273 and NGC 6541.

The histograms highlight the different distribution of selected stars in the three clus-
ters. For the low-concentration cluster NGC 5897 it was possible to allocate a very large
number of fibers to stars locatedwithin the half-light radius of the cluster. Unfortunately,
the outermost regions of the cluster are undersampled: only about 50 stars (that is 14%
of the total) are located outside a radius of 300′′ (with respect to Rh ≈ 123.6′′). The stars
selected for NGC 6273 have a flat distribution in radius; only about 40 stars are located
within the half-light radius. In the case of NGC 6541, about forty fibers were allocated to
stars within the half-light radius, so that the majority of the stars that will be observed
are located outside this radius. For the last two clusters, the number of stars inside the
half-light radius to which fibers have been allocated is severely limited by crowding.

7.3.3 Predicted properties

A first preliminary description of these clusters is possible, based on their photometric
properties. Therefore, some predictions can be made on their kinematic properties.
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Figure 7.4: Spatial distribution of the stars selected for the observations for NGC 5897, NGC 6273,
and NGC 6541. Top panels refer to NGC 5897: the left panel shows the spatial distribution of
selected stars as compared to that of all the stars present in the original catalog. As in Fig. 7.3, red
and green dots represent stars for which we will obtain GIRAFFE and UVES spectra, respectively;
blue dots represent the stars that fall in the selection regions defined in the color-magnitude dia-
gram but were not selected by FPOSS, and gray dots represent all the other stars in the original
catalog. Top right panel represents the radial distribution of the stars by means of a histogram.
The bottom panels provide a similar histogram for NGC 6273 and NGC 6541.

We considered the surface brightness profiles given by Trager et al. (1995) and we

fitted isotropic King (1966) models and anisotropic f (ν) models (Bertin & Trenti 2003)
to these profiles, by following the procedure described in Sect. 3.3.1 and used for the
analysis described in Chapter 4. For each cluster, we obtained the best-fit concentration
parameter Ψ and the radial and magnitude scales, r0 and µ0. The results are shown in
the left panels of Fig. 7.5, and the best-fit parameters are listed in Table 7.4.

After the identification of the structural parameters that define the best-fit models,
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Figure 7.5: Fits by King models and anisotropic non-truncated f (ν) models to the surface bright-
ness profiles (left) and predictions of the correspondent line-of-sight velocity dispersion profiles
(right) of NGC 5897, NGC 6273, and NGC 6541 (from top to bottom, respectively). In all panels,

solid lines correspond to the King-model profiles, dashed lines to f (ν)-model profiles; the vertical
solid lines mark the position of the King model projected half-light radii, the dashed ones the po-

sition of the f (ν) model projected half-light radii. In right panels, each one of the vertical red and
gray stripes covers a radial range in which ≈ 40 stars are located.
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Table 7.4: Dimensionless parameters and physical scales of the best-fit models.

King Models f (ν) Models

NGC Np M/L Ψ r0 µ0 σ0 Ψ r0 µ0 σ0

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

5897 84 1.868 3.97 104.30 20.26 2.56 3.81 89.61 20.16 7.75

6273 125 1.868 7.00 26.70 15.67 13.55 6.50 102.71 15.68 17.44

6541 69 1.869 7.64 12.00 15.09 12.06 6.90 61.68 15.14 12.65

Notes. For each cluster, given in Col. (1), for King and f (ν) models, we list: the concentration
parameter Ψ (Col. (4) and (8)); the scale radius r0, expressed in arcsec (Col. (5) and (9)); the V -
band central surface brightness µ0 in mag arcsec−2 (Col. (6) and (10)), and the estimated central
line-of-sight velocity dispersion σ0 in km s−1(Col. (7) and (11)). In addition, in Col. (2) we list
the total number of points in the surface brightness profile (Trager et al. 1995), and in Col. (3) the
mass-to-light ratios in the V band calculated by McLaughlin & van der Marel (2005) are reported.

it is possible to calculate the expected velocity dispersion profiles. If we had kinematic
data available, we would obtain the central velocity dispersion from a fit based on each
model, and then we would use it to estimate the total mass of the cluster. Here, we
proceeded the other way round: we estimated the total mass of the clusters from the total
luminosity and a reasonable value for the mass-to-light ratio, derived by McLaughlin
& van der Marel (2005) by means of population-synthesis models (see Table 7.4). We
calculated the expected central velocity dispersion for each model for the three clusters
and used it to set the vertical scale of the velocity dispersion profiles predicted by the
models. The right panels of Fig. 7.5 show the expected profiles for the clusters; the
radial extent of these panels matches the FLAMES field of view. In Fig. 7.5, each one of
the vertical red and gray stripes covers a radial range in which ≈ 40 stars are located.
This radial subdivision is shown here to give an idea of how the points in the observed
velocity dispersion profiles will be distributed in radius.

For the cluster NGC 5897, the two predicted profiles are clearly different: if we con-
strain the central scales by means of a fit to real data, we would obtain different masses
and mass-to-light ratio estimates for the two models. In any case, the profiles differ sig-
nificantly in the central parts, inside ≈ 300′′: because our data are mainly concentrated
in this region, they will be particularly suited to discriminate between these dynamical
models. In other words, our selection of targets should be able to determine the dynam-
ics of this cluster.

For the cluster NGC 6273, the profiles predicted by King and f (ν) models seem to
be very similar especially in the intermediate part of the considered radial region. The
distribution of our data ensures that we will have enough accurate data-points in the
innermost region to distinguish between the two predicted profiles. From ≈ 200′′ to
≈ 600′′ our data are distributed in a satisfactory manner, but it will not be easy to dis-
criminate the models, because they are too similar to each other in this radial range.

For NGC 6541 the selected models are quite different in the range 50 − 450′′; we
expect that data-points in this radial range will have associated errors smaller than the
predicted difference between the models, and therefore that it will be possible for us to
distinguish them. As for NGC 5897, for this cluster the estimated King truncation radius
occurs inside the radial area probed by our data. At variance with the case of NGC 5897,
about 40 stars are located outside this radius, opening up the possibility to confirm with
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NGC 362 - Velocity Dispersion Profile

Figure 7.6: Observed velocity dispersion profile, calculated from the data-set published by Fischer
et al. (1993) with and without the detected binary stars (indicated with red and gray dots, respec-
tively). The vertical solid line marks the position of the King model projected half-light radius, the

dashed one the position of the f (ν) model projected half-light radius, as calculated in Chapter 4.

kinematics the expected position of the truncation radius of the cluster.
It would be interesting to test the rotating models used in Chapter 6 on the surface

brightness profiles of these clusters but, as described there, kinematic data are needed in
order to determine their structural parameters. With the FLAMES data we will obtain,
this will be possible. In particular, an important goal of this project is to determine if
rotation is the key factor responsible for the observed flattening of these systems. With
the radial velocities we will measure, it will be possible to calculate the rotation profiles
for these clusters. By analogy with the results of Chapter 6, the maximum of the rotation
curve might occur at about 2Rh: if this is the case, we will obtain well sampled rotation
profiles for NGC 6273 and NGC 6541; for NGC 5897 we should be able to see at least the
peak of the curve.

7.3.4 Binaries

We explored the expected effect of binaries on the calculation of velocity dispersion pro-
files. Among those used in Chapter 4, only the data-set by Fischer et al. (1993) for NGC
362 is published along with a detailed analysis on the possible presence of binary stars
within the sample. The authors identify four binaries among the stars for which they
measure radial velocities, and exclude them from the subsequent dynamical study (we
did the same in Chapter 4). We calculated here the velocity dispersion profile that we
would obtain if we had not detected (and eliminated) those stars as binaries. In Fig. 7.6
we compare the velocity dispersion profiles calculated with and without the binaries:
when the binaries are included, the velocity dispersion calculated for the radial bins
they belong to increases. We stress that a sizable effect in this profile is generated by
only four binaries in a sample of 208 velocities. Thus it would be important to properly
identify these stars and to exclude them from the dynamical analysis, to avoid exagger-
ated values observed for the velocity dispersion data-points.



CHAPTER 8

A pilot project with VIMOS

As often emphasized in this Thesis, the availability of kinematic data is a key factor for
a satisfactory description of the dynamics of globular clusters. Unfortunately, obtaining
accurate large kinematic data-sets is time-demanding. In fact, fiber-fed spectrographs
such as FLAMES (see Chapter 7) are often used tomeasure radial velocities of single stars
in globular clusters, but the needed exposure time for these observations is very long,
depending on the adopted instrumental setup. Therefore, we submitted a proposal1 to
the European Southern Observatory (ESO), requesting to carry out a pilot project to test
the possibility to use the low spectral resolution slit spectrograph VIMOS to measure
more (but less accurate) velocities than those possible with FLAMES, and with a similar
exposure time.

In particular, we requested to measure velocities for ∼ 600 faint stars in the Galactic
cluster NGC 6254 (M10), for which some accurate FLAMES data are already available
(Carretta et al. 2009). We will use stars in common with the FLAMES sample to cali-
brate our low-resolution but high S/N data, and we will combine all the kinematic data
available for this cluster to study its dynamics in detail. These observations also serve
as a test to explore whether many low-resolution measurements, when combined with
less numerous but more accurate data, could be useful to obtain reliable dynamical in-
formation on the entire extent of globular clusters. The advantage of using VIMOS is its
capability to measure many faint stars, which are especially plentiful in the outermost
parts of globular clusters. If we will be able to prove that this method is successful, it
will be applicable to many nearby globular clusters.

This Chapter is organized as follows. In Sect. 8.1 the selection criteria for the target
globular cluster and its basic properties are outlined. In Sect. 8.2 the adopted strategy is
illustrated. Section 8.3 gives additional details on the observations. Finally, in Sect. 8.4,
we describe the method used to measure radial velocities, and we show the preliminary
dynamical analysis of the cluster.

8.1 Target selection

To achieve the goal of this project, we need to target a cluster for which a large data-set
of accurate velocity data already exist. The set of Galactic globular clusters that meet this
requirement are those listed in Chapter 4. Starting from that set of 13 Galactic clusters,
we adopted the following additional criteria.

1Proposal ID: 091.D-0610; PI: A. Zocchi; title: “Relaxation, rotation, flattening, central black holes: what is
the most important piece in the dynamical puzzle of globular clusters?”; CoIs: N. Lützgendorf, M. Hilker, G.
Bono, G. Bertin, P. Bianchini, A. Di Cecco, M. Fabrizio, A. Kunder, M. Nonino, N. Neumayer, P. B. Stetson, and
A. L. Varri.
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First, we excluded objects located outside the range of declination observable by the
Very Large Telescope (VLT), where VIMOS operates: we thus eliminated NGC 2419,
NGC 6341, and NGC 7078, located in the Northern hemisphere.

Then, we considered clusters for which the expected value of the central velocity
dispersion σ0 is greater than 5 km s−1, so that the velocity dispersion profile should be
measurable also at a relatively large distance from the center. For this selection, we con-
sidered the value of this quantity obtained from the King model fitting (see Table 4.2)

because it is always lower than that obtained from the f (ν) models and therefore pro-
vides a more stringent constraint. This criterion eliminated from the list five clusters
(NGC 288, NGC 3201, NGC 6121, NGC 6218, and NGC 6809).

Among the five remaining candidate targets, we selected NGC 6254 (M10), the one
with the lowest number of data available (NV = 147), which is also one of the clusters for
which the data extend out to a small fraction of its estimated truncation radius (RV/rtr
= 0.55). We made this choice because the existing data-set is large enough to enable a
comparison with the new data we obtained, which in turn will contribute to enlarge the
existing data-set significantly.

With respect to the selection criteria listed in Sect. 7.1 for the FLAMES observations,
here we did not take into account the size of the target, because we plan to obtain multi-
ple exposures of the cluster to measure velocities for a large number of stars. However,
we checked that the selected cluster is large enough: a small cluster would prevent us
from allocating a large number of slits, because of the inevitable spatial proximity of
candidate stars in the central crowded region.

8.2 Observational strategy

The proposed pilot project consists in spectroscopic observations obtainedwith themulti-
object spectrograph VIMOS2 (Le Fèvre et al. 2003) mounted at the ESO 8-meter Very
Large Telescope (VLT) UT3 Melipal. The instrument is made of four identical arms with
individual field of view of 7′× 8′, with a 0.205′′ pixel size and a gap between each quad-
rant of∼2′. Multi-object spectroscopy is carried out using masks (one per quadrant) pre-
pared in Paranal by means of a laser cutting Mask Manufacturing Unit. We decided to
carry out our observations with the grism HR-Red, which covers the wavelength range
650 nm < λ < 875 nm, thus including the Hα and the Calcium Triplet lines, character-
ized by spectral resolution R = 2 500. The maximum number of slits per mask for the
selected configuration is about 40, so that with a single exposure it is possible to obtain
spectra for about 150 objects.

Pre-imaging with VIMOS is mandatory for multi-object spectroscopic observations,
even when targets come from a pre-defined catalog. We requested to carry out the pre-
imaging run with the B filter, in addition to the required R filter, in order to create a
color-magnitude diagram for the target, to properly select member stars and reject field
stars.

8.2.1 Signal-to-noise ratio and exposure time

We estimated the exposure times needed to achieve our scientific goals by using the VI-
MOS Exposure Time Calculator (ETC) provided by ESO3. We plan to measure velocities

2For a complete and detailed description of the instrument and of the offered setups, see
http://www.eso.org/sci/facilities/paranal/instrumen ts/vimos.html .

3http://www.eso.org/observing/etc/bin/gen/form?INS.N AME=VIMOS+INS.MODE=imaging,
and http://www.eso.org/observing/etc/bin/gen/form?INS.N AME=VIMOS+INS.MODE=SPECTRO,

http://www.eso.org/sci/facilities/paranal/instruments/vimos.html
http://www.eso.org/observing/etc/bin/gen/form?INS.NAME=VIMOS+INS.MODE=imaging
http://www.eso.org/observing/etc/bin/gen/form?INS.NAME=VIMOS+INS.MODE=SPECTRO
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for almost 600 stars in NGC 6254: to do that, we need to cover the cluster with five
pointings, reaching a limiting magnitude of V = 19 mag.

Pre-imaging

For the pre-imaging stage, we used both B and R filters to create a color-magnitude
diagram. To achieve a S/N of 100, we needed exposure times of 60 s for the B filter, and
of 5 s for the R filter. The instrument overhead was calculated as: 6 min (preset) + 3 min
(acquisition and instrument setup) + 2×1 min (CCD read-out for all four quadrants) +
2.5 min (change of filter) = 13.5 min = 810 s. An exposure time of 875 s for each of the
five pointings, that is, a total exposure time of 1.2 hours, was required to carry out these
observations.

Multi-object spectroscopy

By taking into account overheads4, in order to have Observation Blocks (OBs) with a
maximum duration of one hour, we considered a maximum continuous exposure time
of 1750 s, which we split into two subsequent exposures to be taken with a given offset;
this is done to allow for a more precise sky subtraction.

To accomplish the scientific goal of our project a minimum S/N of ∼ 50 is needed;
this is reachablewith the available exposure time within eachOB, with the selected grism
HR-Red (central wavelength: λ = 740 nm). Radial velocities have been measured twice
for each configuration, to identify possible binaries or variable stars. Therefore, for each
pointing, we used 2 hours of observing time (i.e., 10 hours in total for the five pointings).

8.3 The observations

8.3.1 Exposures

In order to obtain measurements for ≈ 600 stars in NGC 6254, we covered the cluster
with five different pointings. Figure 8.1 shows the distribution of these pointings on the
cluster; each pointing is indicated with a different color, and the four quadrants of each
configuration are shown.

Pre-imaging observations were taken from 5 to 8 April 2013 and were used in com-
bination with the catalog of stars kindly provided by Peter B. Stetson to select the target
stars for the allocation of the slits. In Fig. 8.1, red dots indicate the stars to which slits
were allocated.

The coordinates of each pointing are listed in Table 8.1. In this table we also report
the total exposure time, the date in which the observations were taken, and the number
NA of slits that were assigned to targets for each configuration. In total, with an effective
exposure of 4.86 h, we obtained spectra for 687 stars. To make a comparison with the
observations that we plan to obtain with FLAMES described in Chapter 7 we recall that
in that case we are able to obtain at most 375 spectra of stars in a single cluster with an
exposure time of 3.9 h. These numbers justify this pilot project: with just one more hour
of exposure time, VIMOS would be able to observe a number of objects almost twice the
one obtainable with FLAMES.

for the pre-imaging and for the spectroscopic observations, respectively.
4For a spectroscopic observation with VIMOS we calculated the overheads as: 6 min (preset) + 15 min

(acquisition and instrument setup) + 2×1 min (CCD read-out for all four quadrants) + 5 min (attached flats +
arc) = 28 min = 1680 s. Moreover, 170 s turn out to be necessary to perform the offset observation.
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Figure 8.1: Distribution of VIMOS pointings on the globular cluster NGC 6254. Each pointing is
marked by a different color. The four quadrants of each configuration are shown. Red dots indicate
the stars to which slits were allocated (black dots indicate all the other stars in the cluster).

Table 8.1: Coordinates of each pointing and total exposure time for VIMOS observations.

Pointing RA Dec Exposure time NA Date

0 16 57 33.75 -04 00 18.1 3500 s 140 14 May 2013

1 16 56 32.32 -03 58 59.1 3500 s 139 6 May 2013

2 16 56 35.65 -04 13 59.1 3500 s 139 11 May 2013

3 16 57 39.12 -04 13 59.1 3500 s 133 20-29 May 2013

4 16 57 09.05 -04 06 01.1 3500 s 136 18 Jun 2013

Notes. For each pointing, identified in the first column, we report the coordinates, the total expo-
sure time, the number NA of slits that were assigned to targets, and the date in which the observa-
tions were taken.

8.3.2 Stars selected for the observations

To select the stars for the spectroscopic observation, we followed the same procedure
described in Sect. 7.3.1. The left panel of Fig. 8.2 shows the color-magnitude diagram of
the cluster: black dots represent the stars in the cluster, red dots represent the stars to
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Figure 8.2: Stars selected for the observations in the globular cluster NGC 6254. The left panel
shows the stars that have been observed, on the (B−V, V ) color-magnitude diagram of the cluster.
Red dots represent stars for which we obtained VIMOS spectra, and green dots represent those in
common with the FLAMES sample by Carretta et al. (2009); black dots represent all the other stars
present in the original catalog of stars. The right panel represents the radial distribution of the
stars.
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NGC 6254 - Velocity Dispersion Profile

Figure 8.3: Observed velocity dispersion profile, based on the FLAMES sample, and best-fit King

and f (ν) models profiles. Each of the vertical red and gray stripes covers a radial range in which
≈ 40 stars from the VIMOS sample are located. This figure shows that our data contributed to
double the already observed radial range of the cluster, beyond the estimated truncation radius.

which slits were assigned. We carefully checked that some of the selected stars were also
part of the FLAMES sample published by Carretta et al. (2009); these stars are indicated
here by green dots.

The histogram in the right panel of Fig. 8.2 shows the distribution of the targets as
a function of radial distance from the cluster center. The possibility to allocate slits to
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the stars in the cluster is limited by the crowding in the innermost regions, and by the
absence of available candidate cluster stars in the outermost parts. Moreover, there is
another constraint that prevents us from allocating slits to targets of our choice. In fact, in
principle, slits can be positioned at any location in the imaging field of view, but with the
selected high-resolution grism the observed spectral range changes slightly, according to
the position of the slit. In order to have the Calcium Triplet region of the spectrum for
the observed stars, it is necessary to position the slits on one side of the quadrants; in
some cases, when no other target was available, we preferred to obtain spectra without
the Calcium Triplet, rather than obtain fewer spectra, and we manually assigned slits to
stars in the “forbidden” region of the quadrants.

In Chapter 4 we presented the best-fit King and f (ν) models for this cluster. In par-

ticular, we found that its surface brightness is better described by f (ν) models, whereas
the velocity dispersion profile by King models. In Fig. 8.3 we reported the observed
velocity dispersion profile, calculated from the FLAMES sample, and the best-fit model
profiles. Each one of the vertical red and gray stripes covers a radial range in which≈ 40
stars from the VIMOS sample are located. From this figure it appears that our data con-
tributed to double the already observed radial range of the cluster, beyond the estimated
truncation radius.

8.4 Radial velocity measurements

Data were reduced by means of Reflex 5 (Recipe Flexible Execution Workbench), an
environment that allows to run ESO VLT pipelines. The data-sets were fed through the
workflow which executes the relevant pipeline recipes (or stages) in the correct order;
full control of the various recipe parameters is available within the workflow. In this
way, the spectra were flat-field corrected, extracted, and wavelength calibrated. A sky
correction was also applied to each stellar spectrum. The resulting spectra have disper-
sion of 0.6 Å/pixel.

Radial velocities were then obtained by using the IRAF6 fxcor cross-correlation task.
This task uses the Fourier cross-correlation method developed by Tonry & Davis (1979):
the spectrum of an “object” is correlated with a “template” spectrum, and the velocity
of the object with respect to the template is obtained. We used as a template one of the
stars in our sample: this choice guarantees that the template spectrum is of the same type
of the ones of the objects. For the cross-correlation we used the region of the spectrum
that contains the Calcium Triplet lines; when this was not available, we used the spectral
region around the Hα line.

Each spectrumwas treated independently from the others, so that we ended up with
two independent measurements of the radial velocity for each star; for a limited number
of stars, one of the spectra is affected by some defects and was rejected, leaving us with
only one spectrum. The best estimate of the true radial velocity of a star is calculated as
the weighted average of the independent measurements; the error on the velocity is cal-
culated as the standard deviation of the independent measurements. As an independent
check, we also measured velocities by means of the IRAF task rvidlines . We obtained
measurements in agreement with those obtained by fxcor . Some stars were observed
in two different pointings: we used them to correct for shifts in velocity between the
different observations.

5http://www.eso.org/sci/software/reflex/
6IRAF (Image Reduction and Analysis Facility) is a collection of software written at the National Optical

Astronomy Observatory (NOAO); http://iraf.noao.edu/ .

http://www.eso.org/sci/software/reflex/
http://iraf.noao.edu/
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Figure 8.4: Measured radial velocities for stars in M10. The velocities are expressed in km s−1; the
reported values are given with respect to the mean of the entire sample.

Figure 8.4 shows the measured values of velocities as a function of the distance from
the cluster center. Velocities are given here with respect to the mean of the entire sample.
Stars within 400′′ and with velocities around the mean are likely to be member stars
of the cluster. A large number of field stars is visible beyond this radius. We notice
that despite our effort in choosing fiducial member stars according to their position on
the color-magnitude diagram, a lot slits were assigned to field stars. The mean value
of the errors on the velocity measurements (≈ 5 km s−1) is comparable to the central
velocity dispersion that was obtained for this cluster by means of the FLAMES sample
(see Fig. 8.3): this prevents us from obtaining a meaningful dynamical analysis for the
cluster. The very large scatter observed for the velocity measurements is partly due to
an erroneous calibration of the spectra: we plan to correct this feature in the immediate
future.

This pilot project has shown that VIMOS is not an adequate instrument to measure
the internal dynamics of small stellar systems. In particular, the large scatter in velocities
suggests that, in order to obtain meaningful indications on the dynamics of globular
clusters, it is more important to have very accurate velocities than to have a larger and
less accurate data-set.





CHAPTER 9

A study of simulated observations

When studying the dynamics of a Galactic globular cluster, we necessarily deal with
observations of only a fraction of its stars. Therefore, to provide a good description of
the system as a whole, it is particularly important to determine if biases are introduced
in the derived properties of the systems, and how to take them into account. A first step
of this work is presented in this Chapter.

We consider the results of the numerical simulations of two clusters, run by Mark
Gieles and Poul Alexander. From the simulated set of particles, we construct the profiles
that correspond to standard photometric and kinematic observations, and then analyze
them by means of dynamical models, with the aim of obtaining an estimate of the total
mass and of the half-mass radius of the system. At variance with the case of real stellar
systems, for the simulations we know the actual properties of the cluster, therefore we
can assess whether the dynamical study carried out by means of these profiles offers a
good representation of the system.

This Chapter is organized as follows. In Sect. 9.1 we describe the properties of the
numerical simulations. In Sect. 9.2 we analyze the case of a cluster of equal mass stars
in a tidal field, and we discuss the effects of using only a fraction of the total number of
particles to study the dynamics of the system. In Sect. 9.3 we study an isolated cluster
with stellar evolution, and we discuss the relation between number density and sur-
face brightness profiles. The work presented here was started in the context of the Gaia
Challenge Workshop1, where the simulations considered here were presented.

9.1 The simulations

In this section we briefly describe the characteristics of the two simulations that we used
for the tests described in the following part of the Chapter.

9.1.1 Cluster of equal mass stars in a tidal field

We consider the results of a simulation run by Poul Alexander and Mark Gieles (see
Alexander & Gieles 2012) with Aarseth’s NBODY6 (Makino & Aarseth 1992; Aarseth
1999, 2003). The starting configuration of the simulation is composed of N = 65536 stars
with the same mass, distributed according to a Plummer (1911) spherical model. The
model does not include primordial binaries, nor a central black hole. The system is
assumed to orbit in a tidal field generated by a point-mass galaxy; initially, the ratio of
the Jacobi radius to the half-mass radius for the cluster is set to rJ/rh = 100. The evolution

1http://astrowiki.ph.surrey.ac.uk/dokuwiki/doku.php? id=tests:collision
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Table 9.1: Basic properties of the simulated cluster of equal mass stars in a tidal field, expressed in
code units.

Snapshot Mtrue rh,true rJ,true

Y 0.975 1.143 77.513

O 0.238 6.871 48.443

Notes. For the two considered snapshots, listed in the first column, we list: the mass, the half-mass
radius, and the Jacobi radius, expressed in N-body units. The subscript “true” is used to indicate
the true values of these quantities, as opposed to the estimates that are given in the following.

of the cluster is mainly driven by two-body relaxation; after undergoing core-collapse,
the system expands until it fills its Roche-volume.

Here, we consider two snapshots of this evolving system. The first, which we will
indicate as “snapshot Y”, corresponds to the time, just after core collapse, in which the
core radius of the cluster is minimum. The second, indicated as “snapshot O”, occurs
when ≈ 75% of the stars are lost and the cluster is Roche-filling2. The labels, Y and O,
are used as a reminder of the age of the system: the first snapshot refers to a young, the
second to an old age of the system. Table 9.1 lists some properties of these snapshots.

For each simulation particle, the complete set of coordinates in phase space is avail-
able: the three spatial coordinates (x, y, z), and the three velocity coordinates (vx, vy, vz).
The units used are those of Heggie & Mathieu (1986): G = M = rvir = 1, where G, M ,
and rvir denote the gravitational constant, the total mass of the initial configuration of
the simulation, and the initial virial radius, respectively; they are often refer to as “N-
body units”. It is possible to translate these units into physical units, by fixing the total
mass of the system: in this way, a single simulation could be used to represent systems
with similar properties but different scales. In this respect, each simulation particle can
be considered as a group of stars, rather than just a single star.

9.1.2 Isolated cluster with stellar evolution

The other N-body model considered in this Chapter has been generated by Mark Gieles
(unpublished), starting from a configuration of N = 105 stars distributed according to
a cored “gamma model” (Dehnen 1993; Tremaine et al. 1994), with Kroupa (2001) mass
function between 0.1 and 100M⊙. The model does not include primordial binaries, nor
a central black hole; moreover, no tidal interactions are included. The stellar evolution
and mass-loss are modeled according to Hurley et al. (2000, 2002). The metallicity of the
stars is [Fe/H] = -2.0 in solar units. In this case, we consider a single snapshot, taken
at an age of approximately 12 Gyr, comparable to the typical age of Galactic globular
clusters (see Sect. 1.3). Table 9.2 lists some properties of this system.

At variance with the case described in Subsection 9.1.1, here we consider each simu-
lation particle as a single star, and we use physical units. For each star in the simulation,
the following quantities are given:

• the spatial coordinates (x, y, z), expressed in pc;

• the velocity coordinates (vx, vy, vz), expressed in km s−1;

2A cluster is considered to be Roche-filling when its half-mass radius has become a fixed fraction of the
Jacobi radius, rh/rJ = 0.145 (see Hénon 1965).
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Table 9.2: Basic properties of the simulated isolated cluster with stellar evolution.

Mtrue rh,true logTM,true

3.34 9.73 9.84

Notes. From left to right, we list: the mass of the system, expressed in units of 104M⊙, the half-
mass radius in pc, and the logarithm of the half-mass relaxation time in years. The subscript “true”
is used to indicate the true values of these quantities, as opposed to the estimates that are given in
the following.

• the mass of the starm, expressed inM⊙;

• the effective temperature Teff , in K;

• the bolometric magnitudeMbol, in mag.

We used the last two quantities to calculate the V magnitude of each star (this quan-
tity will be used to calculate the luminosity density profiles). First, we need to compute
the bolometric correction, which can be expressed as a function of the effective tempera-
ture by means of the following equation (Cox 2000):

BC = −TBC
Teff

− 10 logTeff + α . (9.1)

Then, this bolometric correction is used to calculate the absolute V magnitude of each
star:

MV = Mbol −BC . (9.2)

Finally, we calculate the apparentmagnitudemV that each star would have by imagining
that the simulated cluster be located at a distance d⊙ ≈ 7.9 kpc, which is a typical value
for Galactic clusters. This procedure allows us to obtain values of the apparent magni-
tudes that are comparable to those usually measured for real clusters, and to explore the
effects of realistic observational limitations on the measured profiles (see Sect. 9.3.2).

9.1.3 Projections and calculation of the profiles

We simulated an observation of the clusters by considering a projection on the sky: the
direction z indicates the line of sight, and the coordinates (x, y) are on the plane of the
sky. We carried out a similar analysis by considering projections along the three coordi-
nates, and we found that our results do not depend on the chosen line-of-sight direction.

For the “projected” systems we then calculated the “observed” profiles that can be
used to study their dynamics. Our goal here is to start from simulated observations that
provide profiles similar to those that are usually available from real measurements of
Galactic globular clusters. In particular, we constructed the projected number density
and velocity dispersion profiles; for the second simulation, in addition to the number
density, we constructed also the projected mass and (V -band) luminosity density pro-
files.

For convenience, the density profiles were normalized with respect to the value of
their innermost point: this choice does not affect the analysis, because the central den-
sity was not used to calculate any of the derived parameters. This choice allows us to
compare the density scales obtained for different density profiles for the same system.
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Table 9.3: Properties of the samples.

Sample Description

Y Young snapshot; all the stars

YC Young snapshot; 5% of the total stars, distributed as the cluster stars

YR Young snapshot; 5% of the total stars, randomly distributed

O Old snapshot; all the stars

OC Old snapshot; 5% of the total stars, distributed as the cluster stars

OR Old snapshot; 5% of the total stars, randomly distributed

Table 9.4: Dimensionless parameters and physical scales of the best-fit models.

Label Model Ψ r0 Σ̂0 σ0

(1) (2) (3) (4) (5) (6)

Y King 8.80 ± 0.01 0.090 ± 0.001 0.039± 0.028 0.471 ± 0.003

YC King 8.80 ± 0.07 0.090 ± 0.005 0.190± 0.198 0.434 ± 0.024

YR King 9.14 ± 0.09 0.060 ± 0.008 0.391± 0.125 0.459 ± 0.023

Y f (ν) 11.20±0.10 0.830 ± 0.013 0.377± 0.064 0.595 ± 0.004

YC f (ν) 11.45±0.74 0.870 ± 0.092 1.734± 0.410 0.534 ± 0.029

YR f (ν) 10.37±0.52 0.920 ± 0.108 1.384± 0.399 0.580 ± 0.029

O King 10.00± 0.11 0.220 ± 0.012 1.149± 0.031 0.106 ± 0.001

OC King 10.20± 0.52 0.180 ± 0.051 2.184± 0.261 0.103 ± 0.006

OR King 9.88 ± 0.80 0.250 ± 0.131 1.813± 0.651 0.097 ± 0.005

O f (ν) 10.22±0.13 6.580 ± 0.191 1.411± 0.092 0.111 ± 0.001

OC f (ν) 11.78±1.20 4.730 ± 0.760 6.539± 0.663 0.102 ± 0.006

OR f (ν) 11.95±0.80 5.750 ± 0.751 7.046± 0.480 0.097 ± 0.005

Notes. For each case, labeled in column (1), for isotropic King and anisotropic f (ν) models, indi-
cated in Col. (2), we list: the concentration parameter Ψ in Col. (3), the scale radius r0 in Col. (4),

the central (dimensionless) number density Σ̂0 in Col. (5), and the central line-of-sight velocity dis-
persion σ0 in Col. (6). Formal errors on the various parameters are also recorded (see Sect. 3.3.4).

9.2 Equal mass stars

In this section, we present the results of the tests carried out on the first simulation,
which consists of a cluster of equal mass stars in a tidal field, as described in Sect. 9.1.1.
We recall that in the following we will refer to the first snapshot as Y, and to the second
as O.

9.2.1 Calculated profiles and method

We analyzed the two available snapshots of this simulation by means of three sets of
calculated profiles:

1. we consider the entire set of simulated particles to calculate the number density
and the velocity dispersion profiles;
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Figure 9.1: Fits by King models and anisotropic f (ν) models to the number density profiles and to
the line-of-sight velocity dispersion profiles of simulated globular clusters. Solid lines correspond

to the King-model fits, dashed lines to f (ν)-model fits. The “data” are indicated with circles; for
each data-point, errors are shown as vertical error bars (see Sect. 3.3). The top panels refer to
snapshot Y, the bottom ones to snapshot O. The profiles here representedwere calculated bymeans
of all the available particles in the simulation.

2. we extracted only a fraction (≈ 5%) of the total number of particles from each
snapshot, and we calculated the profiles only by means of these particles. We paid
attention to select a sample of particles distributed in the same way as the entire
set (i.e., we selected more particles in the central region, and fewer in the outer-
most parts). In the following we refer to this sample as “sample C”. Moreover,
we randomly extracted from the simulation the same number of particles that are
contained in “sample C”, and we calculate another set of profiles from them; we
indicate this sample as “sample R”.

We thus obtain a total of six sets of calculated profiles, three for each snapshot, that we
identify by means of the introduced labels (Y, YC, YR; O, OC, OR); Table 9.3 summarizes
the properties of the considered samples.

After calculating the number density and velocity dispersion profiles for the three

cases for each snapshot, we carried out fits by means of King and f (ν) models, by follow-
ing the standard procedure described in Sect. 3.3. The fits determine the concentration

parameter Ψ, the central (dimensionless) density Σ̂0, the scale radius r0, and the scale
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Figure 9.2: Fits by King models and anisotropic f (ν) models to the number density profiles and
to the line-of-sight velocity dispersion profiles calculated for snapshot Y, in the same format as in
Fig. 9.1. The top panels show profiles calculated from “sample C”, the bottom ones those calcu-
lated from “sample R”.

velocity σ0 (i.e. the central velocity dispersion). We then calculated, for each model and
for each case, the total mass of the system and the half-mass radius. We recall that all
dimensional quantities are expressed in N-body units.

The goal of this test is to determine how well a system could be described by means
of profiles calculated from a sample of its particles. For real globular clusters, in fact, we
usually observe only a fraction of their total number of stars: it is therefore important
to understand the implications of this observational limit on the dynamical description
that is achievable for these systems.

9.2.2 Results and discussion

The values of the dimensionless parameters and of the physical scales determined by
the fits for the two families of models are presented in Table 9.4. We immediately note
that the values of the concentration parameterΨ identified by the two families of models
are larger than those usually found for Galactic globular clusters; this might be related
to the fact that these simulations describe post-core-collapse systems3. In addition, the

3For the core-collapsed globular cluster NGC 7078 (M15), in Chapter 4 we found Ψ = 8.09 for King models,

and Ψ = 8.17 for f(ν) models.



A study of simulated observations 135

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

101

 0.001  0.01  0.1  1  10  100

Σ

R

OC - Number Density

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.001  0.01  0.1  1  10  100

σ

R

OC - Velocity Dispersion

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

101

 0.001  0.01  0.1  1  10  100

Σ

R

OR - Number Density

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.001  0.01  0.1  1  10  100

σ

R

OR - Velocity Dispersion

Figure 9.3: Fits by King models and anisotropic f (ν) models to the number density profiles and
to the line-of-sight velocity dispersion profiles calculated for snapshot O, in the same format as in
Fig. 9.1. The top panels show profiles calculated from “sample C”, the bottom ones those calcu-
lated from “sample R”.

values of the central number density and of the central velocity dispersion are always

larger when determined by f (ν) models, because that these models are steeper than King
models in the central region.

The best-fit number density and line-of-sight velocity dispersion profiles determined
by the fitting procedure in the first case (i.e., considering all the particles in the simula-
tion) of the two snapshots, together with the “observed profiles”, are shown in Fig. 9.1.

We can see that f (ν) models perform better in representing the profiles calculated for
snapshot Y, while King models are satisfactory only in reproducing those of snapshot

O. In particular, for snapshot Y, f (ν) models are successful in reproducing the number
density profiles on their entire radial extent, including the innermost and outermost re-
gions, where King models fail. A similar behavior is observed in the velocity dispersion
profiles. In snapshot O, the “observed” profiles are reproduced equally well by both
models, even if formally King models perform better. This is in line with the expectation
that for partially relaxed systems radially-biased anisotropy could play a role, and that
relaxed systems are instead isotropic (see Chapter 4). In a similar way, Figs. 9.2 and 9.3
show the results of the fits to the profiles calculated with “sample C” and “sample R”,
separately for snapshot Y and O.
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Figure 9.4: Confidence regions on model parameters. Each panel shows the confidence regions, in
the parameter space (Ψ, r0), corresponding to confidence levels of 68.3% and 95.4%; the dot rep-
resents the best-fit values of the parameters obtained by minimizing the chi-squared. Top panels
refer to snapshot Y, bottom panels to snapshot O; on the left King model parameters are repre-

sented, on the right f (ν) model parameters. Red lines refer to the case in which all the particles
have been considered, blue lines to “sample C”, and gray lines to “sample R”.

To better compare the structural parameters derived in the different cases for each
snapshot, we show in Fig. 9.4 the confidence regions in the parameter space (Ψ, r0), cor-
responding to confidence levels of 68.3% and 95.4%; the dot represents the best-fit values
of the parameters obtained by minimizing the chi-squared. Top panels refer to snapshot
Y, bottom panels to snapshot O; on the left King model parameters are represented, on

the right f (ν) model parameters. Red lines refer to the case in which all the particles
have been considered, blue lines to “sample C”, and gray lines to “sample R”. It is ap-
parent that, especially for the King models, the structural parameters (Ψ, r0) and their
confidence regions occupy a strip in parameter space, which is a clear signature of de-
generacy: when a more concentrated model is required (larger Ψ), the resulting radial
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Table 9.5: Derived quantities for the cluster of equal mass stars in a tidal field.

King Models f (ν) Models

Label M rh M̂ r̂h M rh M̂ r̂h

Y 0.92 ± 0.02 1.19 ± 0.03 0.94 1.04 1.08 ± 0.07 1.13 ± 0.03 1.11 0.99

YC 0.79 ± 0.18 1.20 ± 0.20 0.81 1.05 0.96 ± 0.51 1.20 ± 0.19 0.98 1.05

YR 0.76 ± 0.24 1.10 ± 0.28 0.78 0.96 1.01 ± 0.35 1.17 ± 0.28 1.04 1.02

O 0.23 ± 0.05 6.84 ± 1.31 0.97 1.00 0.26 ± 0.02 8.22 ± 0.53 1.09 1.2

OC 0.19 ± 0.19 6.16 ± 5.56 0.80 0.90 0.21 ± 0.21 6.57 ± 1.35 0.88 0.96

OR 0.21 ± 0.32 7.31 ± 11.23 0.88 1.06 0.24 ± 0.17 7.33 ± 1.03 1.01 1.07

Notes. For each case, indicated by the label in the first column, we list the total mass M of the
cluster and the half-mass radius rh, both expressed in N-body units, as calculated from King and

f (ν) models; formal errors on these quantities are recorded. We also list the values of the total

mass and of the half-mass radius normalized with respect to the true values, M̂ = M/Mtrue and
r̂h = rh/rh,true (see Table 9.1).
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Figure 9.5: Mass and half-mass radius estimates (top and bottom panels, respectively) for snapshot
Y and O (left and right panels, respectively). In each panel, the horizontal axis represents the value
of the considered quantity (in N-body units), and the vertical axis is used to label the different
estimates obtained for that quantity. The true values of mass and half-mass radius of the systems

are indicated by the vertical solid lines in the panels. King (f (ν)) model estimates are given as
filled circles (triangles), and the corresponding error bars are shown as solid (dashed) lines.

scale shrinks. The area of the parameter space included in the confidence regions in-
creases when going from the first to the third case; this fact is reflected in the increased
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Table 9.6: Properties of the samples.

Sample Description

A All the stars

L Stars withmV < 24 mag (lower magnitude cut)

U Stars with 12 < mV < 24 mag (upper magnitude cut)

magnitude of the calculated errors on the parameters (see Table 9.7).

Derived parameters

As done in Chapter 4, it is interesting to compare the estimates of mass and half-mass
radius calculated by means of the different models for the several considered cases. The
values obtained for these quantities are listed in Table 9.5. To allow for amore immediate
comparison between the values obtained in the various cases, we also show them in
Fig. 9.5. In each panel, the horizontal axis represent the value of the considered quantity
(in N-body units), and the vertical axis is used to label the different estimates obtained

for that quantity. King model (f (ν) model) estimates are given as filled circles (filled
triangles), and the corresponding error bars are shown as solid (dashed) lines. The true
values of mass and half-mass radius of the systems are indicated by vertical solid lines
in the panels.

The principal observed effect confirms the expectation that when the number of stars
used to calculate the “observed” profiles is low (we recall that in this case we considered
a fraction of ≈ 5% of the total number of stars), the errors on the derived parameters is
large. As already noted in Chapter 4, the estimated value of the total mass is generally

larger when calculated by means of f (ν) models. In particular, for both snapshots, when
considering the entire set of particles, King models underestimate the total mass of the

cluster, and f (ν) models overestimate it. In general, we see that the estimates of the half-
mass radius for a given snapshot appear to be more stable than those of the mass. For
rh, the maximum difference between estimated and true value is less than 10% the true
value; for the massM , instead, differences up to ≈ 17% of the true value are observed.

9.3 A study of different density profiles

In this section, we present the results of the tests carried out on the second simulation,
which consists of a cluster of stars of different masses, where stellar evolution is con-
sidered (see Sect. 9.1.2). For this simulation we also consider three different cases, cor-
responding to different sampling of the stars used for the calculation of the “observed”
profiles, as summarized in Table 9.6.

9.3.1 Number, mass and luminosity density

For the cluster under examination, we have enough information to calculate several pro-
files. In fact, we can calculate the number density (ND), the mass density (MD), and the
(V -band) luminosity density (LD) profiles.

First, we consider the entire set of simulated stars, andwe label the calculated profiles
with the letter A (which stands for “all”, to indicate that all the stars are involved in
the calculation of the profiles). We carried out fits by means of King and f (ν) models,
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Table 9.7: Dimensionless parameters and physical scales of the best-fit models.

King models

Label Ψ r0 Σ̂0 σ0 χ̃2
p χ̃2

k

A-ND 7.73 ± 0.05 1.98 ± 0.06 0.78 ± 0.04 1.62 ± 0.01 13.01 23.49

A-MD 7.90 ± 0.03 1.36 ± 0.03 0.84 ± 0.04 1.83 ± 0.01 11.37 19.66

A-LD 7.40 ± 0.05 1.78 ± 0.10 0.04 ± 0.21 1.81 ± 0.01 0.94 22.30

L-ND 7.76 ± 0.08 1.15 ± 0.06 0.93 ± 0.08 1.90 ± 0.02 4.09 2.82

L-MD 7.80 ± 0.02 1.09 ± 0.02 0.89 ± 0.06 1.92 ± 0.03 4.65 3.19

L-LD 7.80 ± 0.14 0.79 ± 0.10 0.73 ± 0.37 2.11 ± 0.03 0.45 7.83

U-ND 7.79 ± 0.06 1.14 ± 0.04 0.92 ± 0.06 1.90 ± 0.02 4.06 7.29

U-MD 7.95 ± 0.06 1.05 ± 0.04 0.88 ± 0.07 1.90 ± 0.03 4.85 1.34

U-LD 7.52 ± 0.26 0.76 ± 0.11 1.16 ± 0.26 2.19 ± 0.03 0.63 9.25

f (ν) models

Label Ψ r0 Σ̂0 σ0 χ̃2
p χ̃2

k

A-ND 7.34 ± 0.03 14.41 ± 0.16 0.65 ± 0.03 1.75 ± 0.01 4.42 4.09

A-MD 7.53 ± 0.04 10.26 ± 0.14 0.82 ± 0.05 2.05 ± 0.01 1.76 0.42

A-LD 7.62 ± 0.17 3.80 ± 0.85 0.82 ± 0.75 3.17 ± 0.02 0.31 17.34

L-ND 7.11 ± 0.06 6.94 ± 0.19 0.89 ± 0.06 2.10 ± 0.03 0.62 1.33

L-MD 7.21 ± 0.05 6.80 ± 0.04 0.90 ± 0.05 2.13 ± 0.03 0.63 1.53

L-LD 7.33 ± 0.31 3.81 ± 0.72 1.54 ± 0.50 2.61 ± 0.03 0.21 6.66

U-ND 7.13 ± 0.06 6.97 ± 0.19 0.89 ± 0.06 2.18 ± 0.02 0.56 0.73

U-MD 7.11 ± 0.06 6.50 ± 0.18 0.89 ± 0.06 2.13 ± 0.03 0.61 1.43

U-LD 6.80 ± 0.27 3.77 ± 0.46 1.22 ± 0.22 2.48 ± 0.03 0.23 5.14

Notes. For each case, labeled in the first column of the tables, separately for King and f (ν) models,
we list: the concentration parameter Ψ, the scale radius r0 in pc, the central (number, mass, or lu-

minosity) dimensionless density Σ̂0, and the central line-of-sight velocity dispersion σ0 in km s−1.
Formal errors on the various parameters are also recorded (see Sect. 3.3.4). The last two columns
give the minimum value obtained for the reduced chi-squared in the case of the density fit, eχ2

p,
and in the case of the kinematic fit, eχ2

k. The top lines in the two parts of the table refer to pro-
files calculated from the entire set of stars (A), the middle lines refer to profiles calculated when a
first magnitude cut is introduced (L), and the bottom lines to those obtained when also the second
magnitude cut is operated (U) (see Subsection 9.3.2).

by following the standard procedure described in Sect. 3.3, to obtain the concentration

parameterΨ, the central (dimensionless) density Σ̂0, and the scale radius r0 that provide
the best fit to the density profiles. Then, for each of the best fit profiles, we carried out a
fit to the velocity dispersion profiles (calculated as prescribed by Pryor & Meylan 1993),
thus obtaining also the scale velocity σ0.

We end up with three best fit models to describe the cluster, shown in Fig. 9.6. The
best-fit parameters obtained from these fits are listed in the top lines in the two parts of
Table 9.7.
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Figure 9.6: Fits by King models and anisotropic f (ν) models to the simulated globular cluster (case
A). Left panels show the fits to the projected density profiles, right panels the corresponding fits to
the velocity dispersion profiles. Top panels refer to the number density (ND), middle panels to the
mass density (MD), and the bottom panels to the luminosity density (LD). Solid lines correspond

to the King-model fits, dotted lines to f (ν)-model fits. The “data” are indicated with circles; for
each data-point, errors are shown as vertical error bars (errors for LD are not shown).

For this cluster, it seems that f (ν) models performbetter; this is apparent fromFig. 9.6,
as is confirmed by looking at the minimum chi-squared obtained by the differentmodels.
When considering the results obtained fromKing models, we see that the best-fit profiles
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systematically underpredict both central density and central velocity dispersion. They
are also unable to reproduce the “observed” profiles beyond R ≈ 100 pc (i.e., R ≈ 10rh).

If we look at the results obtained by means of f (ν) models, we immediately notice that
the velocity scale determined for the model identified by the ND fit underestimates the
central velocity dispersion, whereas the one obtained for the LD best-fit model overesti-
mates it. Only the velocity scale determined for the MD fit reproduces in a satisfactory
way the entire “observed” velocity dispersion profile. This result is likely to remind us
that the velocity distribution is related to the mass distribution in the cluster. We recall
that, unfortunately, for real clusters we cannot measure a mass density profile, but only
the number or luminosity density; these profiles strongly depend on the exact distribu-
tion of stars in the clusters, and are mainly determined by the distribution of faint (ND)
or bright (LD) stars, as explained in Chapter 5.

Finally, we point out that the fact that fits to the LD lead to a low value of the chi-
squared does not mean that this profile is particularly adequate to represent the cluster.
In fact, this just reflects the fact that the errors on the points in this profiles are large;
actually, exactly for this reason, the LD profile does not constrain the model well, and
the associated errors on the parameters determined from it are large.

9.3.2 Cut in magnitude

So far, we analyzed the output of this numerical simulation by considering all the stars
in the snapshot. Here we introduce magnitude cuts to mimic the limitations that are
encountered when observing real clusters.

Eliminating faint stars

First, we eliminate from our sample the stars fainter than 24 mag in V band. This is a
typical lower limit to the magnitudes that are observable with currently available instru-
ments and telescopes (for example, see Piotto et al. 2012). In this way, we are discarding
the stars that would not be detected in a real cluster. The sample of stars thus obtained is
indicated in the following with the letter L (as a reminder that this sample is determined
by means of a lower limit of brightness).

After calculating the ND, MD, LD, and velocity dispersion profiles for this reduced
sample of stars, we carried out the fitting procedure described above. The results are
shown in Fig. 9.7, in the same format as in Fig. 9.6. The best-fit parameters obtained
from these fits are listed in the middle lines in the two parts of Table 9.7.

These fits confirm that f (ν) models perform better in reproducing the “observed”

profiles. In this case, the best-fit f (ν) models determined from the ND andMDfits lead to
the determination of a velocity scale close to the innermost part of the velocity dispersion
profile. Themodel determined by the LDprofile, even if characterizedby a lower σ0 with
respect to the one obtained in the previous section, still overpredicts the central value of
velocity dispersion.

By inspecting the best-fit values obtained for the parameters Ψ and r0 from the ND
and LD profiles, we find a situation similar to the one described in Chapter 5: the best-fit
model identified by means of the LD profile is more concentrated (it has larger Ψ and
smaller r0) with respect to the one obtained by means of the ND profile. When detected
for the globular cluster NGC 6341 (M92), this feature was considered to be a signature of
mass segregation.
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Figure 9.7: Fits by King models and anisotropic f (ν) models to the simulated globular cluster, after
the operation of a magnitude cut (case L), in the same format as in Fig. 9.6.

Eliminating bright stars

Starting from the sample obtained by eliminating faint stars, another cut in magnitude
can be imposed, to eliminate the stars brighter than a certain limit. Here we decided to
keep only stars fainter than 12 mag. This is to emulate what is usually done to eliminate
the fluctuations in the surface brightness that are introduced by the presence of bright
stars. In the following, we identify the sample obtained bymeans of this upper brightness
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Figure 9.8: Fits by King models and anisotropic f (ν) models to the simulated globular cluster, after
the operation of a double magnitude cut (case U), in the same format as in Fig. 9.6.

cut with the letter U.
The results of the fits to the profiles calculated for this sample of stars are shown in

Fig. 9.8, in the same format as in Fig. 9.6. The best-fit parameters obtained from these fits
are listed in the bottom lines in the two parts of Table 9.7.

As already noted for real clusters (see Chapter 5), the number density profile is only
very slightly affected by the elimination of the brightest stars in the sample. Instead,
some differences are seen in the values of best-fit parameters obtained for the LD and



144 9.3 A study of different density profiles

Table 9.8: Derived parameters for the isolated cluster with stellar evolution.

King models

Label M rh logTM rtr M̂ r̂h log T̂M

A-ND 3.18 ± 0.26 11.76 ± 1.05 9.97 111.61 0.95 1.21 1.01

A-MD 3.03 ± 0.19 9.06 ± 0.56 9.79 86.51 0.91 0.93 0.99

A-LD 3.08 ± 0.35 8.63 ± 0.96 9.76 79.37 0.92 0.89 0.99

L-ND 2.58 ± 0.38 7.00 ± 1.06 9.59 66.22 0.77 0.72 0.97

L-MD 2.55 ± 0.17 6.80 ± 0.33 9.57 64.58 0.76 0.70 0.97

L-LD 2.22 ± 0.64 4.89 ± 1.53 9.33 46.81 0.66 0.50 0.95

U-ND 2.59 ± 0.29 7.05 ± 0.97 9.60 67.12 0.78 0.72 0.98

U-MD 2.56 ± 0.34 7.24 ± 0.50 9.61 69.15 0.77 0.74 0.98

U-LD 2.03 ± 0.85 3.96 ± 1.85 9.18 36.89 0.61 0.41 0.93

f (ν) models

Label M rh logTM κ M̂ r̂h log T̂M

A-ND 3.80 ± 0.13 12.88 ± 0.24 10.06 1.32 1.14 1.32 1.02

A-MD 3.54 ± 0.14 9.00 ± 0.18 9.81 1.31 1.06 0.92 1.00

A-LD 3.09 ± 0.94 3.31 ± 0.80 9.14 1.31 0.93 0.34 0.93

L-ND 2.79 ± 0.23 6.41 ± 0.31 9.55 1.34 0.84 0.66 0.97

L-MD 2.74 ± 0.15 6.19 ± 0.12 9.52 1.33 0.82 0.64 0.97

L-LD 2.24 ± 0.80 3.41 ± 0.91 9.10 1.32 0.67 0.35 0.92

U-ND 3.00 ± 0.23 6.42 ± 0.31 9.56 1.33 0.90 0.66 0.97

U-MD 2.68 ± 0.22 6.01 ± 0.25 9.50 1.34 0.80 0.62 0.97

U-LD 2.28 ± 0.64 3.70 ± 0.87 9.15 1.36 0.68 0.38 0.93

Notes. For each case, labeled in the first column of the tables, for King and f (ν) models, we list:
the estimated total mass of the cluster M in units of 104M⊙, the half-mass radius rh in pc, and the
logarithm of the half-mass relaxation time log TM expressed in years. In addition, for King models

we show the estimated truncation radius rtr in pc, and for f (ν) models the instability parameter κ
(see Sect. 4.3.4). In the last columns we list the values of the total mass, of the half-mass radius, and
of the relaxation time normalized with respect to the true values, M̂ = M/Mtrue, r̂h = rh/rh,true,

and log T̂M = log TM/ log TM,true (see Table 9.2).

MD profiles, with respect to those determined for cases A and L.

9.3.3 Derived parameters

For the best-fit models, we calculate the total mass of the cluster, the half-mass radius,
and the half-mass relaxation time and we compare them with the true values, listed in
Table 9.2. In addition, for King models we estimated the truncation radius rtr, and for

f (ν) models the instability parameter κ (Polyachenko & Shukhman 1981; see Sect. 4.3.4,
and in particular Eq. (4.1)). We list these quantities in Table 9.8.

Before discussing the results, we describe a final test that we carried out to simu-
late what can be achieved by means of more realistic kinematic data-sets. In Chapters 7
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Table 9.9: Derived parameters for red giant branch stars velocity dispersion.

King models

Label σ0 M logTM M̂ log T̂M

A-ND 1.62 ± 0.21 3.20 ± 1.07 9.97 0.96 1.01

A-MD 1.66 ± 0.22 2.50 ± 0.79 9.75 0.75 0.99

A-LD 1.65 ± 0.22 2.55 ± 0.93 9.73 0.76 0.99

L-ND 1.69 ± 0.22 2.04 ± 0.79 9.55 0.61 0.97

L-MD 1.70 ± 0.22 2.09 ± 0.63 9.54 0.63 0.97

L-LD 1.76 ± 0.23 1.54 ± 0.81 9.27 0.46 0.94

U-ND 1.69 ± 0.22 2.06 ± 0.73 9.56 0.62 0.97

U-MD 1.70 ± 0.22 2.06 ± 0.76 9.57 0.62 0.97

U-LD 1.79 ± 0.24 1.35 ± 0.89 9.11 0.40 0.93

f (ν) models

Label σ0 M logTM M̂ log T̂M

A-ND 1.64 ± 0.22 3.33 ± 0.96 10.03 1.00 1.02

A-MD 1.69 ± 0.22 2.42 ± 0.71 9.74 0.72 0.99

A-LD 1.94 ± 0.26 1.16 ± 0.65 8.97 0.35 0.91

L-ND 1.74 ± 0.23 1.91 ± 0.61 9.48 0.57 0.96

L-MD 1.75 ± 0.23 1.85 ± 0.54 9.45 0.55 0.96

L-LD 1.92 ± 0.26 1.21 ± 0.73 8.99 0.36 0.91

U-ND 1.74 ± 0.23 1.91 ± 0.61 9.48 0.57 0.96

U-MD 1.75 ± 0.23 1.82 ± 0.59 9.43 0.54 0.96

U-LD 1.88 ± 0.25 1.31 ± 0.68 9.06 0.39 0.92

Notes. For each case, labeled in the first column, for both King and f (ν) models, we list: the value
of the central velocity dispersion σ0 obtained by means of a fit to the velocity dispersion that is
calculated by considering only red giant branch stars, in km s−1, the calculated total mass of the
cluster M in units of 104 M⊙, and the logarithm of the half-mass relaxation time TM expressed in
years. In the last columns we list the values of the total mass and of the relaxation time normalized

with respect to the true values, M̂ = M/Mtrue and log T̂M = log TM/ log TM,true (see Table 9.2).

and 8 we described the proposals that we submitted to ESO in order to measure radial
velocities of stars in Galactic globular clusters. We showed that, with a reasonable ob-
serving time, it is possible tomeasure accurate velocities for stars located on the red giant
branch in the color-magnitude diagram of the clusters. To recreate a similar situation, we
selected the red giant branch stars from the simulated cluster, and we calculated the ve-
locity dispersion profile by using only the 247 stars thus identified. Then, we performed
the kinematic fit to this new profile to determine the central velocity dispersion.

We found that the values of σ0 obtained for the best-fit models determined by differ-
ent density profiles are rather stable, when the velocity dispersion is measured by taking
into account only red giant branch stars. The σ0 values are smaller than those obtained
when all the stars are considered, and the formal errors are larger. From these values
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Figure 9.9: Mass and half-mass radius estimates (left and right panels, respectively) for case A, in
which all the stars are considered (top panels), and for cases L and U, in which cuts in magnitude
are operated (middle and bottom panels). In each panel, the horizontal axis represent the value of
the considered quantity (in units of 104 M⊙ for M , and of pc for rh), and the vertical axis is used
to label the different estimates obtained for that quantity. The true values of the total mass and of
the half-mass radius of the systems are indicated by vertical solid lines in the panels. King model

(f (ν) model) estimates are given as empty circles (empty triangles), and the corresponding error
bars are shown as horizontal lines. The values obtained when the velocity scale is determined by
considering only the red giant branch stars are indicated as filled symbols in the left panels.

of the velocity scale, we also estimated the total mass of the cluster: even if σ0 is rather
stable, the derived values of the mass may change significantly, because they depend on
structural parameters that are differentwhen determined from different density profiles.
Table 9.9 lists the values of these quantities.

An easier to read representation of the values of the mass and of the half-mass radius
obtained from the fits is given by Fig. 9.9. By inspecting the figure, it is evident that
when a cut in magnitude is operated and the faint stars in the cluster are rejected, the
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Figure 9.10: Comparison between the anisotropy profile calculated from the simulated stars (rep-
resented here with red dots) and the profiles predicted by the models. The solid line represents the

anisotropy profile associated with the best-fit f (ν) model obtained for the ND profile, the dashed
line the one obtained for the MD profile, and the dotted line the one obtained for the LD profile.

estimated value for the total mass of the cluster decreases significantly. We thus may
argue that in dealing with real data we tend to underestimate the total mass of clusters.

Contrary to what we found in Sect. 9.2, here the values of the half-mass radius change
significantly when different profiles are used. This means that, in general, a subsample
of stars does not give a good representation of a real system, unless some corrections are
introduced to account for the effects noted in this Section.

Finally, we make one last check that confirms that indeed f (ν) models provide a bet-
ter description of the “observed” cluster, with respect to King models. We consider the
best-fit models obtained in the case in which all the stars were used to calculate the pro-
files (A), and we study the corresponding intrinsic anisotropy profile α(r). Moreover,
the information we have for the simulated stars allow us to calculate the same quantity
for our “data” (for real data this is not usually possible, as explained in Sect. 3.2.3). In
Fig. 9.10 we provide a comparison of these profiles. The “observed” anisotropy is rep-
resented by red dots; the solid line represents the anisotropy profile associated with the

best-fit f (ν) model obtained for the ND profile, the dashed line the one obtained for the
MD profile, and the dotted line the one obtained for the LD profile. It is evident that the
“observed” anisotropy profile is remarkably similar to the predicted ones, even if some
discrepancies are observed. The simulated system appears to be isotropic in the center
and radially anisotropic in the outermost parts, and therefore it conforms well to the

anisotropic f (ν) models.





CHAPTER 10

Global line profiles

The observed spectrum of a stellar system can be considered as the convolution of a
suitably chosen template spectrum and a broadening function. This broadening func-
tion is commonly referred to as the line profile (Franx & Illingworth 1988; van der Marel
& Franx 1993), and is dominated by the motions of the stars along the line of sight.
Another contribution to the broadening of the observed spectrum is associated with the
instrumental error of the measurement; this is usually approximated by a Gaussian func-
tion. Gaussian parametrizations of the instrumental broadening, of the line-of-sight ve-
locity distribution, and therefore also of the observed line profiles, have been almost
universally employed in the literature. Only with very accurate data a more detailed
description is justified. In fact, there are situations in which the line-of-sight velocity dis-
tribution of a stellar system is not expected to be a Gaussian. The possibility to recover
the true shape of the line-of-sight velocity distribution of a given system could be very
important in the study of its dynamics.

The line-of-sight velocity distribution, as an observable, has been used to study the
dynamics of elliptical galaxies (Tonry &Davis 1979; Bender 1990; Rix &White 1992; Cap-
pellari & Emsellem 2004) and, more recently, of ultra compact dwarfs (see for example
Frank et al. 2011, and references therein); we recall that this is analogous to the analy-
ses of H I line profiles that have been carried out for a long time to probe the dynamics
of spiral galaxies (see for example Tully & Fisher 1977). The observations that provide
such information are usually carried out by means of slit spectroscopy: the slit includes
a large part of the stellar system, for which a spectrum is obtained. This type of observa-
tions might then be possible for extragalactic globular clusters. A comparison with what
we know about the Galactic globular clusters could give us important information on
the dynamical evolution of these systems.

In this Chapter we describe a study that we performed to test if it is possible to detect
the expected differences in the line-of-sight velocity distributions of systems in different
dynamical conditions, by means of accurate spectroscopic observations. In particular,
we test if the presence of rotation leads to line profiles with specific signatures.

The Chapter is organized as follows. In Sect. 10.1 we outline the method used. In
Sect. 10.2 we describe the procedure used to calculate the line-of-sight velocity distribu-
tions for three clusters, by means of three different models. In Sect. 10.3 we summarize
our results.

10.1 Method and objectives

We decided to consider the three Galactic globular clusters studied in Chapter 6, that
is, 47 Tuc (NGC 104), M15 (NGC 7078), and ω Cen (NGC 5139). We calculated the ex-

149
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pected shape of their line-of-sight velocity distributions for each of three available mod-
els: spherical isotropic King (1966) andWilson (1975)models, and non-spherical rotating
models (Varri & Bertin 2012, see Appendix A for details on these models).

The three clusters have been chosen as prototypes for this test, because in our Galaxy
they are the ones for which the largest data-sets are available, and for which a detailed
analysis by means of rotating models has been made. Isotropic King and rotating mod-
els have been chosen for this test because they describe systems that are structurally
very different, and for which we may anticipate that the line-of-sight velocity distri-
butions should be distinguishable from each other. In addition, spherical nonrotating
Wilson models have been added to this analysis, because they are somewhat intermedi-
ate between the other two: they are isotropic like King models, and they have the same
truncation prescription used for the rotating models.

In order to properly compare line-of-sight velocity distributions calculated for the
three different models for the three clusters, we proceeded as follows.

1. We carried out fits to the surface brightness and velocity dispersion profiles, as de-
scribed in Sect. 3.3 (see also Chapters 4 and 6); the best-fit parameters determined
in this way define the models that better represent the observations.

2. Once the model parameters have been determined, we sampled the corresponding
distribution functions.

3. We then calculated the line-of-sight velocity distributions and scaled them bymeans
of the velocity scale determined by the fits.

4. We convolved the line-of-sight velocity distributions with a Gaussian function, to
simulate the effect of the measurement errors.

The best-fit parameters1 are listed in Table 10.1.

10.2 Calculation of the line profiles

Considering models defined by a distribution function f(x,v), for a particular line of
sight through the system the line-of-sight distribution function l(x⊥, v‖) is calculated as:

l(x⊥, v‖) =

∫
f(x,v) d2v⊥ dx‖∫
f(x,v) d3v dx‖

, (10.1)

where the subscript ‖ indicates the components along the line of sight, and the subscript
⊥ those on the plane of the sky. We note that the integral at the denominator of the
fraction is the projected mass density (see Eq. (2.16)) of the system. In this Chapter, we
consider the global line-of-sight velocity distribution, calculated for the entire system; it
can be expressed as:

L (v‖) =

∫
f(x,v) d2v⊥ d

3x . (10.2)

We notice that, by integrating this function over the velocity component v‖, we obtain
the mass of the system. In the following we will drop the subscript, and indicate this
function simply as L (v).

1The values of these quantities obtained for King and rotating models were also listed in Tables 4.2, 4.5 and
6.3. In the case of the rotating models, we adopted for the masses the values listed in Table 6.6, because they
have been calculated by assuming for each cluster the value of the distance that was also used to calculate the
masses of the other models.
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Table 10.1: Model parameters and physical scales.

Globular Model Ψ r0 σ0 V max
rot M

cluster (1) (2) (3) (4) (5) (6)

47 Tuc K 8.58 23.10 12.27 . . . 7.18

W 7.40 28.21 13.36 . . . 6.59

R 7.60 24.41 13.35 3.26 6.76

M 15 K 8.09 7.72 11.83 . . . 3.98

W 7.10 11.84 11.65 . . . 4.11

R 6.80 13.33 12.52 3.00 4.49

ω Cen K 6.27 136.85 14.83 . . . 26.45

W 4.88 181.54 15.46 . . . 26.19

R 5.80 134.54 15.87 5.80 24.71

Notes. For each cluster we list: the concentration parameter Ψ in Col. (2), the scale radius r0 in
arcsec in Col. (3), the central velocity dispersion in km s−1in Col. (4), the maximum of the line-of-
sight rotation profile V max

rot in km s−1in Col. (5), and the estimated total mass of the cluster in units
of 105 M⊙ in Col. (6). In Col. (1) we indicate the family of models used to derive the parameters:
K indicates King (1966) models, W Wilson (1975) isotropic nonrotating models, and R rotating
models (Varri & Bertin 2012).

After selecting a model in each family by means of the fitting procedure described
in the previous Section, we proceed to calculate the related line-of-sight velocity dis-
tribution. For the non-spherical rotating models it is particularly difficult to define the
projections and to calculate the necessary integrals, so we decided to use an alternative
“numerical” method. This procedure is applied to the three models, to calculate the pro-
files in a uniform way. Therefore, we start by sampling the distribution functions and
by calculating the relevant profiles from the obtained discrete samples of points. In the
remaining of this Section, we describe in detail the steps that have been followed.

10.2.1 Sampling of a distribution function

The procedure used to generate a sample of points from a distribution function can be
summarized in two steps. First, we start by sprinkling the particles in space, as a random
realization of the mass density distribution of the model; at this stage, it is important to
carefully determine the radial positions of the particles with the appropriate statistical
weight. Secondly, we give each particle a velocitywith randomdirection andmagnitude,
but drawn from the appropriate velocity distribution at that point in space. The order
of these two steps is important: only after the position of a particle in space is known,
is it possible to determine the potential energy of that particle, and which velocities are
admissible in order to keep the particle bound, and to assign to each velocity the correct
statistical weight.

The details given below refer to the procedure used to sample the distribution func-
tions of the spherical models, but this method can be generalized and applied also to the
non-spherical models.
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Sprinkling particles in space

We define the cumulative mass of the cluster as

m(r) =

∫ r

0

dr 4πr2ρ(r) , (10.3)

where ρ is the mass density of the cluster, and is calculated from Eq. (2.8). The fractional
mass contained within radius r is defined as

m̂(r) =
m(r)

M
, (10.4)

whereM is the total mass of the cluster; based on this definition, the fractional mass m̂
takes values between 0 and 1 (at the center and at the truncation radius, respectively).

To sample points that are distributed in radius according to the cumulative mass
function, we spin a random number generator to obtain a random number m̂i, with
0 ≤ m̂i ≤ 1, and we consider it to be the fractional mass contained within the radius ri
of the particle i, so that m̂(ri) = m̂i. Since we want to know ri, we need to invert m̂(r)
to obtain a function r(m̂), so that we can calculate the needed radius as ri = r(m̂i). We
then generate two additional random numbers, k1 and k2, that are used to calculate the
angles φ = 2πk1 and θ = arccos(1 − 2k2); with these, we can finally calculate the three
spatial coordinates:

x = r sin θ cosφ (10.5)

y = r sin θ sinφ (10.6)

z = r cos θ (10.7)

At this point, we have generated the first three coordinates of the particle in the phase
space.

Assigning a velocity vector to each particle

After calculating the potential energy at the radial position determined in the previous
step, we calculate the maximum value that is possible to assign to the velocity magni-
tude, that is, the escape velocity:

vescape =
√
−2ψ(r) . (10.8)

If the distribution function is isotropic, the probability distribution for the velocities at
given radius can be calculated as:

g(v)dv ∝ v2f(r, v), (10.9)

where f(r, v) is the distribution function of the considered model. We also calculate the
maximum of this probability distribution, gmax.

At this point, we generate the velocities by means of rejection techniques. We gen-
erate a random number vi uniformly in the interval between 0 and vescape. We generate
another random number k (such that 0 ≤ k ≤ 1); if k < g(v)/gmax we keep the generated
velocity, otherwise we reject vi, and we repeat this step by generating another vi. The
normalization factor of gmax used in this procedure ensures that the acceptance proba-
bility g(v)/gmax has a maximum value of one, which makes the algorithm as efficient as
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possible. We can calculate the three velocity components by analogy with the treatment
of the spatial coordinates.

To check that the generated points are actually distributed according to the adopted
distribution function, we calculated the density and velocity dispersion profiles (both
intrinsic and projected) from the generated points, and we compared them with those
calculated directly by integrating the distribution function.

10.2.2 The line-of-sight velocity distribution

To calculate the line-of-sight velocity distribution we are interested in, we will consider
all the stars in the sample. We do not calculate this function in correspondence of a spe-
cific radius, because a very large number of generated point would be needed to carry
out a similar analysis: in fact, we would need to select only the stars located within a
defined and narrow radial range, and to calculate the line-of-sight velocity distribution
only for this subsample of stars, and we would need the chosen radial range to be well
populated, in order to calculate the function. For the moment, therefore, we just con-
sidered the case in which the line profile is calculated for the entire system, which is the
normal case to be considered first in actual observations.

We assume the line-of-sight direction to be parallel to the x axis. We consider the
velocity component vx, and we divide the velocity range into equal-size bins. Finally,
we calculate the line-of-sight velocity distribution by counting the number of stars that
fall into each bin. The function thus obtained depends on the dimensionless velocities
determined by the models, and its normalization is determined by the total number of
stars.

Physical scales for the different models

In order to obtain line-of-sight velocity distributions that represent the real clusters, we
need to scale the functions by using the velocity scales obtained by the fits. We thus
obtain a function that describes how the velocities expressed in km s−1are distributed in
the systems.

Moreover, we need to introduce an appropriate normalization, to allow for an ad-
equate comparison of the different cases: in fact, in principle, the line-of-sight velocity
distribution can be calculated starting from a different number of generated points, and
by using a different number of bins in the velocity. We chose to normalize the line-of-
sight velocity distribution calculated for a specific model so that the area under the curve
is equal to the total mass calculated by that model for the cluster2.

Figure 10.1 shows the line-of-sight velocity distributions L (v) calculated for 47 Tuc,
M15, and ω Cen (from top to bottom, respectively), and scaled as described. In each
panel, the red line represents the function calculated by means of King models, the blue
line the one calculated by nonrotating isotropic Wilson models, and the black line the
one by rotating models.

By looking at Fig. 10.1, it is possible to identify the main characteristics of the line-of-
sight velocity distribution for the three differentmodels. The function L (v) is similar for
the two isotropic models, but a careful inspection reveals that for Wilson models (blue
lines) the function is steeper. For the rotating models, the double peak characteristic of
rotation is visible.

2Another possibility would be to scale the models so that they all have the same mass: this has been
checked, but the results do not change significantly.
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Figure 10.1: Line-of-sight velocity distributions calculated for 47 Tuc, M15, and ω Cen (from top to
bottom, respectively). Each function has been scaled as described in the main text. The velocities
are expressed in km s−1. In each panel, the red line represent the function calculated by means
of King models, the blue line the one calculated by nonrotating isotropic Wilson models, and the
black line the one calculated by rotating models.

10.2.3 Convolution with a Gaussian function to simulate the observational errors

To simulate the effects introduced by measurement errors, we carried out a convolution
of the line-of-sight velocity distribution, L (v), with the Gaussian:

G(v) =
1√

2πσv
e−v

2/(2σ2
v) . (10.10)
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Figure 10.2: Line profiles calculated for 47 Tuc as the convolution between the line-of-sight velocity
distribution and the Gaussian that represents the measurement error. The values of the parameter
σv of the Gaussian are 0.25, 0.5, 1, 2, 3, and 5 km s−1, from left to right and from top to bottom. The
velocities are expressed in km s−1; in each panel, the red line represent the function calculated by
means of King models, the blue line the one calculated by Wilson models, and the black line the
one calculated by rotating models.

We express the convolution as:

C(v) =

∫ +∞

−∞

L (u)G(v − u)du . (10.11)

We explored the effect of this convolution on the shape of the calculated line profiles
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Figure 10.3: Line profiles calculated for M15 as the convolution between the line-of-sight velocity
distribution and the Gaussian that represents the measurement error. The format is the same used
in Fig. 10.2.

by changing the value of the parameter σv in the Gaussian that represents the measure-
ment error: we present our results in the next Section.

10.3 Results and discussion

Figures 10.2, 10.3, and 10.4 show the functions C(v) calculated for 47 Tuc, M15, and ω
Cen, respectively. In each of the panels shown in these figures, we represent the func-
tions C(v) after dividing them by the same factor so that the peak of one of them is
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Figure 10.4: Line profiles calculated for ω Cen as the convolution between the line-of-sight velocity
distribution and the Gaussian that represents the measurement error. The format is the same used
in Fig. 10.2.

normalized to unity. This allows for an easier comparison of the functions obtained for
different values of σv. In each figure, the values of the parameter σv of the Gaussian are
0.25, 0.5, 1, 2, 3, and 5 km s−1, from left to right and from top to bottom, as indicated
on each panel. The red lines represent the function calculated by means of King models,
the blue lines the ones calculated by nonrotating isotropic Wilson models, and the black
lines the ones by rotating models.

We thus see that the characteristic double peak found in the line-of-sight velocity
distribution of the rotating model is completely smoothed away for σv ≥ 2 km s−1.
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For M15, this feature is hardly visible also for lower values of σv. For ω Cen, we see
that before reaching a value of σv that makes this feature disappear, a flattening in the
function C(v) of rotating models is clearly apparent (the curve becomes “squarish”). In
any case, for σv ≥ 2 km s−1 the functions C(v) calculated for the three different models
are no longer distinguishable.

These results show that, unfortunately, this tool is not particularly promising in appli-
cations to the study of the dynamics of globular clusters. For these systems, the internal
dynamics can be reasonably well described by means of the models considered in this
analysis. In this Chapter we showed that even if the models are structurally different, the
expected line profiles are very similar, and the characteristic features could be identified,
with some difficulty, only by means of extremely accurate data.

Nonetheless, the line-of-sight velocity distribution may turn out to be a useful tool to
exclude some models with peculiar phase-space structure that sometimes are invoked in
studies based on pure orbit analysis (e.g., of features interpreted in terms of the presence
of central black holes).



Future directions

Starting from the detailed study of the dynamics of globular clusters presented in this
Thesis, a number of projects can be imagined, as a natural extension of the line of re-
search followed so far. In particular, the following issues will be addressed in the near
future:

Study of the morphology of globular clusters by means of ellipticity profiles: In
this Thesis we addressed the issue of determining the cause of the significant devi-
ations from spherical symmetry (White & Shawl 1987; Chen & Chen 2010) that are
observed for globular clusters, by determining which dynamical ingredient (among
tides, pressure anisotropy, and rotation) account for the observed morphology. We
focused on pressure anisotropy and rotation and found that the available data are of-
ten not adequate for the purpose. To properly test different dynamical scenarios, we
therefore plan to extend the currently available ellipticity profiles of globular clus-
ters, by means of archival data and new observations. In fact, in only very few cases
the existing profiles cover a large portion of the radial extent of the clusters. We also
plan to obtain isophotal contours for Galactic clusters, to properly characterize the
deviations from symmetry. These data will be used in combination with kinematical
data, to provide a more detailed description of these systems.

Determining the importance of tidal interactions: Among the dynamical ingredi-
ents that can be considered responsible for the observed morphology of globular
clusters, we did not consider tidal interactions with the external tidal fields: we plan
to explore the role of this important factor in the future. The three-dimensional ex-
ternal tidal field should induce a stretching along the direction pointing toward the
center of the host galaxy (van den Bergh 2008). The tidal field might also induce the
preferential loss of stars on radial orbits, which would lead to a tangentially-biased
anisotropy in velocity space especially in the outer parts of the system (Baumgardt
& Makino 2003). A new family of models, in which the external tidal field is taken
into account in a self-consistent way, has been proposed recently (Bertin & Varri 2008;
Varri & Bertin 2009) and will be employed to study the importance of tidal effects.

Unique signatures of the presence of intermediate-mass black holes: Despite the
great observational effort devoted to it (see Lützgendorf et al. 2013b, and references
therein), conclusive evidence for the existence of intermediate-mass black holes in
globular clusters is still lacking (for example, see Vesperini & Trenti 2010). Model
degeneracy is currently limiting progress in this field; we plan therefore to look for
features (observable with currently available telescopes) that could discriminate be-
tween the effects produced by an intermediate-mass black hole on the dynamics of
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the entire system and those generated by other dynamical factors. To do this, we plan
to carry out dedicatedN-body simulations with andwithout a central black hole, and
to identify the best signature that should be looked for in observations to confirm the
presence of intermediate-mass black holes in globular clusters, or to rule it out com-
pletely. By considering different initial conditions for the simulations, we also plan to
determine whether the clusters with an intermediate-mass black hole evolve towards
a similar configuration, or not.

Quantifying the presence of mass segregation in globular clusters: We plan to use
accurate and radially extended kinematical measurements to determine the cumula-
tive and local dynamical mass-to-light ratio profiles of globular clusters, and there-
fore the detailed distribution of matter. We will study the observations by means of
multi-mass dynamical models and by comparing themwith dedicatedN-body simu-
lations. Hence, the results will be compared with the mass-to-light ratio distribution
expected from studies of stellar populations, opening the way to address the impor-
tant issue of the presence of mass segregation. By analyzing the mass-to-light ratio
radial profile, we will quantify to what extent dynamical models with multiple mass
components are required.

Dark matter in small stellar systems: Globular clusters are usually considered to
be simple stellar systems, free of dark matter. However, only accurate and radially
extended kinematical measurements can give a definitive proof that dark matter is
negligible for these systems: we plan to address this issue in future investigations.
A similar study is also planned for ultra-compact dwarf galaxies, which show high
dynamical mass-to-light ratios that can be explained by some kind of unseen matter,
either dark matter, or an intermediate-mass black hole, or massive stellar remnants
from a top-heavy initial mass function (Mieske et al. 2008). The results collected
by the planned dynamical studies of individual systems in the different classes will
serve as important empirical clues for the general problem of cosmological interest of
understanding the mechanisms at the basis of the formation and evolution of these
stellar systems. We recall that in this context, globular clusters have already been
considered as interesting targets to test non-standard dynamical frameworks (in par-
ticular, see the recent test of ModifiedNewtonian Dynamics performed on NGC 2419
by Ibata et al. 2011).
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APPENDIX A

Definition of some dynamical models

A.1 Spherical isotropic King models

The King (1966) one-component, spherical, isotropic models are based on the following
distribution function:

fK =

{
A [exp(−aE) − exp(−aE0)] E ≤ E0

0 E > E0 ,
(A.1)

whereA, a, E0 are positive constants, defining two scales and one dimensionless param-
eter, and E represents the specific energy E = v2/2 + Φ(r), where Φ(r) is the mean-field
gravitational potential, to be determined from the Poisson equation. The quantity E0 is
a threshold energy, above which the stars are considered unbound; it can be translated
into a truncation radius, rtr, for the system, considering that E0 = Φ(rtr).

We recall that a radial scale r0 can be defined as

r0 =

(
9

4πGaρ0

)1/2

, (A.2)

where ρ0 is the central mass density. The other dimensional scale is the total mass of the
cluster or, as an alternative, its central velocity dispersion.

By introducing the dimensionless potential ψ(r) = a[Φ(rtr)−Φ(r)], the escape veloc-

ity is a function of radius that can be expressed as vescape =
√

2ψ/a. The dimensionless
concentration parameter is given by the central dimensionless potential Ψ = ψ(0) or,
alternatively, by the index

c = log

(
rtr
r0

)
, (A.3)

because these two quantities are in a one-to-one relation.
The quantity listed in the Harris (2010) catalog as concentration parameter, in this

Thesis indicated with C, is defined using the standard core radius Rc in place of r0 in
Eq. (A.3). The values of C for a model identified by Ψ >∼ 4 are slightly larger than the
corresponding values of c; in fact, for these models 0.8 <∼ Rc/r0 <∼ 1.

The mass density and the velocity dispersion are calculated from the distribution
function by means of Eq. (2.8) and Eq. (2.11), respectively:

ρ[ψ(r)] = Â eψ γ

(
5

2
, ψ

)
(A.4)
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Figure A.1: Normalized mass density as a function of the dimensionless radius for King (solid
lines) and spherical Wilson (dashed lines) models characterized by Ψ = 3, 5, 7, 9, 11 (from left to
right).

σ2[ψ(r)] =
6

5a

γ (7/2, ψ)

γ (5/2, ψ)
, (A.5)

where γ is the incomplete gamma function (see Abramowitz & Stegun 1972), Â is a
constant, and σ2 is the squared (total) velocity dispersion. From the previous equations
it is evident that the density and the velocity dispersion depend on the radial coordinate
only implicitly, through the dimensionless potential.

A.2 Spherical isotropic Wilson models

Wilson (1975) modified the distribution function by including a dependence on the an-
gular momentum, to generate axisymmetric models to describe elliptical galaxies. By
reducing his distribution function to the spherical limit, the following distribution func-
tion, dependent only on the energy E is obtained:

fW(E) =

{
A {exp(−aE) − exp(−aE0)[1 − a(E − E0)]} E ≤ E0

0 E > E0 .
(A.6)

This distribution function defines one-component, spherical and isotropic models. In
this Thesis, we refer to these models as “spherical Wilson models”, by following the
notation used by McLaughlin & van der Marel (2005).

For these models, a radial scale r0 and a concentration parameter c can be defined in
the same way as for the King models (Eqs. A.2 and A.3). By analogy to King models, in
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Figure A.2: Relation between relevant radii and the concentration parameter Ψ for King (solid
lines) and spherical Wilson (dashed lines) models. From bottom to top, the lines represent the di-
mensionless core radius Rc/r0, the dimensionless half-mass radius rM/r0, and the dimensionless
truncation radius rtr/r0 (see Sect. 1.1 for a definition of these quantities).

this case the mass density and the velocity dispersion profiles can be written as:

ρ[ψ(r)] = Â eψ γ

(
7

2
, ψ

)
(A.7)

σ2[ψ(r)] =
6

7a

γ (9/2, ψ)

γ (7/2, ψ)
, (A.8)

where γ is the incomplete gamma function and Â is a constant. As in the case of King
models, the density and the velocity dispersion depend on the radial coordinate only
implicitly, through the dimensionless potential.

The main difference with respect to King (1966) models is in the adopted truncation
prescription: models defined by Eq. (A.6) are similar to King models in the core, but
have a larger (but still finite) radial extent. This is shown in Fig. A.1, where intrinsic
density profiles for five models of the two families are compared: in each case, the Wil-
son profiles have a larger radial extent with respect to the corresponding King models
with the same concentration parameter Ψ. Figure A.2 shows the values taken by the
dimensionless core, half-mass, and truncation radius as a function of Ψ. Remembering
that c is defined by Eq. (A.3), the difference found in the relation between rtr/r0 and Ψ
indicates that the one-to-one relation between Ψ and c for the two families of models is
different.
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A.3 Anisotropic f (ν) models

Several families of dynamical models have been developed to represent the final state of
numerical simulations of the violent relaxation process thought to be associated with the
formation of bright elliptical galaxies via collisionless collapse (for a review, see Bertin
& Stiavelli 1993). These models show a characteristic anisotropy profile, with an inner
isotropic core and an outer envelope dominated by radially-biased anisotropic pressure.
They provide a good representation of the photometric and kinematic properties of el-
liptical galaxies. Here we will refer to the family of spherical, anisotropic, non-truncated

f (ν) models (which have been revisited recently in detail by Bertin & Trenti 2003).
The distribution function that defines these models depends on specific energyE and

angular momentum J :

f (ν) =

{
A exp

[
−aE − d

(
J2

|E|3/2

)ν/2]
E ≤ 0

0 E > 0 ,
(A.9)

where A, a, d, and ν are positive constants, defining two scales and two dimensionless
parameters. For applications, as described by Bertin & Trenti (2003), the dimensionless
parameter ν can be fixed at ν = 1. Therefore, similarly to the King models, after in-

tegration of the relevant Poisson equation the f (ν) models are a one-parameter family
of models, parametrized by their central concentration, which can be expressed by the
central dimensionless potential Ψ = −aΦ(0). The physical scales can be expressed as:

r0 = d−1/νa−1/4

M0 = d−3/νa−9/4 .
(A.10)

To calculate the mass density, the dimensionless Poisson equation

1

r̂2
d

dr̂

(
r̂2
dψ

dr̂

)
= − 1

Γ
ρ̂(r̂, ψ) , (A.11)

where ψ = −aΦ, r̂ = r/r0 and ρ̂ = ρ r30/M0, is solved by assuming the boundary condi-
tions ψ(r̂ = 0) = Ψ and ψ′(r̂ = 0) = 0, and by considering Γ = Γ(Ψ) as an eigenvalue,
to be determined so that ψ ∼ r̂−1 for large r̂. The mass density depends on the radial
coordinate both explicitly and implicitly, through ψ; it can be calculated numerically by
means of the following expression:

ρ(r̂, ψ) =
2πA

eψ

(
−2ψ

a

)3/2 ∫ π

0

∫ 1

0

eB(k,θ)k2 sin θ dkdθ , (A.12)

where

B(k, θ) = k2ψ − r̂ν (k sin θ)
ν

2ν/2

(−ψ)ν/4 (1 − k2)
3ν/4

, (A.13)

k = v
√
a/2ψ, and the angular momentum is expressed as J2 = r2v2 sin2 θ. The intervals

of integration are determined by the condition on the vanishing of the distribution func-
tion and by the choice of spherical coordinates. An example of the mass density profiles
obtained for these models is shown in Fig. A.3; by inspecting the figure, it is possible to
notice that at large radii the profiles all have the same slope ∼ r̂−4.
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Figure A.3: Normalized mass density as a function of the dimensionless radius for f (ν) models
characterized by Ψ = 3, 5, 7, 9, 11 (from top to bottom).
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Figure A.4: Anisotropy profile as a function of the dimensionless radius for f (ν) models charac-
terized by Ψ = 3, 5, 7, 9, 11.
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The radial and tangential components of the velocity distribution are calculated as:

σ2
r (r̂, ψ) =

1

ρ(r̂, ψ)

2πA

eψ

(
−2ψ

a

)5/2 ∫ π

0

∫ 1

0

eB(k,θ)k4 cos2 θ sin θ dkdθ (A.14)

and

σ2
t (r̂, ψ) =

1

ρ(r̂, ψ)

2πA

eψ

(
−2ψ

a

)5/2 ∫ π

0

∫ 1

0

eB(k,θ)k4 sin3 θ dkdθ , (A.15)

respectively. These quantities are used to calculate the anisotropy function α, defined in
Eq. (2.19). For every model in this family, two particular types of behavior are found, in
agreement with the expectations on the results of violent relaxation: in the central region
α ≈ 0, that is, the system is isotropic; in the external region α ≈ 2, that is, the anisotropy
is radially-biased. This is illustrated in Fig. A.4, where this function is shown for five
models characterized by ν = 1 and different values of Ψ. This plot shows that mod-
els with very different values of the parameter Ψ have remarkably similar anisotropy
functions. The anisotropy radius, defined as the radius rα at which α = 1, takes similar
values for the models in this family (typically the value of rα/r0 is between 1 and 2). The
ratio between the anisotropy radius and the half-mass radius is rα/rM < 2, and indicates
that the onset of the radial anisotropy occurs well inside these systems.

By definition, these models are non-truncated and, because of this, are likely to be
less suited to describe the outer parts of globular clusters. A study of globular clusters

based on truncated f (ν) models is planned for the future.
We recall that the surface brightness profiles for concentratedmodels (Ψ >∼ 7) are very

close to de Vaucouleurs profile, while for low values of Ψ the models exhibit a sizable
core.

A.4 Rotating models

The family of self-consistent axisymmetric models introduced by Varri & Bertin (2012)
has been specifically designed to describe quasi-relaxed stellar systems with finite global
angular momentum. These models are global, finite-mass solutions of the self-consistent
problem associated with the distribution function

fd
WT(I) =

{
Ae(−aE0)

[
e−a(I−E0) − 1 + a(I − E0)

]
E ≤ E0

0 E > E0 ,
(A.16)

in which the integral of the motion I = I(E, Jz) is defined as

I(E, Jz) = E − ωJz
1 + bJ2c

z

, (A.17)

where ω, b, and c > 1/2 are positive constants. The subscript WT in the distribution
function is a reminder that the form of the function is that of the corresponding spherical
isotropic nonrotating models characterized by Wilson truncation, while the superscript
d indicates that this distribution function defines models characterized by differential
rotation. A full description of the physical arguments that have led to this choice of
distribution function is provided in Varri & Bertin (2012). The integral of the motion
reduces to I ∼ E for high values of Jz and to the Jacobi integral I ∼ H = E − ωJz
for low values of Jz . Therefore, the models are characterized by differential rotation,
approximately rigid in the center and vanishing in the outer parts.

The models are defined by four dimensionless parameters:
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• Ψ, the concentration parameter, is defined as the depth of the dimensionless po-
tential well at the center of the clusters. Large values of this parameter determine
spatially extended configurations, in terms of the relevant units of length (see Varri
& Bertin (2012) for details);

• χ = ω2/(4πGρ0) is the rotation-strength parameter. Configurations characterized
by a given value of concentration and increasing values of the rotation strength
parameter χ are progressively more compact because of the adopted truncation
prescription in phase space;

• b̄ and c determine the shape of the rotation profile. The effect of taking a larger
value of b̄ is to produce models in which the solid-body rotation covers a wider ra-
dial range; this parameter determines the shape of the line-of-sight rotation profile,
in particular, it regulates the radial position of the velocity peak. A variation of c
does not introduce significant differences, therefore to simplify the investigation it
is possible to set c = 1.

Different rotation regimes are identified, depending on the value assumed by the
rotation-strength parameter. Of particular interest for this Thesis is the “moderate rota-
tion regime”, corresponding to small values of the parameter χ. Models in this regime
have non-monotonic ellipticity profiles, and have values of Vrot/σ comparable to those
observed in Galactic globular clusters (see Sect. 1.2 and Chapter 6).

For these models, the velocity dispersion tensor is characterized by isotropy in the
central region, weak radial anisotropy in the intermediate regions, and tangential an-
isotropy in the outer parts. The behavior of the pressure tensor in the external regions
of a configuration was not assigned a priori in the definition of the models: it results
from the requirement of self-consistency and from the relevant truncation prescription
in phase space.





APPENDIX B

Radial velocity data-sets for Galactic globular clusters

As shown in Chapter 4, the possibility to analyze kinematic profiles, in addition to the
usually considered photometric ones, is crucial to properly describe the dynamics of
globular clusters. Of particular importance are the measurements of line-of-sight (radial)
velocities of single stars. Unfortunately, this kind of kinematic data is currently available
for only a small fraction of the Galactic globular clusters, and often the number of stars
for which velocities have been measured is quite small.

In Table B.1 we provide a list of the published data-sets of radial velocities for stars
in Galactic globular clusters. This list only contains globular clusters with a fairly rich
kinematical information available (radial velocity measurements for at least 40 stars). In
Table B.1, for each considered globular cluster (indicated in the first column), each line
corresponds to a different data-set, whose reference is indicated in the last column of the
table. For each cluster, the different data-sets are here presented in chronological order:
the first line corresponds to the oldest data-set, the last one to the most recent. For each
data-set, we give the total number of velocity data-points available NV, the number of
velocity data-points contained within the projected half-mass radius NV,h, the ratio of
the radius of the outermost velocity point to the projected half-light radius RV/Rh, and
ratio of the radius of the outermost velocity point to the truncation radius RV/rtr (the
values considered for the half-mass radius and for the truncation radius are those given
in the Harris 2010 catalog1). Moreover, by following the procedure described by Pryor
& Meylan (1993), we calculated the mean velocity 〈vr〉, the global velocity dispersion σc,
and the associated errors for velocities in every data-set.

In some cases, it is not enough to consider just one data-set to obtain a global satisfac-
tory description of the kinematics of a cluster, and several data-sets need to be combined.
To do this, two important factors need to be taken into account. First, it is necessary to
identify stars that are in common between the data-sets, in order to avoid to consider
them twice; usually, the velocity measurements with the smallest error are then taken as
the velocities of such stars. Secondly, the values of the calculatedmean velocities of each
data-set are used to identify the presence of a possible shift between the samples, and to
correct it.

Table B.2 offers a more compact description of the data-sets available for these globu-
lar clusters. For each cluster, the values of the concentration parameter C, the logarithm
of the core relaxation time logTc, and the logarithm of the half-mass relaxation time

1In the latest version of the Harris (2010) catalog, the values of the truncation radii are not listed; we cal-
culated them from the available values of the core radius Rc and of the concentration parameter C (see Ap-
pendix A.1), as: rtr = Rc 10C ; for the three core-collapsed globular clusters in Table B.2, for which the con-
centration parameter is arbitrarily set to C = 2.50, the value of rtr calculated in this way is only considered as
indicative.
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log TM are recorded (as listed in the Harris 2010 catalog). By considering, for each glob-
ular cluster, a data-set containing all the available data, we also list the total number
of velocity data-points available NV, the total number of velocity data-points inside the
projected half-light radius NV,h, the ratios of the radius of the outermost velocity point
RV to the projected half-light radius Rh and to the truncation radius rtr. Table B.2 is or-
ganized in four parts: in the first part we list post-core-collapse globular clusters, in the
second part those with a total number of kinematic data that we consider insufficient for
a proper dynamical analysis, in the third part those with an insufficient number of data
inside the half-light radius, and in the fourth part those having a satisfactory number of
velocity data-points (in particular, these clusters match the criteria listed in Sect. 4.1.1).
In each part of the table, globular clusters are listed in order of increasing number of total
stellar velocity data NV. The values listed in this table regard the largest data-set that is
in principle attainable by combining all the available data-sets for each cluster. This is
not always the best way to obtain a reliable set of data-points to be used to calculate the
kinematic profiles of interest (for some additional comments, see for example Sect. 4.1.2).
The exact combinations of data-sets that have been used in the work presented in this
Thesis are described in the relevant Chapters.

Table B.1: Radial velocity data-sets.

Globular NV NV,h 〈vr〉 σc RV/Rh RV/rtr Ref.

cluster [km s−1] [km s−1]

NGC 104 640 537 -18.46 ± 0.46 11.47± 0.33 4.53 0.34 (1)

147 55 -16.86 ± 0.78 9.40 ± 0.55 3.88 0.29 (2)

2072 302 -16.84 ± 0.16 6.83 ± 0.12 19.07 1.43 (3)

NGC 288 24 18 -46.48 ± 0.59 2.79 ± 0.42 2.61 0.44 (4)

124 27 -43.73 ± 0.20 2.11 ± 0.15 3.41 0.58 (5)

110 43 -44.30 ± 0.28 2.85 ± 0.20 5.61 0.95 (2)

133 44 -45.09 ± 0.22 1.64 ± 0.20 5.61 0.95 (3)

NGC 362 206 92 223.28± 0.45 6.36 ± 0.32 4.21 0.33 (6)

NGC 1851 186 0 319.90± 0.36 4.93 ± 0.26 21.21 1.66 (7)

124 0 320.26± 0.33 3.70 ± 0.24 20.7 1.62 (8)

NGC 1904 58 5 205.61± 0.44 3.30 ± 0.31 10.75 0.87 (2)

145 2 206.13± 0.26 3.07 ± 0.18 14.46 1.17 (7)

NGC 2419 166 39 -20.85 ± 0.36 4.14 ± 0.27 14.66 1.74 (9)

NGC 2808 124 7 102.64± 0.88 9.76 ± 0.62 8.41 0.74 (10)

71 4 92.98 ± 0.65 5.38 ± 0.48 12.31 1.09 (11)

62 0 101.25± 0.95 7.41 ± 0.68 14.09 1.24 (12)

NGC 3201 399 201 494.37± 0.19 3.69 ± 0.15 10.37 1.27 (13)

149 72 495.03± 0.32 3.82 ± 0.22 2.98 0.36 (2)

NGC 4590 121 29 -93.10 ± 0.27 2.93 ± 0.19 6.69 0.68 (2)

50 12 -94.21 ± 0.75 5.14 ± 0.53 14.34 1.45 (3)

NGC 5024 142 5 -62.79 ± 0.31 3.03 ± 0.27 16.2 1.16 (3)

19 0 -61.13 ± 1.47 3.30 ± 1.80 13.33 0.95 (14)

Continued on next page
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Table B.1 – Continued from previous page

Globular NV NV,h 〈vr〉 σc RV/Rh RV/rtr Ref.

cluster [km s−1] [km s−1]

NGC 5053 71 30 291.18± 0.37 1.04 ± 0.28 2.61 0.59 (15)

16 3 43.62 ± 1.46 3.67 ± 5.04 3.03 0.69 (14)

NGC 5139 471 202 232.91± 0.64 13.78± 0.45 4.47 0.46 (16)

1589 344 231.37± 0.29 11.28± 0.21 5.98 0.62 (17)

649 307 233.38± 0.52 13.19± 0.37 2.93 0.3 (18)

318 0 234.15± 0.56 9.90 ± 0.39 14.57 1.51 (19)

75 0 233.70± 0.86 7.36 ± 0.61 6.09 0.63 (20)

160 0 233.32± 0.61 7.64 ± 0.43 10.72 1.11 (21)

NGC 5272 77 4 -141.91± 0.47 3.37 ± 0.39 8.81 0.71 (14)

NGC 5466 66 49 116.06± 1.86 12.47± 1.52 1.69 0.25 (22)

NGC 5904 136 18 53.49 ± 0.43 5.03 ± 0.31 6.61 0.5 (2)

NGC 6121 177 108 70.87 ± 0.27 3.48 ± 0.20 3.37 0.28 (23)

103 69 71.63 ± 0.41 4.16 ± 0.29 2.65 0.22 (2)

200 55 71.53 ± 0.25 3.06 ± 0.21 10.37 0.87 (3)

NGC 6171 66 37 -34.13 ± 0.44 3.37 ± 0.33 3.67 0.33 (24)

33 0 -35.36 ± 0.75 4.30 ± 0.54 6.04 0.55 (2)

NGC 6205 123 10 -247.10± 0.52 5.76 ± 0.37 7.92 0.64 (25)

293 0 -245.26± 0.35 4.79 ± 0.28 14.05 1.13 (14)

113 31 -244.77± 0.57 6.10 ± 0.41 7.03 0.57 (26)

NGC 6218 242 59 -40.98 ± 0.24 2.96 ± 0.20 10.4 1.06 (3)

NGC 6254 147 47 73.75 ± 0.41 4.98 ± 0.29 5.22 0.55 (2)

NGC 6341 295 44 -121.05± 0.31 5.37 ± 0.22 13.93 1.14 (27)

64 0 -121.01± 0.59 4.68 ± 0.41 9.45 0.77 (28)

58 0 -115.67± 0.76 3.37 ± 0.76 13.85 1.14 (14)

NGC 6397 103 103 19.18 ± 0.55 4.84 ± 0.42 0.37 0.07 (1)

144 49 19.26 ± 0.27 3.24 ± 0.19 4.83 0.89 (2)

NGC 6656 130 49 -148.77± 0.59 6.64 ± 0.42 2.09 0.22 (29)

345 114 -144.92± 0.32 5.00 ± 0.27 8.41 0.89 (3)

NGC 6752 146 42 -26.27 ± 0.44 5.33 ± 0.31 5.41 0.19 (30)

325 60 -26.23 ± 0.26 4.46 ± 0.20 15.33 0.54 (3)

NGC 6809 156 66 174.85± 0.31 3.91 ± 0.22 3.56 0.66 (2)

723 306 177.35± 0.13 2.45 ± 0.11 7.83 1.45 (3)

NGC 6838 39 19 -23.14 ± 0.39 2.39 ± 0.28 3.47 0.65 (2)

17 3 -20.87 ± 0.91 3.36 ± 0.68 5.2 0.98 (14)

NGC 7078 1777 1298 -107.45± 0.25 9.53 ± 0.19 16.94 0.62 (31)

84 12 -107.37± 0.62 5.64 ± 0.44 11.26 0.41 (2)

98 0 -108.54± 0.88 5.86 ± 1.00 19.4 0.71 (14)

Continued on next page
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Table B.1 – Continued from previous page

Globular NV NV,h 〈vr〉 σc RV/Rh RV/rtr Ref.

cluster [km s−1] [km s−1]

NGC 7089 61 20 -4.56 ± 1.02 7.95 ± 0.72 8.03 0.68 (32)

71 0 -1.70 ± 0.82 4.51 ± 0.74 102.87 8.76 (14)

NGC 7099 16 16 -186.95± 0.98 3.78 ± 0.71 0.76 0.04 (33)

27 27 -185.89± 0.78 3.71 ± 0.60 0.89 0.05 (1)

125 4 -184.40± 0.25 2.69 ± 0.18 11.2 0.61 (34)

193 32 -183.81± 0.31 3.34 ± 0.25 11.19 0.61 (3)

65 13 -185.30± 0.37 2.97 ± 0.27 9.34 0.51 (2)

IC 4499 43 11 31.41 ± 0.37 1.82 ± 0.33 6.9 0.87 (35)

Pal 13 22 7 24.11 ± 0.50 2.18 ± 0.35 5.42 0.89 (37)

66 7 25.76 ± 0.41 2.32 ± 0.34 15.84 2.6 (38)

Notes. From left to right, we list: the number of velocity data-points available for each data-set
and inside the projected half-mass radius, the mean velocity and the velocity dispersion (with
associated errors), and the ratio of the radius of the outermost velocity point to the projected half-
light and truncation radius. The sources of each kinematical data-set are listed in the last column.

References. (1) Gebhardt et al. (1995); (2) Carretta et al. (2009); (3) Lane et al. (2011); (4) Pryor et al.
(1991); (5) Scarpa et al. (2007a); (6) Fischer et al. (1993); (7) Scarpa et al. (2011); (8) Carretta et al.
(2011); (9) Ibata et al. (2011); (10) Carretta et al. (2006); (11) Moni Bidin et al. (2011); (12) Gratton
et al. (2011); (13) Cote et al. (1995); (14) Smolinski et al. (2011); (15) Yan & Cohen (1996); (16) Mayor
et al. (1997); (17) Reijns et al. (2006); (18) Pancino et al. (2007); (19) Sollima et al. (2009); (20) Scarpa
& Falomo (2010); (21) Da Costa (2012); (22) Shetrone et al. (2010); (23) Peterson et al. (1995); (24)
Piatek et al. (1994); (25) Mészáros et al. (2009); (26) Johnson & Pilachowski (2012); (27) Drukier et al.
(2007); (28) Mészáros et al. (2009); (29) Peterson & Cudworth (1994); (30) Carretta et al. (2007); (31)
Gebhardt et al. (2000); (32) Pryor et al. (1986); (33) Zaggia et al. (1992); (34) Scarpa et al. (2007b);
(35) Hankey & Cole (2011); (36) Frank et al. (2012); (37) Côté et al. (2002); (38) Bradford et al. (2011);
(39) Jordi et al. (2009).
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Table B.2: Combined radial velocity data-sets.

Globular cluster C logTc logTM NV NV,h RV/Rh RV/rtr

NGC 6397 2.50 4.94 8.60 247 152 4.83 0.89

NGC 7099 (M30) 2.50 6.37 8.88 425 92 11.2 0.61

NGC 6752 2.50 0.17 1.91 470 102 15.33 0.54

IC 4499 1.21 9.21 9.73 43 11 6.9 0.87

NGC 6838 (M71) 1.15 7.54 8.43 56 22 5.2 0.98

NGC 5466 1.04 9.35 9.76 66 49 1.69 0.25

NGC 5272 (M3) 1.89 8.31 9.79 77 4 8.81 0.71

NGC 5053 0.74 9.81 9.87 87 33 3.03 0.69

Pal 13 0.66 9.60 9.44 88 14 15.84 2.6

NGC 6171 (M107) 1.53 8.06 9.00 99 37 6.04 0.55

NGC 7089 (M2) 1.59 8.48 9.40 132 20 102.87 8.76

NGC 5904 (M5) 1.73 8.28 9.41 136 18 6.61 0.5

NGC 5024 (M53) 1.72 8.73 9.76 161 5 16.2 1.16

NGC 4590 (M68) 1.41 8.45 9.27 171 29 14.34 1.45

NGC 1904 (M79) 1.70 7.83 8.95 203 7 14.46 1.17

NGC 2808 1.56 8.24 9.15 257 11 14.09 1.24

NGC 1851 1.86 7.43 8.82 310 0 21.21 1.66

NGC 6205 (M13) 1.53 8.51 9.30 492 34 14.05 1.13

NGC 6254 (M10) 1.38 8.21 8.90 147 47 5.22 0.55

NGC 2419 1.37 9.87 10.63 166 39 14.66 1.74

NGC 362 1.76 7.76 8.93 206 92 4.21 0.33

NGC 6218 (M12) 1.34 8.19 8.87 242 59 10.4 1.06

NGC 288 0.99 8.99 9.32 319 132 5.61 0.95

NGC 6341 (M92) 1.68 7.96 9.02 417 44 13.93 1.14

NGC 6656 (M22) 1.38 8.53 9.23 475 163 8.41 0.89

NGC 6121 (M4) 1.65 7.90 8.93 479 232 10.37 0.87

NGC 3201 1.29 8.61 9.27 548 273 10.37 1.27

NGC 6809 (M55) 0.93 8.90 9.29 879 372 7.83 1.45

NGC 7078 (M15) 2.29 7.84 9.32 1959 1310 19.4 0.71

NGC 104 (47 Tuc) 2.07 7.84 9.55 2859 894 19.07 1.43

NGC 5139 (ω Cen) 1.31 9.60 10.09 3262 853 14.57 1.51

Notes. From left to right, the following quantities are displayed: concentration parameter, loga-
rithm of the core relaxation time (years), logarithm of the half-mass relaxation time (years), total
number of velocity data-points available, number of velocity data-points inside the projected half-
light radius, ratio of the radius of the outermost velocity point to the projected half-light radius,
and ratio of the radius of the outermost velocity point to the truncation radius. The source of each
of the kinematical data-sets here combined is given in the last column of Table B.1 (see main text
for further details).
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