UNIVERSITÀ DEGLI STUDI DI MILANO

Scuola di Dottorato in Fisica, Astrofisica e Fisica Applicata
Dipartimento di Fisica
Corso di Dottorato in Fisica, Astrofisica e Fisica Applicata
Ciclo XXVI

On the Nature of the Pygmy Dipole Resonance in $^{124}$Sn via Inelastic Scattering of $^{17}$O

Settore Scientifico Disciplinare FIS/04

Tutor: Prof.ssa Angela BRACCO
Cotutor: Dott. Oliver WIELAND
Coordinatore: Prof. Marco BERSANELLI

Tesi di Dottorato di:

Luna PELLEGRI

Anno Accademico 2013-2014
Commission of the final examination:

External Referee:
Prof. Elias KHAN

External Member:
Prof. Santo LUNARDI

Internal Member:
Prof. Gianluca COLÓ

Final examination:

Date 07/03/2014
Università degli Studi di Milano, Dipartimento di Fisica, Milano, Italy

MIUR subjects:
FIS/04 - FISICA NUCLEARE E SUBNUCLEARE

PACS:
24.30.Cz - Giant Resonances (nuclear reactions)
25.70.-z - Heavy-ion reactions: low and intermediate energy
Alla mia famiglia
Contents

Introduction 9

1 Giant Resonances 13
   1.1 General Features ............................................. 13
   1.1.1 Classification of Giant-Resonance Modes ............. 15
   1.2 Decay Mechanism of Giant Resonances ................. 18
   1.3 The Pygmy Dipole Resonance .......................... 19
      1.3.1 Theoretical Models ................................. 20
      1.3.2 Experimental Investigations ....................... 24

2 Inelastic Scattering of Heavy Ions 27
   2.1 Giant Resonances via Inelastic Scattering ........... 27
   2.2 Distorted Wave Born Approximation .................. 29
      2.2.1 Nuclear Potential ................................. 33

3 Experimental Set-Up 37
   3.1 The Silicon Telescopes ................................. 38
   3.2 The AGATA Demonstrator ............................... 40
      3.2.1 AGATA: Advanced Gamma Tracking Array .......... 41
      3.2.2 High-Fold Segmented Detectors .................. 43
      3.2.3 Digital Electronics .............................. 44
      3.2.4 Pulse Shape Analysis ............................. 44
      3.2.5 Gamma-ray Tracking ............................... 46
      3.2.6 The Demonstrator Phase of AGATA at LNL .......... 48
      3.2.7 Energy Resolution ............................... 51
3.2.8 Efficiency ........................................ 52
3.3 The HECTOR$^+$ Array .................................. 57
  3.3.1 Energy Resolution ................................. 58
  3.3.2 Efficiency ......................................... 59
3.4 The Data Acquisition System ........................... 61
3.5 Trigger Conditions .................................... 63

4 Data Analysis ........................................... 65
  4.1 Replay of the Data ................................... 66
  4.2 Time Spectra ......................................... 67
    4.2.1 TRACE Time Spectra .............................. 67
    4.2.2 AGATA Time Spectra .............................. 67
    4.2.3 HECTOR$^+$ Time Spectra ....................... 69
  4.3 Energy Calibration ................................... 71
    4.3.1 TRACE ........................................... 71
    4.3.2 AGATA ........................................... 75
    4.3.3 HECTOR$^+$ ....................................... 76
  4.4 Ejectile Identification ............................... 77
  4.5 Doppler Correction .................................. 78
    4.5.1 Doppler Correction for the Target-like Partner 78
    4.5.2 Doppler Correction for the Projectile-like Ejectile 82
  4.6 Silicon Neighbour Configurations ................. 85
  4.7 Correlation Between Gamma-rays and Scattered Ions 87
  4.8 Gamma Decay from the Pygmy Dipole Resonance ...... 89
    4.8.1 Background subtraction .......................... 89
    4.8.2 Pygmy Dipole Resonance Decay ................. 94
  4.9 Giant Quadrupole Resonance ......................... 94

5 Experimental Results .................................. 99
  5.1 Determination of The Multipolarities ................ 99
  5.2 Dipole Strength ..................................... 103
  5.3 Determination of Differential Cross Section ....... 106

Conclusion .............................................. 121
A Binary Reaction Kinematics  
   A.1 Laboratory Frame of Reference  
   A.2 Centre-of-Mass Frame of Reference  
B Unfolding  
C FRESCO Computer Code  
Bibliography
Introduction

The atomic nucleus is a many-body quantum system in which the occurrence of collective excitations is a common feature. Giant Resonances (GR) are an example of collective modes in nucleus. Their study over the years has provided useful information on the nuclear structure and on the effective nucleon-nucleon interaction, as well as on the bulk properties of nuclear matter such as the compression modulus and the symmetry energy. In particular, the understanding of the electric-dipole response around the binding energy is presently attracting considerable interest since the dipole strength distribution in that region affects the reaction rates in astrophysical scenarios, where photo disintegration reactions are important. In addition, the E1 strength is expected to provide information on the neutron skin and thus on the symmetry energy of the equation of state. The first evidence of an accumulation of low-lying E1 strength in heavy nuclei, larger than that due to the tail of the giant dipole resonance (GDR), dates back to early 70's. However, only in recent years, experimental and theoretical investigations, on both stable and unstable nuclei, revealed that this is a common phenomenon in most atomic nuclei. The accumulation of E1 strength around the particle separation energy is commonly denoted as pygmy dipole resonance (PDR) due to the much smaller size of its strength in comparison with the giant dipole resonance (GDR). The hydrodynamical model describes this pygmy strength as associated to the vibration of the neutron skin against the N = Z core. From the experimental point of view, the PDR has been investigated systematically in a large number of stable nuclei with the photon scattering technique. As the electromagnetic interaction of γ-rays is well understood, it allows model-independent derivation of absolute transition strengths. Additionally this method is very selective to E1 transitions. Both in stable and in exotic nuclei, however, the use of an electromagnetic probe allows
only for the measurement of the transition strength of the resonance. In order to gain more insight in the structure of the PDR, it is necessary to obtain more explicit information also on wave functions and transition densities. To this end one needs to measure the PDR with reactions where the nuclear part of the interaction is involved. An interesting feature in the region of the pygmy resonance has been observed in a number of different stable nuclei, by comparing results of photon-scattering, \((\gamma,\gamma')\), and \(\alpha\)-scattering, \((\alpha,\alpha'\gamma)\), experiments. In particular, it has been found that one group of states is excited in both type of reactions, while another group of states at higher energies is only excited in the \((\gamma,\gamma')\) case. These experimental findings are in qualitative agreement with different phonon models which predict a low-lying isoscalar component dominated by neutron-skin oscillations and a higher-lying group of states with a stronger isovector character associated to the tail of the giant dipole resonance.

In order to verify if this splitting is a common feature of the pygmy resonance, it is necessary to measure the PDR using different hadronic probes in different mass regions. Therefore, an experiment has been performed at Legnaro National Laboratories (LNL) in Italy, aimed at the study of the gamma decay from high-lying bound and unbound states in several nuclei \((^{124}\text{Sn}, \, ^{208}\text{Pb} \text{ and } ^{140}\text{Ce})\). The resonance states were populated using inelastic scattering of \(^{17}\text{O}\) heavy ions at \(\sim 20\) MeV/u. The main aim of the experiment is the investigation of the microscopic structure of highly excited dipole states below particle threshold (in the energy region between 5 to 10 MeV), where pygmy dipole structures are expected to have a sizeable strength, especially in neutron-rich nuclei. The use of heavy ions inelastic scattering at approximately 20 MeV/u to study highly excited states is a good tool when the measurement of the subsequent gamma decay is also performed with high resolution. For this reason, the \(\gamma\)-rays produced during the de-excitation of the target have been measured using an array of highly segmented HPGe detectors (the AGATA Demonstrator) coupled to an array of 9 large volume LaBr\(_3\):Ce scintillators (the HECTOR\(^+\) array) used to increase the detection efficiency for high energy \(\gamma\)-rays. The detection of the scattered \(^{17}\text{O}\) ions and the measurement of the excitation energy transferred to the target nucleus was performed with two segmented \(\Delta E-E\) silicon telescopes (pixel type), a prototype project called TRACE. The subject of this thesis has been the investigation of the nature of the PDR in
$^{124}\text{Sn}$ nuclei. In summary, in Chapter 1 Giant Resonance modes will be described, while in Chapter 2 the method used for the excitation of these collective states will be presented. The experimental set-up and the data analysis will be reported in Chapter 3 and 4, respectively. Finally, the experimental results will be shown in Chapter 5.
Chapter 1

Giant Resonances

In this Chapter we briefly discuss the main aspects which are relevant for the study of the high-energy collective vibrational modes. In particular, we describe the general properties of such states (sec. 1.1) and their decay mechanism (sec. 1.2). We then focus on a particular type of collective vibration called Pygmy Dipole Resonance (PDR), which is the subject of this thesis, focusing on the theoretical models used to describe this resonance and on the experimental investigations (sec. 1.3).

1.1 General Features

The atomic nucleus is a many-body quantum system in which the occurrence of collective excitations is a common feature. Giant Resonances (GR) are an example of collective modes in nucleus. Their study over the years has provided useful information on the nuclear structure and on the effective nucleon-nucleon interaction, as well as on the bulk properties of nuclear matter such as the compression modulus, the symmetry energy, etc. Their main properties will be now recalled, following [1] and [2].

A Giant resonance can be interpreted as a high-frequency, damped, nearly harmonic vibration of the density or shape around the equilibrium of the nuclear system. The vibration amplitude is small, only a few per cent of the nuclear radius. A typical example of a giant resonance is shown in Fig. 1.1 where the absorption
1.1. **GENERAL FEATURES**

![Cross section graph](image)

**Figure 1.1:** The photo-neutron cross section \( \sigma(\gamma, n) \) as a function of the photon energy for \(^{208}\text{Pb}\) [2].

The cross section of photon energy for \(^{208}\text{Pb}\) is depicted.

The experimental data are fitted with a Lorentzian curve function:

\[
\sigma(E) = \frac{\sigma_m \Gamma_m^2 E^2}{(E^2 - E_m^2)^2 + \Gamma_m^2 E^2}
\]  

(1.1)

where \( \sigma_m, E_m \) and \( \Gamma_m \) are, respectively, the peak cross section, the resonance energy and resonance width. It has to be noticed the peak cross section is related to the strength \( S_R \) via a normalization factor. Typically, the centroid energy of a giant resonances lies well above the neutron separation energy (8-10 MeV), with a corresponding vibration frequency of \( \sim 10^{21} \) Hz. Their width is of the order of 2.5-5 MeV implying that after a few vibrations the resonance is already completely damped owing to energy dissipation. The strength of a giant resonance is limited by and generally close to the maximum allowed by sum rule considerations: it can, indeed, be shown that in many quantum systems the sum of all transition strengths for a given set of quantum numbers is limited by basic properties of the system, which would be for example the number of nucleons \( A \) and the atomic number \( Z \) in the case of a nuclear system.

As a giant resonance is a collective motion of all nucleons it has to be expected that whatever mode it corresponds to, its characteristic properties do not depend
on the detailed microscopic structure of the nucleus but rather on its bulk structure. Indeed, giant resonances of various nature have been observed over the years throughout the mass table and their parameters have been shown to vary smoothly with the number of nucleons A. Although it should be noted that the width of a giant resonance is also dependent on the microscopic structure of the nucleus, due to direct particle emission and to the coupling to more complex configurations.

1.1.1 Classification of Giant-Resonance Modes

Macroscopic Description

The first evidence of a giant resonance excitation was found in 1937 in a measurement of \((\gamma, n)\) cross-section in various target \([3]\). The resonance was interpreted by Goldhaber and Teller \([4]\) and Steinwedel and Jesen \([5]\) as the excitation of a collective nuclear vibration in which all the protons in the nucleus move collectively against all the neutrons resulting in a separation between the center of mass and center of charge thus creating an electric dipole moment. This vibration is known as the Giant Dipole Resonance (GDR) which is excited by electromagnetic dipole field of the photons. Many other vibrational modes are possible. Giant resonance modes can be classified according to the multipolarity \(L\), the spin \(S\) and the isospin \(T\) quantum numbers. A schematic view of the various type of resonance for multipolarity \(\Delta L = 0, 1, 2\) is shown in Fig. 1.2

- Electric \((\Delta S = 0)\) Isoscalar \((\Delta T = 0)\) vibrations in which the protons and neutrons oscillate in phase according to a multipole pattern defined by \(\Delta L = 0, 2, \ldots\). To first order the \(\Delta L = 1\) vibration corresponds to a translational motion of the nuclear centre of mass and is thus not an intrinsic nuclear excitation; however, there is a higher-order \(\Delta L = 1\) vibration as will be discussed.

- Electric \((\Delta S = 0)\) Isovector \((\Delta T = 1)\) vibrations in which protons oscillate against neutrons according to a multipole pattern defined by \(\Delta L\). For the same multipolarity, isovector modes have a higher excitations energy due to extra energy required to separate the protons from neutrons.

- Magnetic or spin-flip \((\Delta S = 1)\) Isoscalar \((\Delta T = 0)\) vibrations in which nucleons with spin up oscillate against nucleons with spin down, again in a
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<table>
<thead>
<tr>
<th>ΔL=0</th>
<th>ΔL=1</th>
<th>ΔL=2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISGMR</td>
<td>IVGMR</td>
<td>ISSMR</td>
</tr>
<tr>
<td>ISGDR</td>
<td>IVGDR</td>
<td>ISSDR</td>
</tr>
<tr>
<td>ISGQR</td>
<td>IVGQR</td>
<td>IVSQR</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ΔS=0</th>
<th>ΔS=0</th>
<th>ΔS=1</th>
<th>ΔS=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔT=0</td>
<td>ΔT=1</td>
<td>ΔT=0</td>
<td>ΔT=1</td>
</tr>
</tbody>
</table>

Figure 1.2: Classification of giant resonances according to the multipolarity, spin and isospin quantum numbers, taken from [1].

- Magnetic or spin-flip (ΔS = 1) Isovector (ΔT = 1) vibrations in which protons with spin up (down) oscillate against neutrons with spin down (up).

**Microscopic Description**

From a microscopic point of view giant resonances are commonly described as coherent superimposition of particle-hole excitations coupled to the same angular momentum, spin and isospin of the resonance. The giant resonance state can be seen as resulting from the operation on the ground state of the nucleus with a one-body operator:

$$|\Psi_{GR}^{\lambda,\sigma,\tau}\rangle = O^{\lambda,\sigma,\tau}|\Psi_{g.s.}\rangle$$  \hspace{1cm} (1.2)

where \(\lambda\) refers to the multipolarity of the resonance, \(\sigma\) its spin and \(\tau\) its isospin, respectively. For example, the electric isoscalar transition operator has the form:

$$O^{\lambda,0,0}_\mu = \sum_{i=1}^{A} r_i^\lambda Y_{\lambda}(\Omega_i), \hspace{0.5cm} \lambda \geq 2$$  \hspace{1cm} (1.3)
Figure 1.3: Schematic picture of E1 and E2(E0) single-particle transitions between shell-model states, taken from [2].

where the summation runs over all nucleons $i$.

The qualitative features of giant resonances can be understood by considering a schematic shell-model picture.

Fig. 1.3 shows a schematic picture of E1 and E2(E0) single-particle transitions between shell-model states. The single-particle wave functions in a subsequent shells $N, N+1, N+2, \ldots$ have alternating parity and an energy difference $\Delta E = \Delta N \times 1\hbar \omega = \Delta N \times 41A^{-\frac{1}{3}} MeV$. The operator $O_{\mu}^{\lambda,0,0}$ can only induce transitions with $\Delta N \leq \lambda$ while, because of parity conservation, odd $\lambda$ transitions require $\Delta N = 1,3\ldots$ and even $\lambda$ transitions $\Delta N = 0,2\ldots$. Owing to the presence of a residual particle-hole interaction, a collective state is formed which is a coherent superimposition of all possible particle-hole states of a given multipolarity and parity.

More accurate microscopic descriptions of giant resonances are obtained with mean field models and effective nucleon-nucleon interactions. The most common approach is to describe the ground state of the nucleus with the Hartree-Fock method, generating a self-consistent mean field from the effective two-body interaction. The ground state is then a Slater determinant of a single-particle orbitals where all the states below the Fermi surface are fully occupied and all the states above are empty. One can then study the effect of a small-amplitude density fluc-
1.2. Decay Mechanism of Giant Resonances

As mentioned before, typical range values of centroid and FWHM of giant resonances are 10-15 MeV and 3-5 MeV, respectively. Consequently, giant vibrations go only through few periods of excitation before relax one. The decay of a giant resonance is explained by different mechanisms, each one contributes to the total width of the resonance. They can be characterized by whether the energy of the vibration escapes the system, or it is redistributed into other degrees of freedom within the system. The contributions to the total width $\Gamma$ are:

- $\Gamma^i$: damping width, caused by the coupling of the 1p-1h states of the giant resonance to more complex configurations; it is the dominant contribution to the total width.
• $\Gamma^\ell$: escape width, which accounts for the direct emission of particles, since the 1p-1h state lies above the particle emission threshold; typically $\frac{\Gamma^\ell}{\Gamma} \sim 10^{-1}$

• $\Gamma^\gamma$: photon emission width, which is a much smaller contribution than the escape width because the particle emission is favoured ($\frac{\Gamma^\gamma}{\Gamma} \sim 10^{-4}$)

The damping of giant resonances is a prime example of how a well-ordered collective excitation dissolves into a disordered motion of internal degrees of freedom in fermionic quantum many-body system. At the high excitation energy of the giant resonance, indeed, there is a high density of 2p-2h configurations with the same spin and parity as resonance. The 1p-1h state can mix with 2p-2h states, which in turn mix to 3p-3h states, in a process that goes up in a hierarchy of complexity that ends in a state which the excitation energy has been spread over all degrees of freedom and a compound nucleus is eventually formed.

This scheme implies a hierarchy of time scales, corresponding to the lifetimes characteristic for each coupling step, and corresponding energy scales ranging from total width of the resonance, of the order of some MeV, to width of compound nuclear states of the order of eV. The search for experimental evidence of this picture is a long-standing problem.

1.3 The Pygmy Dipole Resonance

In atomic nuclei the isovector electric dipole (E1) strength is almost completely exhausted by the isovector giant dipole resonance (IVGDR), located in the energy range between 10-20 MeV, which has been investigated intensively using various experimental approaches [2, 6]. A small fraction of a few percent of the total E1 strength is exhausted by the so-called Pygmy Dipole Resonance (PDR), a concentration of $J^\pi = 1^-$ states around the particle threshold.

In the recent years, the study of the PDR has attracted a great deal of interest in the nuclear structure community not only driven by an understanding of the underlying nuclear structure of this phenomenon, but has been further stimulated by implications to other subjects.

One application of the PDR is based on a possible relation between its total strength and the thickness of the neutron-skin [7]. Thus, a better understanding of the
structure of PDR provides an experimentally constrained approach to determine the neutron skin thickness of atomic nuclei in a complementary way compared to the others. The neutron-skin thickness itself is determined by the symmetry energy of the equation of state (EOS) and directly linked to its parameters [8, 9]. Since the EOS is a key ingredient in the description of dense astrophysical objects such as neutron stars, experimental constraints on the EOS are highly demanded.

Another implication of the PDR is its influence on reaction rates in the astrophysical r-process [10, 11] which synthesizes about 50% of the elements heavier than iron. The photon-absorption cross section $\sigma_\gamma$ is directly related to the $\gamma$-ray strength function, which is an important input in calculation of neutron capture cross section and the corresponding $(n, \gamma)$ rates. How strongly this finally influences the distribution of the produced elements in the r-process depends on the astrophysical scenario. However, since the relevant isotopes in the r-process are extremely neutron rich one has to rely on model calculations for the E1 strength distribution in these nuclei.

An overview on the theoretical models and the experimental investigations will be discussed in the following sections.

### 1.3.1 Theoretical Models

The PDR can be described in the most simple way as an out of phase vibration of a $N = Z$ core against a skin formed by the excess neutrons. A first theoretical interpretation of this excitation mode was given by a simple three-fluidodynamical model which involves classical oscillations of the nucleon fluids [12]. The three fluids, here, are the protons, the neutrons sitting in the same orbitals as the protons and the excess neutrons. These led to two independent electric dipole resonances, one originating from the oscillation of all protons against all neutrons and an energetically lower lying mode where only the excess neutrons oscillate against a proton-neutron saturated core.

In recent years, various microscopic approaches are used including Hartree-Fock and Hartree-Fock-Bogoliubov plus (quasi-particle) random-phase approximation (Q)RPA based on different interactions [7], second RPA calculations [13], the
quasi-particle phonon model (QPM) including complex configuration [14], the extended theory of finite Fermi systems (ETFFS) [15], the Landau-Vlasov equations [16], the relativistic RPA or QRPA [17], the relativistic quasi-particle time-blocking approximation [18], and the algebraic Interacting Boson Model [19]. While the low-lying component of the E1 strength is observed in almost all calculations, the degree of collectivity is under debate. For further details on these theoretical models refer to [20] and to given references.

So far, the best description of the experimentally observed low-lying dipole strength in stable medium and heavy nuclei is achieved in calculations within the quasiparticle-phonon model (QPM). The first 1− state, the position, the total strength and the fine structure of the PDR are described very well in the wide model space including up to three-phonon configurations. However, because of the lack of the self-consistency and the presence of the adjustable parameters, the application of this approach to nuclei with large neutron excess remains questionable. Another successful tool for investigating the low-energy dipole response are approaches based on the covariant energy density functional, first of all, the fully self-consistent relativistic quasiparticle random-phase approximation (RQRPA) [21]. The RQRPA supplemented with the coupling to low lying vibrations within the relativistic quasiparticle time blocking approximation (RQTBA) [18] in a fully consistent way enables one to reproduce the fragmentation of the giant dipole resonance as well as of the PDR and to describe the dipole strength of the low-energy part of the spectrum.

Fig. 1.4 shows the E1 strength distributions for the stable $^{116}$Sn nucleus and
**Figure 1.5:** Proton and neutron transition densities corresponding to the most pronounced peaks at low excitation energies at 8.94 MeV and 11.78 MeV for $^{116}$Sn (left) and 7.18 MeV and 10.94 MeV for $^{140}$Sn (right), respectively [11, 22]. For comparison the transitional densities in the region of the GDR for both nuclei in the RQRPA calculation are also given, see panels (c) and (f).

very neutron rich $^{140}$Sn calculated in RQTBA and RQRPA [11]. The low-lying E1 strength, that is present also in $^{116}$Sn, is strongly enhanced and shifted to lower energies in the neutron rich $^{140}$Sn. This qualitative observation about the separation of the PDR from the GDR in neutron-rich nuclei is confirmed by the analysis of the transition densities in the energy region around 10 MeV, see Fig. 1.5. The (a), (b) and (d), (e) panels of Fig. 1.5 exhibit the proton and neutron RQRPA transitional densities for the most pronounced peak of the PDR region (a-d panels) and the lowest peak of the GDR region (b-e panels) for $^{116}$Sn and $^{140}$Sn, respectively. For comparison the transitional densities in the region of the GDR for both nuclei in the RQRPA calculation are also given, see panels (c) and (f). As can be seen from Fig. 1.5(a) the neutron component, in $^{116}$Sn, obviously dominate the transition density at the surface, however, with a noticeable proton mixture. In contrast, Fig. 1.5(d) implies that proton component is fully suppressed at the nuclear surface in the pygmy mode of $^{140}$Sn, corresponding to the state at 7.18 MeV. Figs. 1.5(b) and 1.5(e) show that the structure of the RQRPA peaks changes drastically when the excitation energy increases and the lower part of the
Figure 1.6: Strength function of the isovector (a) and isoscalar (b) responses of $^{132}$Sn for different interaction [23].

GDR region is reached. Already the peaks at 11.78 MeV in $^{116}$Sn and at 10.94 MeV in $^{140}$Sn exhibit a completely different relative behaviour of the neutron and proton components. The two components are still in phase in the nuclear interior for $^{116}$Sn, while they are not for $^{140}$Sn. For $^{116}$Sn, neutrons and protons are out of phase at the surface with protons even dominating; whereas in $^{140}$Sn, protons do not contribute to the surface motion. Thus the (b) and (e) panels indicate that the states at these moderate excitation energies are no longer of pygmy type, but they also do not yet exhibit the typical GDR structure with protons and neutrons oscillating against each other, depicted in (c) and (f) panels. For more details see [11, 22].

Recently the isospin character of the low-energy dipole strength has been investigated in different calculations, partly stimulated by experiments on the PDR using isoscalar probes. Fig. 1.6 shows the isovector (IV) as well as the isoscalar (IS) E1 strength functions for RPA approach [23]. The PDR (assigned to the lowest
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energy peak) is present in both the IS and IV strength function, which shows the mixed isospin nature of the PDR. Compared to the GDR the PDR is much more pronounced in the isoscalar channel. This calls for experimental investigations using complementary probes with different sensitivity to the isoscalar and isovector strength in order to verify this properties of the PDR. The experiment described in this thesis has this aim, a part from an investigation of the general properties of the PDR.

1.3.2 Experimental Investigations

The most widely used technique to study the PDR in stable nuclei is the Nuclear Resonance Fluorescence (NRF) [24]. This method has been used, from the very beginning, in systematic studies in different mass regions to investigate bound dipole excitations. The advantages of real photons as a probe are on the one hand the high selectivity to dipole-excited states, i.e. nearly exclusively $J = 1$ states are excited in an even-even nucleus. On the other hand the excitation mechanism is well known and includes exclusively the electromagnetic force. Therefore, intrinsic properties like spin, parity or transition strength can be extracted from the measured quantities (angular distribution, cross section etc.) in model independent way. In contrast to other particles used in scattering experiments photons are always fully absorbed in the excitation process. Consequently, to determine the excitation energy the photon energy has to be either known from the very beginning or has to be extracted from the spectroscopy of the decay products. In particular, since for high excitation energies photo-dissociation is the dominant reaction channel and neutron spectroscopy has no or very limited energy resolution in most cases, a knowledge of the energy of the incident photon is necessary.

To get a deeper insight into the structure of the excitations, the use of the hadronic interaction to populate the states of interest is a valuable complementary tool. One interesting approach is the inelastic scattering of $\alpha$ particles of about 30 MeV/u at forward angles. Due to their isoscalar internal structure $\alpha$ particles dominantly excite isoscalar states via the hadronic interaction from ground states. However, compared to the electromagnetic interaction, the hadronic interaction is much less selective. In contrast to real or virtual photons which favour $\Delta J = 1, 2$
excitations exhibiting strong electromagnetic transitions from the ground state, the hadronic interaction of $\alpha$'s or protons populates, depending on the kinematics, as well states with higher spins and show not trivial strength selectivity. These limitations could be overcome in experiments with $\gamma$-ray spectroscopy where, with a coincidence condition between the $\alpha$'s and $\gamma$'s, low-spin states could be favoured. In addition the $\alpha - \gamma$ angular correlation could be analysed. The first experiment on $^{140}$Ce [25] revealed an interesting result. By comparing this experiment with photon-scattering experiments, a clear selectivity in the population of the PDR states is observed. All E1 excitations below about 6.5 MeV detected in earlier photon scattering experiments are observed as well in the $(\alpha, \alpha'\gamma)$ experiment. However, in contrast all the E1 excitations above this energy are missing in the $(\alpha, \alpha'\gamma)$ spectra, see Fig. 1.7. To exclude that the $^{140}$Ce is a special case the $(\alpha, \alpha'\gamma)$ studies were continued on the $N = 82$ isotope $^{138}$Ba, the $Z = 50$ nucleus $^{124}$Sn and the open-shell $N = 52$ nucleus $^{94}$Mo. Whereas the fragmentation and the detailed structure of the E1 strength distribution observed in $\alpha$-scattering experiments varies from nucleus to nucleus the overall excitation pattern is always quite similar. This different excitation pattern can only be explained by the different isospin nature of the two probes (isoscalar or isovector) or by their different interaction zones within the nucleus (whole nucleus or surface). Microscopic calculations show that this splitting reflects a different underlying structure of the PDR states: the low-energy states are of isoscalar nature and their transition density is peaked on the surface, while the high-energy states are of isovector nature and are associated to a transition towards the IVGDR [26]. To clarify the situation further experimental data using hadronic probes are obviously necessary.

Another new experimental approach to investigate the PDR using hadronic probes is the inelastic scattering of $^{17}$O at bombarding energies of about 20 MeV/u [27]. This technique is the one used in the experiment described in this thesis. A first experiment has been performed at INFN-LNL using the AGATA demonstrator and large volume LaBr$_3$:Ce detectors for the $\gamma$-ray spectroscopy in coincidence with the detection of scattered $^{17}$O ions. Preliminary results on $^{208}$Pb indicate a similar behaviour as observed in the $(\alpha, \alpha'\gamma)$ experiments [27, 28]. The nuclei studied with this technique have been $^{208}$Pb, $^{90}$Zn, $^{140}$Ce and $^{124}$Sn. They have been chosen since they are all closed shell and consequently good candidate to investi-
Figure 1.7: Comparison of cross section measured in the $(\alpha, \alpha'\gamma)$ experiments (upper part) with $B(E1)$ strength derived from $(\gamma, \gamma')$ experiments (lower part) for $^{140}$Ce [29].

gate collective motions like PDR. In particular this thesis work it is concentrated on the study of the PDR in $^{124}$Sn since it has been already investigated by $(\gamma, \gamma')$ and $(\alpha, \alpha'\gamma)$ experiments. The combination of these different approaches promises a much more detailed understanding of the nature of the PDR in medium to heavy nuclei.
Chapter 2

Inelastic Scattering of Heavy Ions

Heavy ion reactions represent one of the most suitable instrument to investigate nuclear structure properties and nuclear reaction mechanisms. In the experiment described in this thesis, inelastic scattering of $^{17}$O beam at the energy of 20 MeV/u in the laboratory frame was used to populate highly excited states in the target nuclei, including the pygmy dipole resonance. In Sec. 2.1 a short overview of a previous measurements employing the same technique will be given. In Sec. 2.2 the Distorted Wave Born Approximation (DWBA) will be presented, which can be used to give a simple but effective theoretical description of the inelastic scattering of heavy ions.

2.1 Giant Resonances via Inelastic Scattering

As discussed in Chap. 1 giant resonances have been studied over the years with several different probes. The use of heavy ions, compared to the others probes, can provide much larger cross-sections and a better peak-to-continuum ratio due to a decrease of knock-out reactions compare to protons [30]. When using heavy-ion scattering to study giant resonances, it has to be taken into account that angular distribution of the cross sections for the excitation of nuclear states are not very sensitive to the angular momentum transfer. This problem could be overcome by
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\[ \text{Figure 2.1: Inelastic scattering spectra for a } ^{208}\text{Pb target bombarded with an } ^{17}\text{O (left panel) and a } ^{16}\text{O (right panel) beam. The broad structure in the highlighted region of the } ^{16}\text{O spectrum is caused by projectile excitation and is completely removed with the } ^{17}\text{O beam because of its low neutron separation energy. Adapted from [30].} \]

detecting the de-excitation $\gamma$-rays in coincident with the scattered ions, since photon selection rules are very sensitive to angular momentum. Moreover a proper choice of projectile is a crucial point in the study of GR via inelastic scattering of heavy ions. Indeed projectile excitation and nucleon pickup and subsequent nucleon decay could become a major source of background, forming broad structure superimposed on those caused by target excitation [30]. For these reasons the most suitable projectile for this type of experiment is the loosely bound $^{17}\text{O (S}_{n} = 4.1$ \text{MeV}). In this way, if an excitation energy above $S_{n}$ is transferred to the projectile, the neutron emission channel becomes dominant and the event could be easily removed from the inelastic scattering channel. The difference between the excitation spectra of a $^{208}\text{Pb target, bombarded with an } ^{17}\text{O (left panel) or } ^{16}\text{O (right panel) beam is depicted in Fig. 2.1. As it can be clearly seen in the case of } ^{16}\text{O the region highlighted in blue is dominated by projectile excitation.} 

These spectra clearly demonstrate that care must be exercised in the choice of the heavy ion projectile used, and the energy of the ions should also be considered to ensure that the excitation energy region of interest is not compromised by projectile effects.
As mentioned in Sec. 1.3, an interesting feature in the region of the pygmy resonance has been observed in a number of different stable nuclei, by comparing results of photon-scattering and α-scattering experiments. The use of an additional probe as the inelastic scattering of $^{17}$O at 20 MeV/u which has, similarly to alpha particles, a rather strong isoscalar character is expected to add valuable information on the quest of the nature of these low-lying E1 states.

These experimental technique has already been employed in the past in order to study the $\gamma$-decay of the ISGQR of $^{208}$Pb [31] and the Coulomb excitation of the IVGDR [32]. The experiment described in thesis is the second of two experiments (for details on the first experiment see [28]). This experiment employs the same experimental technique described in [28] but can take advantage of improved experimental setup conditions. In particular, the $\gamma$-ray detection is performed with the AGATA Demonstrator, and by an array of 9 large volume LaBr$_3$:Ce scintillator detectors named HECTOR$.^+$. The detection of the scattered ions is performed with two segmented Si telescopes, covering a large solid angle. For more details on the experimental setup see Chapter 3.

2.2 Distorted Wave Born Approximation

Inelastic scattering of heavy ions at intermediate energies (10 – 100 MeV/u) can be well described within the Distorted Wave Born Approximation (DWBA). The main features of the DWBA will now briefly be recalled, following references [33] [34].

The main assumption of all distorted wave theories is that elastic scattering and absorption are the most important mechanisms to occur when two nuclei collide. These phenomena can be described by the use of a complex optical potential. The elastic scattering is then described exactly (within the limitations of the optical model) and the other reaction channels are treated as a perturbations.

The collision between two nuclei can be seen as a wave process in which a plane wave (the projectile nucleus) hits an absorbing target nucleus creating a spherical
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scattered wave. Consider the following binary reaction:

\[ A + a \rightarrow B + b \]  \hspace{1cm} (2.1)

where \( a \) is an incoming beam ion, \( A \) is a target nucleus, and the reaction products are a beam-like ejectile \( b \) and target-like recoil \( B \).

The system before the scattering occurs can be described by the following wave function in the center of mass frames of reference

\[ \psi_i = Ne^{i\vec{k}_\alpha \cdot \vec{r}_\alpha} \psi_a \psi_A \]  \hspace{1cm} (2.2)

where \( \psi_a \) and \( \psi_A \) are the wave functions describing the internal degree of freedom of the two nuclei, while \( \vec{r}_\alpha \) and \( \vec{k}_\alpha \) are respectively

\[ \vec{r}_\alpha = \vec{r}_a - \vec{r}_A \]  \hspace{1cm} (2.3)

\[ \vec{k}_\alpha = \frac{m_a \vec{k}_a - m_A \vec{k}_A}{m_a + m_A} \]  \hspace{1cm} (2.4)

It will be also convenient to introduce the reduced mass

\[ \mu_\alpha = \frac{m_a m_A}{m_a + m_A} \]  \hspace{1cm} (2.5)

After collisions the total wave function will have a scattered component for each possible reaction channel, that is

\[ \psi_{tot} = Ne^{i\vec{k}_\alpha \cdot \vec{r}_\alpha} \psi_a \psi_A + \sum_\beta \psi_{\text{scatt}, \beta} \]  \hspace{1cm} (2.6)

The scattered wave function is spherical, and has the form

\[ \psi_{\text{scatt}, \beta} = N f_\beta(\theta, \varphi) e^{i\vec{k}_\beta \cdot \vec{r}_\beta} \psi_b \psi_B \]  \hspace{1cm} (2.7)

where the factor \( f_\beta(\theta, \varphi) \) is called scattering amplitude and modulates the amplitude of the wave function as a function of the scattering angle and the bombarding energy, and \( \psi_b \) and \( \psi_B \) are the wave functions describing the internal state of the reaction products.

Each nucleus moves away from the target with the relative velocity \( v_\beta \) therefore, since the wave functions describing the relative motion and the internal states are
normalized, the total particles emitted in a solid angle \( d\Omega \) per unit time is just \( v_\beta |N f_\beta(\theta, \varphi)|^2 \). Dividing by the incident flux \( v_\alpha |N|^2 \), one obtains the differential cross section for the reaction channel \( \beta \)

\[
\frac{d\sigma_\beta}{d\Omega} = \frac{v_\beta}{v_\alpha} |f_\beta(\theta, \varphi)|^2
\]

(2.8)

In order to give an expression for the scattering amplitude, one has to find a solution of the time independent Schrödinger equation of the form 2.6 and 2.7. For a single particle of mass \( m \) (with no internal degrees of freedom) which scatters from a fixed potential \( U(\vec{r}) \) such equation is

\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + U(\vec{r}) \right] \chi(\vec{r}) = \Sigma \chi(\vec{r})
\]

(2.9)

where \( \Sigma \) is the total energy of the particle. Since \( U(\vec{r}) \) may excite one or both the nuclei involved in the reaction, one has also to consider the nuclear internal states. The internal wave function \( \psi_a \) and \( \psi_A \) are solution of the Schrödinger equations

\[
H_a \psi_a = \epsilon_a \psi_a \quad H_A \psi_A = \epsilon_A \psi_A
\]

(2.10)

where \( H_a \) and \( H_A \) contain a kinetic term and an interaction term. Adding, in the center of mass frame of reference, the Hamiltonian of the relative motion to those concerning the internal states, one gets the final Schrödinger equation to be solved

\[
\left( H_a + H_A - \frac{\hbar^2}{2\mu_a} \nabla_a^2 + U_a(\vec{r}) \right) \psi_{tot} = E \psi_{tot}
\]

(2.11)

where \( E \) is the total energy of the system.

The general solution of Eq. 2.11 has the form

\[
\psi_{tot} = \sum_{b,B} \chi_{b,B}(\vec{r}_a) \psi_b \psi_B
\]

(2.12)

Concentrating upon the relative motion, ignoring the internal degree of freedom, one can find an integral solution of Eq. 2.9 which allows to determine the scattering amplitude.

A more detailed description should include also the internal states and therefore
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wave functions of the form 2.12. The general solution of Eq. 2.9 is given by the incident plane wave plus the scattered wave and it can be written as

\[
\chi(\vec{k}, \vec{r}) = e^{i\vec{k}\cdot\vec{r}} - \frac{1}{4\pi} \int \frac{e^{i\vec{k}\cdot\vec{r}'}}{|\vec{r} - \vec{r}'|} U(\vec{r}') \chi(\vec{k}, \vec{r}') d\vec{r}'
\]  

(2.13)

Evaluating the previous equation at large \(|\vec{r}'|\) one obtains

\[
\chi(\vec{k}, \vec{r}) = e^{i\vec{k}\cdot\vec{r}} - \frac{e^{i\vec{k}\cdot\vec{r}}}{4\pi r} \int e^{i\vec{k}\cdot\vec{r}'} U(\vec{r}') \chi(\vec{k}, \vec{r}') d\vec{r}'
\]  

(2.14)

By comparison with 2.7 one can determine the scattering amplitude

\[
f_\beta(\theta, \varphi) = -\frac{1}{4\pi} \int e^{i\vec{k}\cdot\vec{r}'} U(\vec{r}') \chi(\vec{k}, \vec{r}') d\vec{r}'
\]  

(2.15)

Of course, this is only a formal solution since it contains the unknown wave function \(\chi(\vec{k}, \vec{r}')\). Some approximations are necessary in order to solve the equation. In the DWBA approach, it is assumed that the potential \(U\) can be written as \(U = U_1 + U_2\) and that the exact solution \(\chi_1(\vec{k}, \vec{r}')\) of Eq. 2.9 for \(U_1\) is known. Typically \(U_1\) is the optical potential which causes the elastic scattering, while \(U_2\) is the potential that induces non-elastic transitions, and can be treated as a perturbation.

One can distinguish two types of solutions given by a plane wave plus a scattered wave in the exit channel \(\chi_1^{(+)}(\vec{k}, \vec{r})\) and a plane wave plus a scattered wave in the entrance channel \(\chi_1^{(-)}(\vec{k}, \vec{r})\). The two solutions are one the timing inverse of the other

\[
\chi_1^{(-)}(\vec{k}, \vec{r}) = \chi_1^{(+)}(-\vec{k}, \vec{r})^*
\]  

(2.16)

The two waves are called distorted waves. One can rewrite Eq. 2.14 by replacing the plane waves with such distorted waves

\[
\chi(\vec{k}, \vec{r}) \rightarrow \chi_1^{(+)}(\vec{k}, \vec{r}) - \frac{e^{i\vec{k}\cdot\vec{r}}}{4\pi r} \int \chi_1^{(-)}(\vec{k}', \vec{r}')^* U_2(\vec{r}') \chi(\vec{k}, \vec{r}') d\vec{r}'
\]  

(2.17)

The full scattering amplitude is the sum of a contribution given by \(U_1\), and a term concerning \(U_2\). Furthermore, if \(U_2\) is weak compared to \(U_1\) one can approximate \(\chi(\vec{k}, \vec{r}')\) with the solution \(\chi_1^{(+)}(\vec{k}, \vec{r}')\) for \(U_1\). The corresponding amplitude
is

\[ f_{\text{DWBA}}(\theta, \varphi) = f_1(\theta, \varphi) - \frac{1}{4\pi} \int \chi_1^-(\vec{k}, \vec{r'})^* U_2(\vec{r'}) \chi_1^+(\vec{k}, \vec{r'}) d\vec{r}' \]  

(2.18)

The generalized expression for the DWBA transition amplitude for a reaction \( A(a, b)B \) is given by

\[ f_{\text{DWBA}}(\theta, \varphi) = -\frac{1}{4\pi} \int \int \chi_\alpha(\vec{k}_\alpha, \vec{r}_\alpha) \chi_\beta(\vec{k}_\beta, \vec{r}_\beta)^* \langle b, B|U_2|a, A \rangle d\vec{r}_\alpha d\vec{r}_\beta \]  

(2.19)

where \( \chi_\alpha \) and \( \chi_\beta \) are the generalization of \( \chi_1 \) describing the elastic scattering in the entrance and exit channel respectively, while the matrix element \( \langle b, B|U_2|a, A \rangle \) takes into account the non elastic channels, considering also the internal structure of the nuclei participating in the collision.

### 2.2.1 Nuclear Potential

The nuclear potentials discussed in the previous section are central potentials representing the interaction between two nuclei when they collide. Such potentials are made by the sum of the long range Coulomb potential, due to the presence of protons, and a short range potential due to the nuclear force. The nuclear potential depends on the nucleon-nucleon interaction which can be parametrized by several models. In a heavy ions reaction the nuclear potential is given by the integral over all the interactions between nucleons present both in the projectile nucleus and in the target nucleus. It can be written as:

\[ U(\vec{R}) = \int \rho_p(\vec{r}_p) \rho_t(\vec{r}_t) v(\vec{r}_{tr}) d^3r_p d^3r_t \]  

(2.20)

where \( \rho_p(\vec{r}_p) \) and \( \rho_t(\vec{r}_t) \) represent the projectile nucleon density in the point \( \vec{r}_p \) and the target nucleon density in the point \( \vec{r}_t \), and \( v(\vec{r}_{tr}) \) is the nucleon-nucleon interaction, with \( \vec{r}_{tr} = \vec{r}_t - \vec{r}_r \), as shown in Fig.

Typically, \( U(\vec{R}) \) has a Woods-Saxon form whose depth (around -50 MeV for a single nucleon potential) depends on the number of nucleons and on the model used to describe the nucleon-nucleon interaction. The potential has a real part, that describes the elastic scattering process, as well as an imaginary part:

\[ U(R) = V(R) + iW(R) \]  

(2.21)
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\[ V(R) = \frac{V}{R - R_w} \quad W(R) = \frac{W}{R - R_w} \quad (2.22) \]

The imaginary part of the potential accounts for the absorption of the incident wave caused by non-elastic processes: in a heavy ion reaction there are many open channels, and if an internal excitation or a particle transfer occurs, the system does not return to the entrance channel and the projectile is absorbed. This optical potential accounts for the dominant part of the interaction between the two nuclei, and corresponds to the \( U_1 \) term in the discussion above. In order to calculate the reaction cross section for an inelastic scattering process, however, it is also necessary to describe the residual interaction that corresponds to the \( U_2 \) term in the discussion above.

All DWBA calculations for our experiment were carried out with the FRESCO code [35], which calculates virtually any nuclear reaction which can be expressed in a coupled-channel form. It can perform calculations for both heavy ion reactions and light ions reactions, providing particle angular distributions for all the reaction channels. The basic ingredient for the elastic calculations are the two-body wave function and the optical potential, which describes the nuclear interaction between projectile and target nuclei. The effective interaction is given by the sum
Optical potential parameters used in [36]

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>V</th>
<th>R₀</th>
<th>aᵥ</th>
<th>W</th>
<th>Rₜ₀</th>
<th>aₜ</th>
</tr>
</thead>
<tbody>
<tr>
<td>⁹⁰Zn</td>
<td>40</td>
<td>1.15</td>
<td>0.671</td>
<td>26</td>
<td>1.15</td>
<td>0.671</td>
</tr>
<tr>
<td>²⁰⁸Pb</td>
<td>60</td>
<td>1.17</td>
<td>0.665</td>
<td>38</td>
<td>1.17</td>
<td>0.665</td>
</tr>
</tbody>
</table>

Table 2.1: Optical potential parameters used in [36].

of Coulomb potential and nuclear optical potential. In the case of inelastic excitations, the FRESCO computer code uses a collective model for the nuclear part of the effective interaction. The deformation of the excited level is also required. In the present work, the deformation of the excited states of ¹²⁴Sn have been calculated using the tabulated experimental values of \( B(E, 0 \rightarrow k) \), which is connected to the deformation (\( \beta \)) by the reduced deformation length (\( R\text{DEF}(k) \)):

\[
R\text{DEF}(k, I \rightarrow I') = \sqrt{B(E, 0 \rightarrow k)} \times \frac{4\pi}{3ZR^{k-1}}
\]  

(2.23)

where \( R = 1.2A^{1/3} \).

For more details on the inputs of the FRESCO code used for our calculations see Appendix C.

The present model has been already tested in the case of inelastic scattering of ¹⁶O on ²⁰⁸Pb and ⁹⁰Zn, [36]. The code used in this analysis was the PTOLEMY code. Fig. 2.3 and Fig. 2.4 show the experimental inelastic scattering angular distributions and the results of the DWBA calculations for ²⁰⁸Pb and ⁹⁰Zn, respectively. As can be observed from these figures there is a reasonable agreement between the experimental and calculated angular distributions for the excited states considered. In this analysis the optical model parameters were obtained by setting the real well depth (\( V \)) to a fixed value and allowing the imaginary well depth (\( W \)) to vary along with the radius (\( r₀ \)) and a diffuseness (\( a \)) parameters. The real and imaginary radius and diffuseness parameters were set to be equal. The Coulomb radius parameters was 1.2 fm. The optical model parameters are reported in Table 2.1.
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![Graph](image)

**Figure 2.3:** Measured and calculated angular distributions for indicated states in $^{208}\text{Pb}$, [36].

![Graph](image)

**Figure 2.4:** Measured and calculated angular distributions for indicated states in $^{90}\text{Zn}$, [36].
Chapter 3

Experimental Set-Up

The experiment described in this thesis was performed in December 2011, at the Legnaro National Laboratories (LNL), in Italy.

The Giant Resonance modes have been excited by inelastic scattering of $^{17}$O ions at 20 MeV/u, in the laboratory frame, on a $^{124}$Sn target (3 mg/cm$^2$ thick, enriched to 99%). $^{17}$O has been chosen since it is loosely bound (4.1 MeV), and thus it allows to have a $\gamma$-spectrum mainly containing target de-excitation, particularly in the region of interest $E^* > 4.5$ MeV.

The beam was provided by the PIAVE-ALPI accelerator system, with an average current of 0.5 pA. PIAVE is a superconducting radio-frequency quadrupole, and was used as an injector for the superconducting linear accelerator ALPI.

The detection of the scattered ions was performed with two $\Delta E$-$E$ Silicon Telescopes mounted inside the scattering chamber. The detectors used in this experiment are the prototypes for the TRacking Array for light Charged particle Ejectile (TRACE) [37], a $4\pi$ array of segmented $\Delta E$-$E$ silicon telescopes, designed for the detection of protons and alpha particles in experiment with fusion-evaporation and direct reactions. A more detailed description of this array is done in sec. 3.1.

The $\gamma$-rays produced during the de-excitation of the reaction participants have been measured using an array of HPGe segmented detectors (the AGATA Demonstrator [38], see sec. 3.2) coupled to an array of 9 large volume LaBr$_3$:Ce scintillators, (the HECTOR$^+$ array [39], see sec. 3.3) used to increase the detection efficiency for high energy $\gamma$-rays.
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Figure 3.1: Picture of the experimental setup, comprising five triple clusters of AGATA (in the back of the picture) and an array of 9 LaBr$_3$:Ce detectors named HECTOR$^+$. A picture of the experimental set-up is shown in Fig. 3.1; the AGATA Demonstrator detectors are in the middle, while the detectors around them are the LaBr$_3$:Ce scintillators of the HECTOR$^+$ array.

A schematic view of the complete experimental set-up is shown in Fig. 3.2. Two Data AcQuisition (DAQ) systems, described in sec. 3.4, were running in parallel during the experiment: one for the AGATA Demonstrator, based on NARVAL [40], and one for ancillary detectors, based on KMAX [41]. The trigger conditions are described in sec. 3.5.

3.1 The Silicon Telescopes

The detection of the scattered $^{17}$O ions was performed with two segmented $\Delta$E-E silicon telescopes. The $\Delta$E detectors were 200 $\mu$m thick, corresponding to an energy loss of about 70 MeV for an $^{17}$O ion of 340 MeV (20 MeV/u). The E detectors were 1 mm thick, enough to stop the $^{17}$O ions completely. Each detector is segmented in 60 pads of 4 x 4 mm$^2$, for an active area of 20 x 48 mm$^2$. The large active area allows for a good solid angle coverage, and the segmentation for a higher counting rate limit. Furthermore, the detectors have for
Figure 3.2: Schematic view of the experimental setup, comprising five triple clusters of AGATA, an array of 9 LaBr₃:Ce detectors named HECTOR⁺ and two E-ΔE Silicon telescope of the TRACE projects.

Each pad a much better energy resolution compared to a non-segmented Silicon detector of the same total area: the electrical noise of a solid-state detector is proportional to its capacity, which is in turn proportional to the detector surface area for a planar geometry.

The detectors were mounted inside the scattering chamber at ~7 cm from the target, covering a solid angle of ~100 msr per telescopes and an angular range of ~25°. An ad-hoc adapter board was built, which selects the 32 pads closest to the beam direction and connects them to the charge pre-amplifiers and to the rest of the electronics: in this way, we reduced by a factor of 2 the number of electronics channels needed, without losing efficiency in the region of interest. Each detector was connected to a custom 32-channels charge preamplifier. The preamplifiers were mounted as close to the detectors as possible. The preamplifiers were placed on a metallic board to favor heat dispersion. The preamplifiers were under vacuum, and were connected through high-density cables to a flange and from the flange to an active circuit splitting the signals of each into 2 standard flat cables. Each of these cables was the input of a CAEN N1568 16-channel spectroscopic amplifier, set with a shaping time of 2 µs. The output of the amplifiers was then sent to the CAEN V879 ADCs (Analog to Digital Converters) for data acquisition. Each amplifier channel also had a built-in CFD (Constant Fraction Discriminator), that was sent to the CAEN V878 TDCs (Time to Digital Converters). Finally, the
amplifiers also have a "OR" output that is the logical "OR" of all the 16 CFD
channels, and is used to build the trigger condition (see section 3.5).
The detectors were mounted on a mechanical support that allowed to change angular position of both telescopes with respect to the beam direction. For our experiment the detectors were placed at an angle of ~ 9°measured in the centre of the first column of pads. The distance between the target centre and the ΔE detectors was ~ 7 cm. The detectors can be seen mounted in the scattering chamber in Fig. 3.3.
Two Peltier cells were placed behind each of the telescopes in order to cool them to a temperature of about −25°. In order to guarantee a good heat transfer, the detectors were mounted in aluminium oxide PCBs (Printed Circuit Boards) and brass dices were used to fix the ΔE detector to the E detector. The hot side of the Peltier cells was in turn cooled by a refrigerant liquid kept at ~ 10°by a chiller system.

3.2 The AGATA Demonstrator

AGATA (Advanced Gamma Tracking Array) is a European project aiming at the development and construction of a 4π array for nuclear spectroscopy studies. This
kind of detectors is based on γ-ray tracking, whose principle is the reconstruction of the sequence of interactions of each γ-ray inside the array, in order to achieve a good suppression of the Compton background. As a consequence high efficiency is achieved, overcoming the limits of Compton-suppressed HPGe arrays.

In the actual phase AGATA is composed by 5 triple and 5 double-clusters of HPGe segmented detectors, this configuration was named AGATA Demonstrator. The Demonstrator has started its campaign in 2009, when test experiments were done in order to evaluate the performances of the tracking algorithms in terms of energy resolution, efficiency and Peak-to-Total (P/T) ratio. The physical campaign, instead, has begun in February 2010, when the first in-beam measurement took place; at that moment only 3 triple-clusters were available. At the time of our experiment two triple-cluster was added to the existing set-up, resulting in 5 triple-clusters for a total of 15 HPGe detectors.

3.2.1 AGATA: Advanced GAmma Tracking Array

The aim of the Advanced GAmma Tracking Array (AGATA) project [38] is the construction of an array based on the novel concepts of pulse shape analysis and γ-ray tracking with highly segmented Ge semiconductor detectors. The best geometrical design has been deeply investigated, as described in [42]; here only the main ideas and principles are summarized.

The first need was to have the best detection efficiency and solid angle coverage; an additional requirement in the conceptual design of AGATA was to keep a sufficiently large inner space inside the array in order to host ancillary instrumentation, which often is indispensable in the physics programme of AGATA. GEANT4 simulations [42] were used to decide the best performing configuration based on geodesic tiling of a sphere with 12 regular pentagons and 180 hexagons. Owing to the symmetries of this specific buckyball construction, three slightly different irregular hexagons are needed (see Fig. 3.4); the three shapes are indicated by the colours red, green, and blue. The detectors are grouped in 60 identical triple-clusters, each containing a red, a green, and a blue crystal (see Fig. 3.5); the pentagonal detectors are individually canned. The three detectors are placed inside a single cryostat and are cooled to 90 °K with a liquid nitrogen system. The preamplifiers for all segments and core signals are also cooled to 130 °K.
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Figure 3.4: Schematic view of the full AGATA detector; the different colours represent the different shapes of the detectors [38].

Figure 3.5: The AGATA triple-cluster: Technical drawing on the left and picture of a real cluster on the right.
The inner radius of the array is 23.5 cm. The total solid angle covered by HPGe material is close to 80% and the photo peak efficiency is as high as 50% for individual 1 MeV γ-rays. A key feature of AGATA is the capability to determine the emission direction of the detected γ-rays with a precision of ~ 1°. This corresponds to an effective solid angle granularity of $5 \times 10^4$ (unachievable with individual germanium crystals) and ensures an energy resolution better than 0.5% for transitions emitted by nuclei recoiling at velocities as high as 50% of the speed of light. This value is only a factor of two bigger than the intrinsic resolution of HPGe detectors and is comparable with the values currently observed at 10 times smaller recoil velocity.

3.2.2 High-Fold Segmented Detectors

In order to achieve a large tracking efficiency (see Section 3.2.5), the positions where the γ-rays interact inside the detector volume should be determined with an accuracy of ~ 5 mm at an energy of 1 MeV. This corresponds to an effective granularity of approximately 30000 voxels (the analogous of pixel in 3D) per Ge detector. While it is impossible to achieve such a granularity by a physical segmentation of the crystal, pulse-shape analysis methods (PSA) (see Section 3.2.4) can provide this position accuracy; a medium level segmentation of the outer detector contact is however required; each detector is then divided into 20 - 40 segments. The AGATA array is composed by large volume 36-fold segmented n-type germanium detectors in the semi-coaxial geometry, like the one depicted in Fig. 3.6. The detectors are produced by the French company Canberra and have a length of 90 mm, a diameter of 80 mm at the rear, and a tapering to an irregular hexagonal shape with an angle of 10° at the front. The sector-wise segmentation goes through the middle of each hexagonal side, the longitudinal segmentation forms rings of varying thickness, optimised for a uniform distribution of the γ-ray interactions. Because of their complexity and the need of packing them very close to each other, these detectors use the encapsulation technology developed for the clusters of the EUROBALL array.
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![Image of AGATA Demonstrator](image)

**Figure 3.6:** Schematic view of the 36-fold segmented, hexagonally tapered germanium crystal, of the AGATA Demonstrator.

3.2.3 Digital Electronics

The use of Pulse Shape Analysis (PSA) techniques obviously requires that the shape of each pulse in the detector is recorded and processed digitally. For this reason, all 37 signals (36 segments + the central electrode) from each detector are digitised at 100 MHz immediately after the preamplifiers by high-resolution (14 bits) fast ADCs. Using the digitized signals the energy, time and position of each $\gamma$-ray interaction are then extracted using digital processing techniques. These data are associated with unique time-stamp and unique positional label which will be used by the data acquisition processors to associate data produced by the same event.

Digital processing allows to use filters that have no analogue counterpart such as the Moving Window Deconvolution algorithm [43] to reconstruct the original charge collection by removing the effect of the preamplifier response. A good energy resolution can be achieved with shorter shaping time; in this way the array is able to sustain a counting rate per detector 5 times higher than the "traditional" apparatus (50 kHz per detector instead of 10 kHz).

3.2.4 Pulse Shape Analysis

The task of Pulse Shape Analysis (PSA) is to identify with high precision the location of the individual interaction points and the corresponding energy deposits of a $\gamma$-ray. There can be more than one interaction in one detector segment and/or the
\( \gamma \)-ray can be scattered to another segment of the same crystal or to an adjacent detector or even across the array. Simulations show that in order to reach a satisfactory efficiency, tracking algorithms have to be provided with information on the gamma interaction localization with a precision of at least 5 mm.

The parameters of interest (i.e. three dimensional interaction position, energy, time and a confidence in the quality of the determined fit) are determined by comparing the detector pulse shapes to a calculated reference basis, where each signal corresponds to a well-localised single interaction point.

The input data for the PSA process for an AGATA detector consist in 37 signals \( S_j(E,t) \), with \( j = 0,1,...,36 \), sampled at the output of the HPGe detector preamplifiers (36 segments + core). Since the detector response is linear, \( S_j(E,t) \) can be written as the superposition of the signals associated to the single hits of the gamma \( S_j(x_i,y_i,z_i,t) \) weighted by their energy release \( E_i \):

\[
S_j(E,t) = \sum_{i=1}^{N} E_i S_j(x_i,y_i,z_i,t) \tag{3.1}
\]

where \( N \) is the number of interactions inside the segment and \( E = \sum_{i=1}^{N} E_i \).

In the case where \( N = 1 \), Eq. 3.1 reduces to

\[
S_j(E,t) = E S_j(x_i,y_i,z_i,t) \tag{3.2}
\]

Solving this equation means finding the interaction point that better reproduces the measured signal shape, by a comparison between the measured signal shape and the set of shapes belonging to the signal basis. In order to achieve a good position resolution, it is not sufficient to compare the net-charge signal of a segment with the basis, but the transient shapes in the neighbouring segments must also be compared to a basis for transient signals. If \( N > 1 \), there is the added complication of disentangling the single interactions of each segment, all with an unknown energy deposit and unknown position.

The comparison of waveforms is a very challenging task if performed in a naïve way, more so if a decomposition of each signal shape in multiple interaction points is needed, because it requires a large quantity of memory and of CPU time; fast and efficient PSA algorithms are therefore needed. Many approaches to the "PSA problem" have been proposed: adaptive grid search [44], neural networks, matrix inversion [45], genetic algorithms [46], recursive subtraction [47], etc.
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In the experiment presented in this thesis, as in the whole LNL experimental campaign, it has been decided to use a grid search algorithm because it is the only one with processing times small enough to be used in on-line acquisition. A basic assumption for this algorithm is that the size of a segment is small enough that multiple interactions inside the same segments can be neglected, so that the PSA is performed under the simpler case of Eq. 3.2, i.e. \( N = 1 \). While it is known that it is not a very realistic approximation, the effect on the overall performance of the detector has been found negligible [44].

Independently of the chosen algorithm, the quality of the PSA also depends critically on the signal basis that is used for the decomposition of the measured shapes. There is a large effort in the AGATA community to build an experimental signal basis [48, 49], but it is not yet available due to the long times needed to build up the necessary statistics while achieving a good precision on the reference positions. The basis used at the moment is obtained via detailed calculations of the charge transport through the detector [50, 51].

The reconstruction of the signal shape performed by PSA algorithms can also be used to increase the time resolution of a HPGe detector, compared with that obtained with a common approach based on a constant fraction discriminator. While such possibilities are under study [52], they were not employed for the present analysis.

Once the interaction points, with the corresponding energy and time, have been determined, the events have to be reassembled according to their timestamps and a tracking algorithm (see Section 3.2.5) is applied in order to disentangle the coincident interaction points and to determine the total energy and the emission direction of those \( \gamma \)-rays that have been fully absorbed in the germanium array. Absolute positions of the individual crystals and target position corrections enter at this stage.

3.2.5 Gamma-ray Tracking

The aim of tracking algorithms is to reconstruct the trajectories of the incident photons in order to determine their energy and direction. To do this, the algorithms must disentangle the interaction points identified in the detectors and establish the proper sequences of interaction points. Tracking algorithms can be divided into two
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classes: algorithms based on back tracking [53] and algorithms based on clustering and forward tracking [54]. Both are related to the particular properties of the interaction of photons with matter.

Back tracking  The back tracking algorithm [53] is based on the fact that the photoelectric energy deposition is almost independent from the incident photon energy and is peaked around 100 – 250 keV; it assumes that the interaction points within a given deposited energy interval \( e_{\text{min}} \leq e_i \leq e_{\text{max}} \) are the last interaction (in time) of a fully absorbed \( \gamma \)-ray; the algorithm then finds the closest interaction to the photoelectric one, it computes the scattering angle using the incident and the scattered energies and, finally, it searches for the other previous interactions along this direction; such process is iterated until the direction points directly to the target. This algorithm, however, was found to be less efficient and showed a worse P/T in the reconstructed spectra [55], and was therefore not used for our analysis.

Forward tracking  In the forward tracking algorithm the first step is the identification of clusters of interaction points that may belong to a single \( \gamma \)-ray. Looking at the forward peaking of Compton scattering cross-section, clusters are identified as a set of interaction points with an angular distance \( \leq \theta_0 \) between each other (link algorithm) or with respect to a given point (leader algorithm). Secondly, each cluster is evaluated to determine whether it contains all the interaction points belonging to a single \( \gamma \)-ray with the following criteria:

1. If the interaction points satisfy the Compton scattering formula, the tracking algorithm uses the angle-energy relation of Compton scattering to determine the most likely scattering sequence from the position and energy of the interaction points:

\[
\chi^2 = \sum_{j=1}^{N-1} W_j \left( \frac{E_{\gamma'} - E_{\gamma'}^{\text{pos}}}{E_\gamma} \right)_j^2
\]  (3.3)

where \( E_\gamma \) is the sum of the deposits from 1 to \( N - 1 \), and \( E_{\gamma'}^{\text{pos}} \) is the energy of the scattered photons according to the Compton scattering formula. For a cluster of \( N \) interaction points, the \( N! \) permutations are tested, and the cluster is defined as "good" if the \( \chi^2 \) is below a predetermined threshold.
2. If the cluster is composed by a single interaction point and the energy satisfy photoelectric conditions, the algorithm checks the compatibility between $\gamma$-ray energy and interaction depth in the detector. If the compatibility is reached, a Monte Carlo-like approach is taken to decide if to consider the interaction point as an actual photoelectric event or if to discard it as an isolated Compton scattering event.

3. If there are two $\gamma$-rays of energy equal to 511 keV and an interaction point in the middle with energy greater than 1022 keV, that is a pair production event, the three energies are summed and considered as a single $\gamma$-ray.

The algorithm tries to recover some of the wrongly identified clusters. For example, one type of incorrectly identified cluster comes from a single $\gamma$-ray being separated into two clusters. This $\gamma$-ray can be correctly identified by tracking together all pairs of bad clusters. When the result gives a small $\chi^2$, the $\gamma$-ray is recovered by adding the two clusters. The clusters which do not satisfy any of the above criteria are rejected, thus improving the P/T (peak to total) ratio of the spectra without the need for Compton suppression shields. If a large solid angle is covered with segmented germanium detectors, the combination of PSA and $\gamma$-ray tracking allows for a very high photopeak efficiency together with a good P/T ratio. An example of the interaction clustering is represented in Fig. 3.7, where a high-multiplicity event is considered: the coloured dots represent single interaction points of $\gamma$-rays inside a $4\pi$ detector shell; the red circles correspond to clusters of interaction points identified by the tracking as belonging to a single $\gamma$-ray, while the green squares correspond to clusters that are discarded.

The forward tracking algorithm is the basis for the Orsay Forward Tracking (OFT) code [55] and the Mars Gamma-ray Tracking (MGT) code [56], that are implemented in the Narval code for the experimental data; the last one is also used for GEANT4 simulations.

3.2.6 The Demonstrator Phase of AGATA at LNL

It has been planned by the international collaboration that the development of AGATA will proceed in stages, with the construction of the full array preceded by an R&D phase aimed at building a subsystem of 5 triple clusters, called AGATA
Figure 3.7: “World map” representation of $M_\gamma = 30$ events of $E_\gamma = 1.0$ MeV detected in an ideal $4\pi$ HPGe shell and reconstructed with the tracking algorithm. Correctly reconstructed transitions are grouped with red circles while green rectangles represent badly reconstructed background events.
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**Figure 3.8:** Photo of the AGATA Demonstrator installed at Legnaro National Laboratories.

The Demonstrator array, together with its digital electronics, DAQ, has been installed at LNL in 2008 and operated in various physics experiments from February 2010 to December 2011. The aim of the experimental campaign of the Demonstrator is to confirm the performances of the $\gamma$-ray tracking algorithms in real measurement. A picture of the full Demonstrator is shown in Fig. 3.8. In a “conventional” array of germanium detectors, a collimator is placed in front of each detector in order to minimize the scattering of photons between different crystals, therefore, only a small region around the target position is actually visible from the detectors. In the case of the AGATA Demonstrator array, no collimators are present, and thus it is possible to modify the placement of the detectors relative to the target position depending on the specific measurement. In particular, given the limited solid angle coverage, it is feasible to place the detectors closer to the target position compared to the “reference” 23.5 cm distance of the full AGATA array in order to cover a larger solid angle. The simulated photo-peak efficiency and P/T ratio as a function of the shift towards the geometrical centre are shown in Fig. 3.9 for monochromatic 1 MeV $\gamma$-rays.
3.2.7 Energy Resolution

The energy resolution is one of the main parameters characterizing the performances of an HPGe detector array. The response of AGATA segmented HPGe detectors to $\gamma$-rays was measured in the energy range 2-9 MeV. The $\gamma$-rays between 2 and 9 MeV were produced using an Am-Be-Fe radioactive source, see [57]. This source is composed by a core of $^{9}$Be and alpha-unstable $^{241}$Am and it was placed into a 3 x 3 cm hole drilled in an iron slab of 7 x 7 x 20 cm and surrounded by a paraffin wax in a 20 x 20 cm cylindrical shape. When an alpha particle is emitted by the $^{241}$Am, there is a high probability that it is captured by a $^{9}$Be, making a $^{9}Be(\alpha,n)^{12}C$ reaction. The neutrons are emitted with energies between 400 keV and 5 MeV and are thermalized by the multiple scattering in the paraffin layer, which serves both as moderator and as a shielding. The slow neutrons are then captured by the iron isotopes. Note that the $^{9}Be(\alpha,n)^{12}C$ reaction can also populate the $^{12}$C in its first excited state, at 4.4 MeV; the gamma decay from the level is Doppler broadened because of the $^{12}$C has a $v/c$ of 10%. The Am-Be-Fe source is very useful because the $^{54}Fe(n,\gamma)^{55}Fe$ reaction produces $\gamma$-rays up to 9 MeV. This is one of the few ways to have such high-energy $\gamma$-rays without using an accelerator. The relative energy resolution (i.e. $\frac{FWHM}{E_{\gamma}}$) has been measured as a function of the $\gamma$-ray energy. As can be seen from Fig. 3.10 the experimental data follow the expected $\frac{1}{\sqrt{E}}$ trend (indicated by the dashed line). The empty black circles represent the data associated to the single crystal; instead, the black trian-
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![Graph showing energy resolution vs. energy for AGATA detectors.]

**Figure 3.10:** Energy resolution of the AGATA detectors is given for the Am-Be-Fe source data. The empty black circles represent the data associated to the single crystal; instead, the black triangles represent the energy resolution for the add-back procedure [57].

Single crystal represents the energy resolution obtained by summing the energies detected by the crystals that fired in each event (add-back). The FWHM of the highest-energy gamma line (i.e. 9297.8 keV) is 6.1 keV in the case of the single crystal, and 7.6 keV for the add-back case.

### 3.2.8 Efficiency

The other most important property of a multi-detector array is the detection efficiency, which corresponds to the total photo-peak absorption probability over the $4\pi$ solid angle. The detection efficiency depends on the energy of the $\gamma$-ray detected.

The relative efficiency of $\gamma$-ray detection for the AGATA array can be obtained with simulated and in-beam data. Since a crucial point for the experiment described in this thesis is the detection of the high energy $\gamma$-rays, it was necessary to evaluate the efficiency of the tracking algorithm and the add-back procedure of the AGATA Demonstrator [57, 58]. Fig. 3.11 provides the $\gamma$-ray detection efficiency obtained with tracking algorithm over the efficiency obtained with the add-back procedure as a function of the $\gamma$-ray energy in the energy range 2-15 MeV. The 15.1 MeV $\gamma$-rays were produced using the reaction $d(^{11}B,n\gamma)^{12}C$ at $E_{beam} = 19.1$ MeV, while $\gamma$-rays
between 2 and 9 MeV were produced using a Am-Be-Fe radioactive source. As can be seen the add-back procedure seems to be more efficient at 15.1 MeV. Indeed, this procedure, in the case of the 15.1 MeV γ-rays, resulted to provide four times more counts in the full energy peak than the standard tracking algorithm. This is due to the fact that the 15.1 MeV γ-ray has multiplicity 1, the level of background is low and that the tracking algorithm was optimized in the energy range 0-4 MeV where Compton scattering dominates; at 15 MeV the pair production is the main interaction mechanism instead [57]. For these reason since our physics case involve the measurement of high-energy γ-rays with "multiplicity=1" condition and level of background radiation is sufficiently low the used of the simple add-back procedure is an efficient alternative to standard tracking to produce the γ-rays spectra for this experiment. The add-back efficiency curve of the AGATA array is shown in Fig. 3.12; the efficiency is extracted from simulated data [42].

In order to give a clear overview on the performances of the AGATA Demonstrator array it is interesting to compare it to an other HPGe detector array, named EXOGAM. EXOGAM is an array of 16 segmented Clover germanium detectors shaped in such a way that they can be closely packed at a distance of $\sim 11$ cm from the target. The 16 detectors are arranged in rings of 4 detectors at 135°, 8 at 90° and again 4 at 45° with respect to the beam direction. Each segmented Clover
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<table>
<thead>
<tr>
<th>Energy [keV]</th>
<th>Tracking Efficiency/Add-back Efficiency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2223</td>
<td>0.92</td>
</tr>
<tr>
<td>2612</td>
<td>0.86</td>
</tr>
<tr>
<td>3060</td>
<td>0.90</td>
</tr>
<tr>
<td>6016</td>
<td>0.70</td>
</tr>
<tr>
<td>7471</td>
<td>0.62</td>
</tr>
<tr>
<td>7630</td>
<td>0.65</td>
</tr>
<tr>
<td>7784</td>
<td>0.65</td>
</tr>
<tr>
<td>8992</td>
<td>0.56</td>
</tr>
<tr>
<td>9295</td>
<td>0.56</td>
</tr>
<tr>
<td>15100</td>
<td>0.23</td>
</tr>
</tbody>
</table>

**Table 3.1:** Ratio between the tracking and the add-back efficiency data plotted in fig. 3.11.

![Efficiency curve](image)

**Figure 3.12:** Efficiency curve of the AGATA array obtained from simulated spectra created with the add-back procedure. [42]
## Table 3.2: Add-back efficiency data plotted in fig. 3.12.

<table>
<thead>
<tr>
<th>Energy [keV]</th>
<th>Add-back Efficiency [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>584</td>
<td>9.1</td>
</tr>
<tr>
<td>1000</td>
<td>7.3</td>
</tr>
<tr>
<td>2000</td>
<td>5.1</td>
</tr>
<tr>
<td>3000</td>
<td>4</td>
</tr>
<tr>
<td>4000</td>
<td>3.3</td>
</tr>
<tr>
<td>5000</td>
<td>2.9</td>
</tr>
<tr>
<td>6000</td>
<td>2.5</td>
</tr>
<tr>
<td>7000</td>
<td>2.2</td>
</tr>
<tr>
<td>8000</td>
<td>2.0</td>
</tr>
<tr>
<td>9000</td>
<td>1.8</td>
</tr>
<tr>
<td>10000</td>
<td>1.6</td>
</tr>
<tr>
<td>11000</td>
<td>1.4</td>
</tr>
<tr>
<td>12000</td>
<td>1.3</td>
</tr>
<tr>
<td>13000</td>
<td>1.2</td>
</tr>
<tr>
<td>14000</td>
<td>1.0</td>
</tr>
<tr>
<td>15000</td>
<td>0.9</td>
</tr>
</tbody>
</table>
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**Figure 3.13:** Total gamma spectra for EXOGAM (top) and the AGATA demonstrator (bottom). Both spectra are without background subtraction.

A detector consists of four coaxial n-type germanium crystals (of 60 mm diameter and 90 mm length) arranged in the configuration of a four-leaf clover and housed in the same cryostat. For more details on it see [59]. In Fig. 3.13 the γ-ray spectra obtained for EXOGAM (upper part) and AGATA (lower part) are presented. While the large EXOGAM efficiency allows collecting more statistics, the much better peak-to-total ratio and the very much improved FWHM, for the AGATA Demonstrator lead to a spectrum of very high quality. Peaks that are hardly resolved with EXOGAM at low energy are well separated by AGATA Demonstrator. In addition, the AGATA Demonstrator does not suffer from the Doppler broadening even at energies around 1 MeV, while finer peak structures already disappear at 700 keV for EXOGAM. In Table 3.3 are reported the performances of the AGATA Demonstrator and the EXOGAN array for a 1.3 MeV γ-ray and a target detector distance of 10 cm for the AGATA demonstrator.
3.3 The HECTOR$^+$ Array

Recent studies have shown that a LaBr$_3$:Ce scintillator detector gives an optimal energy resolution for scintillators ($< 3\%$ at 662 keV), an excellent time resolution ($< 1$ ns), a good efficiency and a negligible variation of the light output with temperature. Furthermore, the study of the signal line-shape allows to discriminate between alpha particle and $\gamma$-rays, using Pulse Shape Analysis techniques [60]. Thanks to the availability of LaBr$_3$:Ce crystals in volumes larger than 1000 cc, an array based on these scintillators (eventually coupled with HPGe detectors) will constitute an extremely performing, efficient, cost-effective and easy to handle array for gamma spectroscopy experiments. Indeed the good energy resolution and high efficiency allow the measurement of low and high-energy $\gamma$-rays in nuclear physics experiments in a wide energy range (0-40 MeV), as for example the measurements of the gamma decay of the Giant Resonances. In addition the sub-nanosecond time resolution enables an extremely efficient rejection of background radiation not originating from target position. Moreover thanks to the fast decay time constant (16 ns), these detectors could be used with count rates of hundreds of kHz.

In the experiment described in this thesis, 9 large volume LaBr$_3$:Ce detectors (of the HECTOR$^+$ array) [39], were placed around the AGATA Demonstrator array (see Fig. 3.14).

The signal of each HECTOR$^+$ crystal was sent for its processing to a channel of a LaBrpro module [61]. LaBrpro is a custom spectroscopy amplifier developed in Milan for the shaping of LaBr$_3$:Ce signals; it has 16 channels and for each of them it gives a “fast” and a “slow” outputs, corresponding to the fast and slow components of the signal, as well as a “time” output obtained by a Constant Fraction Discriminator (CFD).
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Figure 3.14: Schematic view of the installation set-up of the HECTOR$^{+}$ array: the red coloured detectors are 3.5" x 8", the gray one is 3" x 3".

### 3.3.1 Energy Resolution

The energy resolution and the efficiency are crucial factors in case of high-energy $\gamma$-rays measurement. Lanthanum bromide detectors allow clear separation of the full energy from the first escape peak up to 25-30 MeV (which was previously possible only with HPGe detectors). For this reason, they are particular suited in the experiment described in this thesis. This means that this experiment could be used as a commissioning to study the performances of these detectors in an beam experiments.

Unfortunately the performances of LaBr$_3$:Ce (3.5" x 8") crystals cannot be easily scaled from those of smaller ones [2], because of possible self absorption or possible incomplete reflections of the scintillation light, count rate effects, large PMTs, crystal in-homogeneities and a much higher sensitivity to high energy $\gamma$-rays. For these reasons, in order to characterize the HECTOR$^{+}$ array for this experiment mono-energetic $\gamma$-rays from 1 MeV up to 22.6 MeV at Debrecen ATOMKI Laboratories (Hungary) have been measured. In the energy range used between 2 and 9 MeV calibration sources have been used, e.g. $^{60}$Co, $^{133}$Ba, $^{137}$Cs, $^{152}$Eu, $^{88}$Y and an Am-Be-Ni source. Monochromatic $\gamma$-rays with energy above 9 MeV can be obtained only with accelerator-driven nuclear reactions. The reactions used are reported in Table 3.4.

Fig. 3.15 shows the FWHM energy resolution in the energy range between 1 and 22.6 MeV obtained at the ATOMKI Institute, with one detector of the HECTOR$^{+}$
array coupled to an active voltage divider, developed by the electronic group of INFN Milano and the analog electronics. As can be seen in Fig. 3.15 the energy resolution of the LaBr₃:Ce detectors deviates from a strictly statistical behaviour, i.e. $\frac{1}{\sqrt{E}}$ asymptotic curve (dashed curve), in case of high-energy $\gamma$-rays showing that the energy resolution of LaBr₃:Ce detectors tends to saturate at constant value around $0.5 - 1\%$. The continuous red line takes into account this saturation contribution and it has the following expression:

$$ER_{FWHM} = \sqrt{400 + 0.625E + 28 \cdot 10^{-6}E^2}$$

For more details see [39].

A measured high-energy monochromatic $\gamma$-ray spectra acquired with one of the crystal of the HECTOR+ array is shown in Fig. 3.16, it is possible to see the full energy peak and the first escape peak clearly resolved.

### 3.3.2 Efficiency

The absolute $\gamma$-ray detection full energy peak efficiency of a 3.5"x8" volume detectors was estimated by means of the sum peak technique [62]. A $^{60}$Co source positioned at a distance of 10 mm (±1 mm) from the detector front face was used. Fig. 3.17 shows the experimental results, together with the GEANT3 simulation results (from 100 keV up to 30 MeV), very well in agreement with each other. Fig. 3.17 shows the simulated efficiency (performed with GEANT3) for a source positioned at 200 mm from the detector front-face.
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**Figure 3.15:** The FWHM energy resolution in the energy range between 1 and 22.6 MeV obtained with one detector of the HECTOR$^+$ array. The dashed line represents the energy estimation based only on statistical and electronic noise contribution, instead the continuous red line represent the function of Eq. 3.4 that takes into account the saturation effects present at high $\gamma$-rays energy [39].

**Figure 3.16:** The gamma spectrum of the reaction $^{11}B(p, \gamma)^{12}C$ at 17.6 MeV. It is possible to see the clear separation between the full energy peak and the first escape peak [39].
Figure 3.17: Measured values of absolute efficiency for a crystal of the HECTOR$^+$ array, with a $^{60}$Co source positioned at a distance of 10 mm ($\pm 1$ mm) from the detector on the right and at 20 mm on the left [39].

In conclusion, it has to be pointed out that even if the energy resolution of these scintillator detectors is not good as the one of the AGATA detectors, it is enough to resolve almost all the transitions in the PDR region. In addition, the used of the HECTOR$^+$ array permits to increase the efficiency for the detection of $\gamma$-rays with energy above 5 MeV. For these reasons, the used of the AGATA Demonstrator coupled to the HECTOR$^+$ array is a powerful tool to study the gamma decay from high lying nuclear states.

3.4 The Data Acquisition System

As mentioned in Sec. 3.2.2, the electrical contacts of each AGATA detector are divided into 36 segments and the digitizers sample the pulses from each segment at 14 bits precision with a frequency of 100 MHz; for every accepted event, a pulse trace of 60 samples is extracted and acquired. With a counting rate of 50 kHz/crystal the data-flow for each detector is therefore of the order of 100 MB/s (with zero suppression). Furthermore, in order to have an online analysis, the PSA has to be performed in real time for each of the acquired traces and tracking algorithms must reconstruct the detected $\gamma$-rays from the PSA information.

This means that the Data Acquisition (DAQ) software for AGATA has to be able to handle large quantities of data, control a computing farm for the PSA and tracking algorithms, and coordinate the flow of information between the digitizers, the
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![Diagram of the AGATA acquisition system, NARVAL, [38].](image)

**Figure 3.18:** Layout of the AGATA acquisition system, NARVAL, [38].

computing farm, and the disk server where all the data are written. All of this is performed by a NARVAL-based DAQ software [63].

The ancillary detectors (TRACE and HECTOR+) were controlled by an independent DAQ running on a KMAX environment [41], which communicated with the VME crate via an optical fibres and with NARVAL via TCP/IP.

NARVAL is based on actors corresponding to separate processes that receive and send out data at any stage of the data-flow chain; actors communicate with each other with a UNIX fifo if running on the same machine or with a TCP/IP socket if running on different machines. There are 3 types of actors:

- **producer:** they interface with the hardware and read out the data;
- **intermediary:** they perform operation on the data, receiving input and sending output from/to one or more other actors;
- **consumer:** they can only receive input from the other actors and store the data to disk or act as histogrammers.

From the point of view of NARVAL, each AGATA detector is considered as a separate entity and the whole array may be considered as the aggregation of synchronized data supplied by the individual crystals. The synchronization is guaranteed
by the AGATA Global Trigger and Synchronization (GTS) hardware with a common 100 MHz digital clock.
For each AGATA detector there is a producer actor reading the pulse traces from the front-end electronics; the traces are sent (together with the timestamp information) to an intermediary actor that performs the PSA and to a consumer that writes them to disk; the PSA data from all detectors are sent to an intermediary actor that acts as event builder, matching the data from different detectors through the timestamp information. For the ancillary detectors, there is a producer actor that receives the data from the KMAX acquisition, kept synchronized to the GTS via the AGAVA (AGATA Ancillary VME Adapter) module. The producer sends the VME data to a consumer that writes them to disk and to an intermediary that decodes the VME words and sends only the actual data words to the event builder, discarding VME header and trailer words. The builder then matches the ancillary data to the AGATA data and sends the event to another intermediary that performs the online tracking. A schematic representation of the Data Acquisition System is given in Fig. 3.18.

### 3.5 Trigger Conditions
When a γ-ray is detected in an AGATA crystal, a trigger request is formed and sent via the GTS to the trigger processor, which can validate the request (meaning that all the information about the event are acquired, written and processed) or reject it. This software trigger can be used to make multiplicity requirements on the AGATA crystals, or to make a coincidence between AGATA and the ancillary detectors via the AGAVA module.

This way to proceed was not suitable for this experiment, because a more complex trigger was needed. Therefore, a standard NIM electronics was used to build the master gate trigger and to send it via AGAVA as a trigger request to the DAQ system. The master gate is schematically described in Fig. 3.19 and is the logical OR of four conditions:

- the coincidence between TRACE and AGATA
- the coincidence between TRACE and HECTOR$^+$
- the TRACE scaled-down singles (1/50)
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Figure 3.19: Schematic view of the trigger conditions used during the experiment. The hardware and software components are put in evidence.

- the HECTOR$^+$ scaled-down singles (1/250)

where the AGATA trigger was made using the analog output of each AGATA detector (present for debug purposes), sent to a standard CFD modules and to a logical OR; the TRACE trigger was the OR of all the pads of the two E detectors, taken from the amplifiers; and the HECTOR$^+$ trigger was the OR of all the LaBr$_3$:Ce detectors, taken from LaBrPro electronic amplifier module [61]. The resulting trigger is schematically described in Fig. 3.19.

The coincidence between TRACE and the $\gamma$-ray detectors was setup in such a way that the gate opens when there is a signal in one of the E detectors. In this way both types of coincidence events (TRACE-AGATA and TRACE-HECTOR$^+$) have a common time reference, since in both cases the Master Gate is opened by the TRACE E detectors.
Chapter 4

Data Analysis

A preliminary step of the analysis was the data reduction. The first part has been focused on the presorting of the raw data. In order to obtain better performances of the Pulse Shape Analysis (PSA) and tracking algorithm, the so-called “replay” of the data is needed. This means that the same procedure of performing PSA and γ-ray tracking on-line, i.e. during the experiment, has to be done off-line, starting from the pulse shape of the HPGe AGATA detectors written to disk.

After that the data reduction for each detectors have been performed concerning the time and energy calibrations, drift correction, ejection identification for Silicon detectors and correction of the Doppler effect for γ-rays detectors. The “replay” procedure is described in sec. 4.1. The time spectra are shown in sec. 4.2. The energy calibration procedure for each array and the drift correction for the silicon detectors are described in sec. 4.3. In sec. 4.4 the technique for the identification of the ejectile is depicted. The Doppler correction for the γ-ray emitted in-flight was performed, see sec. 4.5.

Due to the non-spherical geometry of the TRACE telescopes a number of events were lost if considering only the standard ΔE-E combination of pads. In order to increase the statistics other configurations of pads were considered, see sec. 4.6.

At this point of the analysis only one more condition has to be applied to extract the final energy spectrum of the gamma decay from the PDR region. In sec. 4.7 the correlation between the γ-ray energy and the excitation energy transferred to the target nuclei is described. In order to clearly identify the gamma decay from
4.1. **REPLAY OF THE DATA**

the PDR, a background subtraction was performed as shown in sec. 4.8.1. Finally, sec. 4.8 shows the $\gamma$-ray energy spectrum of the PDR in $^{124}\text{Sn}$. In addition, since the inelastic scattering of $^{17}\text{O}$ at 20 MeV/u is expected to populate strongly the giant resonance region of the target nuclei, the energy spectra of the inelastic scattered $^{17}\text{O}$ ions were investigated in sec. 4.9.

### 4.1 Replay of the Data

As described in Sec. 3.2 the performances (i.e. energy resolution, efficiency and P/T ratio) of the AGATA Demonstrator depend on the performances of the PSA and tracking algorithms. During the experiment these operations are done in real time by the NARVAL Data AcQuisation (DAQ) system (see also Sec. 3.4), but they can also be performed after the experiment with a C++ emulator of NARVAL. This is possible because the DAQ writes to disk a list-mode file for each detector, containing the digitized pulse signals from the segments and the timestamp information for each event; the emulator can process all these files, running again the PSA and $\gamma$-ray tracking and matching the AGATA and ancillary data. This procedure is called “replay”, because from the point of view of the data processing it is essentially a repetition of the experiment.

In the case of the present experiment, the replay was necessary in order to apply a better calibration to the AGATA detectors segments (see Sec. 4.3.2), since the calibration used on-line was not very accurate being based on a short run at the beginning of the data taking. We could also make use of improvements in the PSA that were not available at the time of the experiment, such as the correction for neutron damage (see Ref. [38] and references therein).

The replay was performed in two steps:

1. The energy calibration was applied and the PSA was performed for all AGATA detectors. The original data, including the pulse shapes of each HPGe detector were “reduced” to only energy, position and time information; for all the events they were saved to disk.

2. The data from all the segments were merged and the tracking was performed. The ancillary detectors were calibrated and data from the AGATA, HECTOR\textsuperscript{+} and TRACE arrays were combined for each event.
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The advantage of this separation in two steps is that the PSA is a very long process, requiring a large amount of computing power and memory: in the present experiment about one week was needed to perform the first step with 10 computers working in parallel. The tracking, instead, is a much faster procedure and could be repeated several times as we changed parameters, without having to perform the PSA again.

After the replay is completed, the user is given a list-mode file in ROOT tree format. For each event, the file contains the list of reconstructed gammas, together with their energy, time information and the position of the first interaction, as well as the data of the ancillary detectors received from the VME crate. A sorting code was developed for the analysis of the list-mode data.

4.2 Time Spectra

4.2.1 TRACE Time Spectra

During the experiment, a time signal was acquired for each pad of the Silicon detectors by two VME Time-to-Digital Converters (TDCs). The TDCs worked in “common start” mode: each TDC channel is started by the master trigger (see Sec. 3.5) and is stopped by the delayed time signal of the silicon pad. Note that this means that the start of all the TDCs is given by the E detectors in case of a TRACE-γ coincidence. The timing of the Silicon detectors is affected by the large spread in energy (and time of flight) of the various reaction products. Fig. 4.1 shows the time spectrum obtained by gating on the $^{17}$O scattering reaction channel for both one pad of the E, (a), and of ΔE, (b), detectors.

For the rest of the analysis, all the TRACE spectra were gated on the time peak of the E detector.

4.2.2 AGATA Time Spectra

Each γ-ray reconstructed by the tracking algorithm is associated to a timestamp $T_{AGATA}$, which measures the absolute time from the start of the Global Trigger and Synchronization (GTS) clock in steps of 10 ns. A more precise information is given by the PSA, that uses a Constant Fraction Discriminator (CFD) to determine the start time of the signal $t_{CFD}$. The sum of these two values gives the detection
**4.2. TIME SPECTRA**

![Time spectrum for E detector](image1)

**Figure 4.1:** Time spectra for one pad of the E, (a), and ΔE, (b), Silicon detectors under the gating condition that an $^{17}$O is detected in the pad.
time of the gamma relative to the start time of the GTS, as reported in Eq. 4.1.

\[ \text{time}_{TT} = T_{AGATA} + t_{CFD} \tag{4.1} \]

Figure 4.2 shows the AGATA time spectra, obtained by choosing one of the 15 detectors as a reference and by measuring the time difference between that detector and the other. A time walk of \( \sim 10 \) ns was observed, as one can see in the (a) panel. This has been corrected by adding an offset term during the second step of the data replay (within the tracking algorithm). The resulting spectra, after the correction, are shown in the (b) panel: here the spectra are aligned in less than 5 ns, that is smaller than the time resolution of HPGe detectors (\( \sim 10 \) ns).

In order to obtain useful physical information, however, the detection time of the \( \gamma \)-ray must be correlated to the detection time of the \( ^{17} \)O ions. This work, at the first stage, is done by the Narval emulator, that creates spectra obtained as the difference between each AGATA detector and the AGAVA (i.e. TRACE ancillary detectors) time stamp, in step of 10 ns. A better precision can be obtained either by adding to the AGAVA timestamp the so-called "phase shift" \( t_{\text{phase-shift}} \) and by including the CFD information \( t_{CFD} \) to the AGATA timestamp. The AGAVA phase-shift is acquired by one channel of the TDCs and measures when the VME master gate was opened relative to the GTS clock, while the CFD information is extracted during the PSA, as mentioned before. The AGATA time relative to the trigger time is then defined as follows:

\[ t_{\gamma} = T_{AGATA} + t_{CFD} - T_{AGAVA} - t_{\text{phase-shift}} \tag{4.2} \]

where \( T_{AGATA} \) and \( T_{AGAVA} \) are the timestamps for AGATA and for the ancillary detectors, as obtained by the Data Acquisition System.

The spectrum shown in Fig. 4.3 is obtained by calculating for each \( \gamma \)-ray the time information as given by Eq. 4.2.

### 4.2.3 HECTOR\(^+\) Time Spectra

Another time spectrum useful for the analysis is obtained from the time difference between the trigger of the acquisition and the HECTOR\(^+\) detectors, here indicated as \( t_{\text{HECTOR}^+} \). This information is given by the TDC, because these modules...
Figure 4.2: Time spectra of all AGATA detectors against a reference one, before ((a) panel) and after ((b) panel) the correction of the time walk.
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Figure 4.3: Example of time AGATA vs TRACE spectrum constructed following Eq. 4.2

work in “common start” mode, meaning that each TDC channel is started by the master trigger (see Sec. 3.5) and is stopped by the time signal of the corresponding LaBr₃:Ce detector. Fig. 4.4 shows the time spectra of one of the HECTOR⁺ detectors. The narrow peak centred at 300 ns corresponds to the coincidences between the detector and a ¹⁷O event in the TRACE array, while the tail to the right of the coincidence is caused by neutrons as indicated in the figure. The blue regions of the spectrum is related to background events.

4.3 Energy Calibration

4.3.1 TRACE

Since there are no long-lived emitters of alpha particles with higher energy, the energy calibration of charged particle detectors with radioactive sources is only possible up to a few MeV of energy. For this reason and since the energy loss in the E and ΔE detectors was known, the calibration where performed by fitting the peaks related to the elastic peak in the ΔE and E pads. The scaled down single allows to have this information. From this procedure we extract the calibration coefficients for each pad of the ΔE and E pads. Fig. 4.5 shows the energy spectrum.
of a ΔE (a) and E pad (b). Once the ΔE and E detectors have been calibrated, it was possible to sum the energy deposit in each ΔE pad with the energy deposit in the E pad behind it, obtaining a measure of the Total Kinetic Energy (TKE) of the ions stopped in each pad of the telescope. Fig. 4.5(c) shows the TKE spectrum measured in one pad.

**Drift Correction**

During the course of the experiment, the leakage current passing through the detectors has steadily increased due to the radiation damage caused by the scattered beam. This effect causes a gradual loss of the energy resolution and a variation over time of the energy gain for the different pads. These effects can be clearly seen in Fig. 4.6(a), where the TKE for one pad is shown in relation to the time (measured by the event counter): the pad has a clear drift of the elastic peak energy, as well as a degradation of the energy resolution.

In order to correct the drift, a fitting of the elastic peak every ~ 5 million events have been performed. In this way a series of recalibration coefficients have been obtained and used for an event-by-event correction. The result is shown in Fig. 4.6(b). The pad is the same of Fig. 4.6(a). Thanks to this correction, there
Figure 4.5: Energy spectra for one pad of the $\Delta E$, (a), and E, (b), Silicon detectors under the gating condition that an $^{17}$O is detected in the pad. The Total Kinetic Energy spectra is shown in (c).
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Figure 4.6: Scatter plot of the energy measured in one pad of the TRACE telescopes versus the time of acquisition. The (a) panel shows the pad with a clear drift over time, while the (b) panel shows the same pad after the drift correction.
was a clear improvement in the energy resolution, see Fig. 4.7. The FWHM after the drift correction was $\sim 2$ MeV at 340 MeV.

4.3.2 AGATA

The energy calibration of the AGATA detectors is performed during the first step of the replay, together with the PSA. The calibration coefficient for each segment of the 15 detectors and for the core electrode were calculated using calibration runs acquired with an $^{137}$Cs, $^{60}$Co and $^{88}$Y sources. Fig. 4.8 shows the energy spectrum used for the calibration.

The front-end electronics for the AGATA detectors has two settings, one for low dynamic range (up to 4 MeV) and one for high dynamic range (up to 20 MeV). In the present experiment, the 20 MeV range was used, although it is known that the segments show a non-linearity at high energies with this setting. While this effect is not large enough to compromise the performance of the tracking algorithms, it can deteriorate the energy resolution of the reconstructed $\gamma$-rays. Since this non-linearity affects only the segments, and not the core signals of the detectors, it is possible to correct this effect requiring in the tracking algorithm that, for every event, the sum of the segment energies in a crystal is recalibrated to be equal to the energy measured in the core.
### 4.3. Energy Calibration

![Energy Spectrum Graph](image)

**Figure 4.8:** Energy spectrum from $^{137}\text{Cs}$, $^{60}\text{Co}$ and $^{88}\text{Y}$ sources measured with the AGATA Demonstrator. The spectrum has been obtained after recalibrating segment energies with the energy measured by the core, for each crystal.

After this first calibration, the calibration coefficients were refined in order to check the gain stability over the time. This was done by choosing a set of reference lines and comparing the measured energy with the known value, for each crystal and each run. A new linear calibration was applied and the coefficient of the linear term was plotted, as shown in Fig. 4.9. The gain variation over the all measurement, that lasted one week, is less than 0.3 % indicating that the AGATA detectors were very stable.

#### 4.3.3 HECTOR$^+$

All the LaBr$_3$:Ce detectors of the HECTOR$^+$ array were calibrated in energy with standard radioactive sources such as $^{137}\text{Cs}$ and $^{60}\text{Co}$.

A recalibration for each HECTOR$^+$ detectors was necessary for the spectra taken during the measurement, probably due to the higher counting rate. This was performed by taking the energy spectra gated on the $^{17}\text{O}$ scattering channel and performing a fit on the decay from the first $2^+$ state to g.s. (corresponding to a $\gamma$-ray energy of 1131.69 keV) and on the decay from the first $3^-$ state to the first excited state (corresponding to a $\gamma$-ray energy of 1470.71 keV) of $^{124}\text{Sn}$. Fig. 4.10 shows the energy spectrum of the HECTOR$^+$ detectors after the recalibration with
Figure 4.9: The coefficient of the linear term of the recalibration fit is plotted for each crystal and for each run. The gain fluctuations are within 0.3 \%.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Population [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{18}\text{O}$</td>
<td>9.1</td>
</tr>
<tr>
<td>$^{17}\text{O}$</td>
<td>54.3</td>
</tr>
<tr>
<td>$^{16}\text{O}$</td>
<td>36.6</td>
</tr>
</tbody>
</table>

Table 4.1: Oxygen isotopes population.

the $^{124}\text{Sn}$ gamma-decay lines.

4.4 Ejectile Identification

The identification of the scattered ions detected in the TRACE array was performed with the standard \(\Delta E-E\) technique. The \(\Delta E-E\) technique is applicable when particles with kinetic energy \(E_0\) pass through a first detector, \(\Delta E\) detector, and are stopped in the second one, \(E\) detector. The partition of kinetic energy \(E_0\) between the two detectors is different for different particles, due to their different stopping powers.

A typical \(\Delta E-E\) matrix obtained for one pad is shown in Fig. 4.11(a). A clear separation between ions from Boron to Fluorine is visible. In particular a clear
Figure 4.10: Energy spectrum recalibrated with $^{124}$Sn gamma-decay measured with the HECTOR$^+$ detectors.

 mass separation could be observed in Fig. 4.11(b) where the region of the oxygen isotopes is depicted and the relative population is reported in Table 4.1.

The selection of the events related to the $^{17}$O scattering was performed by applying a gate condition on the energy loss of the ion. In particular, the request for each event was that the energy loss in one pad of the $\Delta E$ detector and the TKE must be inside of the black solid line depicted in Fig 4.11(b) as well as the time signal of the E detector must be inside the self-coincidence peak, see Fig. 4.1, while all the other pads were without signal.

4.5 Doppler Correction

4.5.1 Doppler Correction for the Target-like Partner

The scattering of the $^{17}$O beam transfers some recoil kinetic energy to the target nuclei. The amount of this recoil energy can be calculated with simple kinematics considerations, as shown in Appendix A.

The speed obtained for the recoil is of the order of 0.5% of the speed of light.
Figure 4.11: Scatter plot of the Total Kinetic Energy measured in one pad of the TRACE telescopes versus the energy deposit measured in the ΔE pad. The (a) panel shows the full range of ions that were measured, while the (b) panel shows the separation between the oxygen isotopes.
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Figure 4.12: Schematic view of the direction of the $^{17}$O ions (solid line) and of the recoiling $^{124}$Sn ions (dashed line) when an $^{17}$O has been detected in the left or right telescope.

While this value of $\beta$ is quite small, it is enough to cause a shift of more than 10 keV for high energy $\gamma$-rays. This can be seen clearly if we compare the $\gamma$-ray energy spectrum obtained in coincidence with an $^{17}$O ion detected in the left TRACE telescope with the one in coincidence with the right telescope. Indeed, due to kinematics in one case the recoil goes away from the AGATA Demonstrator, while in the other goes towards it, as shown in Fig. 4.12.

Fig. 4.13(a) shows the gamma decay from the first $3^-$ excited state, at an energy of 1471 keV, of the $^{124}$Sn detected in coincidence with an $^{17}$O in the left telescope, blue spectrum, and with an $^{17}$O in the right telescope, red spectrum. Due the short-lifetime of the state, the $\gamma$-ray is emitted when the $^{124}$Sn is still recoiling and for that the two spectra are clearly shifted.

In order to perform a Doppler correction for the recoil, Eq. A.5 has been used to associate to each pad of the TRACE telescope the velocity vector of the corresponding recoil, and kept a fixed value of $v/c$. The result of the Doppler correction is shown in Fig. 4.13(b) for the 1471 keV line of the $^{124}$Sn.
Figure 4.13: Energy spectra of the γ-rays in coincidence with an $^{17}$O ion measured in the left, blue spectrum, or right, red spectrum, TRACE telescope (a) panel. The (b) panel shows the spectrum after the Doppler correction.
4.5. DOPPLER CORRECTION

4.5.2 Doppler Correction for the Projectile-like Ejectile

One of the main challenges of the next generation of gamma spectrometers will be the detection of $\gamma$-ray emitted in-flight by radioactive beams, in condition of high background and relativistic velocity. For this reason, it was interesting to study the gamma decay from the projectile-like ejectiles produces in our experiment as they had a $v/c$ of the order of 20%.

We choose to focus on the $^{16}$O because it has a very strong $\gamma$-ray line at 6129 keV where the Doppler effect is larger and the background from the target lower.

The Doppler correction was applied using the well-known equation:

$$E_{corr} = E_{lab} \frac{1 - \beta \cos \theta}{\sqrt{1 - \beta^2}}$$  \hspace{1cm} (4.3)

where $E_{lab}$ is the energy measured in the laboratory frame of reference, $E_{corr}$ is the energy of the projectile frame of reference, and $\theta$ is the angle between the projectile velocity vector and the $\gamma$-ray velocity vector.

For the $\gamma$-rays detected by the AGATA Demonstrator, the direction of the $\gamma$-ray velocity vector was determined by the position of the first point of the interaction the AGATA Demonstrator. Tracking algorithms are able to determine, for each reconstructed $\gamma$-ray, the first interaction point and its coordinates, which are given as a part of the output in the ROOT tree. The coordinates for the interaction points are given in the AGATA frame of reference.

The direction of the projectile velocity vector was similarly determined by the position of the pad in which the ion was detected. In order to account the uncertainties in the position of the silicon detectors, we performed an optimization procedure for the position of the telescopes. Starting from the design position, we have moved them horizontally in a 1 cm x 1 cm large grid with step of 1 mm. For each point a figure of merit that takes into account the FWHM and the correct energy of the $^{16}$O line was evaluated. The procedure was applied for the data measured with the $^{208}$Pb target that had the same geometries of the $^{124}$Sn. For the rest of the analysis, we used the optimal positions found in this way as the reference position of the TRACE telescopes.

The spectra obtained for the $^{16}$O gamma-decay are shown in Fig. 4.14 measured in coincidence with one pad of the TRACE telescope. The Doppler correction
Figure 4.14: Energy spectra of the γ-rays measured in coincident with the $^{16}$O reaction channel, measured by one pad of the TRACE telescope, for the AGATA Demonstrator before, black spectrum, and after, red spectrum, the Doppler correction was performed with the optimal position of the TRACE telescopes and the full information of the PSA and tracking. A fixed value of $\beta=0.203$, calculated from the reaction kinematics, have been used. The Fig. 4.14 shows clearly a marked improvement in the energy resolution of the Doppler-corrected spectrum thanks to the high position resolution of the AGATA detectors.

The same procedure was applied for γ-rays of $^{16}$O detected by the HECTOR$^+$ array. In this case, the γ-ray velocity vector was determined by the position of the centres of the crystals and the projectile velocity vector in the same way described above. Fig. 4.15 shows the γ-ray spectra before and after the Doppler correction. Even if the correction is limited by the not so good angular resolution of the HECTOR$^+$ array (each detectors cover an angle of about 20°at 25 cm from the target) there is a marked improvement of the energy resolution also in this case.
4.5. **Doppler Correction**

![Energy spectrum without Doppler correction](image)

(a)

![Energy spectrum with Doppler correction](image)

(b)

**Figure 4.15:** Energy spectra of the $\gamma$-rays measured in coincident with the $^{16}$O reaction channel for one of the HECTOR$^+$ detector. The (a) panel shows the spectrum without Doppler correction while the (b) panel is the spectrum with the Doppler correction.

84
Figure 4.16: Schematic view of scattered ion that lost its energy in a \(\Delta E\) pads, marked with a star, and that it stopped in the neighbour E pad of the "standard" E pad.

4.6 Silicon Neighbour Configurations

As explained in sec. 3.1 the TRACE telescope was composed by two segmented silicon detectors mounted inside the scattering chamber. Due to the no-spherical geometry of these detectors and the reaction kinematics, we have noticed that if we considered only the “standard” \(\Delta E\)-E combination of pads, for which a \(\Delta E\) pad is combined with the E pad behind it, a number of “good” events would be lost. Indeed, the scattered ions that lost their energy in a \(\Delta E\) pads, are not necessary stopped in the corresponding E pad, as shown in Fig. 4.16. This effect has to be taken into account in order to increase the statistics of our experiment. For these reasons, all the possible combination of \(\Delta E\)-E pads (named “silicon neighbour” combinations) have been considered and we have verified that the corresponding \(\Delta E\)-TKE matrix made sense. In Fig. 4.17 are shown the results for a configuration of silicon pads in which a \(\Delta E\) pad is associated with the E pad directly below the "standard" one. The green pad are the ones for which the corresponding \(\Delta E\)-TKE matrix made sense, see Fig. 4.18. As can be seen from Fig. 4.18 \(\Delta E\)-TKE matrix generated by this combination of pads has the typical \(\Delta E\)-TKE matrix shape. Also in this case, a clear separation between ions from Boron to Fluorine is visible and there is a good mass separation. It is clear that, if we think at the geometry and the reaction kinematics, the only pads involved in the configuration just described are the ones, coloured in green in Fig. 4.17, in the bottom part of the two telescopes. By considering all the possible silicon neighbour combinations, the statistics have been increased by approximately \(\sim 20\%\).
4.6. SILICON NEIGHBOUR CONFIGURATIONS

Figure 4.17: Results for a configuration of silicon pads in which a $\Delta E$ pad is associated with the $E$ pad directly below the "standard" one. The green pads are the ones for which the associated $\Delta E$-TKE matrix made sense, see 4.18.

Figure 4.18: $\Delta E$-TKE matrix in the case of a silicon neighbour combination of pads.
4.7 Correlation Between Gamma-rays and Scattered Ions

As described in sec. 4.4, the TRACE array was used, in our experiment, to select the inelastic scattering channel of the $^{17}$O. Another key features of this array is the possibility to used it with the AGATA or the HECTOR$^+$ arrays in order to select transitions to a given state of the excited nucleus. This can be done correlating the $\gamma$-ray energy, measured with the AGATA or the HECTOR$^+$ array, with the excitation energy transferred to the target nuclei. This latter quantity can be measured as the Total Kinetic Energy Loss (TKEL) of the projectile, that is the difference between the Total Kinetic Energy (TKE) measured in an event and the energy corresponding to an elastic scattering event.

After the selection of the inelastic scattering channel, see sec. 4.4, all the events can be used to construct a coincident matrix of the measured decay energy ($E_{AGATA}$ or $E_{HECTOR^+}$) versus the excitation energy (TKEL), see Fig. 4.19. In these matrix, $\gamma$-ray transitions occur as horizontal lines thanks to the better energy resolution of the AGATA/HECTOR$^+$ arrays compared to the energy resolution of the TRACE telescopes. The transition to a given state of the nucleus are located on diagonal lines. Hence, by applying diagonal gates on these matrix, decays into a define final state of the nucleus can be selected and the corresponding $\gamma$-ray spectra can be generated and analysed. Since we are interested to select the ground-state decays, a diagonal gates on these matrix have been performed, as shown by the diagonal regions in Fig. 4.19. It has to be noticed that, due to the not so good energy resolution of the TRACE telescopes, the diagonal cuts have a width of $\pm$1 MeV. In principal this gating condition should exclude both the gamma decay from higher lying states (see in the bottom right part of the matrix) and the $\gamma$-rays corresponding to a random coincidence with an elastic scattering event (vertical structure in the top part of the matrix).

Fig. 4.20 shows the energy spectrum measured with the AGATA array, (a) panel, and the HECTOR$^+$ array, (b) panel, under different gating conditions. The black spectrum is obtained without any gate condition while the blue one is the energy spectrum of the $\gamma$-rays detected in coincidence with the scattered $^{17}$O ion. Since both spectra are normalized to the total number of counts, it is clear how the selection of the $^{17}$O scattering channel enhances the intensity of the $^{124}$Sn
4.7. CORRELATION BETWEEN GAMMA-RAYS AND SCATTERED IONS

(a) AGATA-TRACE matrix

(b) HECTOR$^+$-TRACE matrix

**Figure 4.19:** Scattered plot showing the $\gamma$-ray energy of the $^{124}$Sn, measured by the AGATA array in the (a) panel and HECTOR$^+$ array in the (b) panel, versus the TKEL, measured by the TRACE telescopes. The diagonal gate for the selection of the ground-state decays is marked by the solid black lines.
transitions. The red spectrum is the energy spectrum with the additional diagonal gate condition as explained above. It is evident how the transition corresponding to the ground-state decay of the $2^+$ states are further enhanced compared to the blue spectrum. Fig. 4.21 shows the level scheme of the ground-state decays, red solid lines, of $^{124}$Sn observed in our experiment. However, due to the poor energy resolution of the TRACE telescopes, some gamma decays from higher lying states are still present (i.e. $E_\gamma=1471$ keV, black solid line in Fig. 4.21).

4.8 Gamma Decay from the Pygmy Dipole Resonance

4.8.1 Background subtraction

Due to the limited energy resolution of the TRACE telescopes, some gamma decay from higher lying states are still present in the $\gamma$-ray energy spectrum generated with the diagonal gate described in sec. 4.7. In order to obtained an energy spectrum free from these decays, a background subtraction has been performed. Since this background comes from high lying states, we applied a diagonal gate on the $\gamma$-TKEL matrix in order to select the decays from these states into the first excited state at 1131.7 keV. In Fig. 4.22 are shown the diagonal gates for the selection of the background marked by the solid black lines in the $\gamma$-TKEL matrices for the AGATA array and the HECTOR$^+$ array.

Fig. 4.23 shows the energy spectrum, in the energy range of the PDR decay, measured by the AGATA array ((a) panel) and the HECTOR$^+$ array ((b) panel) gated on the background diagonal cut depicted in Fig. 4.22. As can be seen in the background energy spectra no evident structures are present and its decay seems to be more of statistical exponential nature in the PDR region.

The background spectra generated as described above have been subtracted to the energy spectra of the ground-states decays, in order to obtain a clean energy spectra of the gamma decay from the PDR states. The results are shown in the following section.
Figure 4.20: AGATA ((a) panel) and HECTOR$^+$ ((b) panel) and energy spectrum under different gating conditions: the black spectrum is without any gate, the blue spectrum is gated on the $^{17}$O scattering channel and on the coincidence peak of the time spectrum, and the red one has the additional diagonal gates shown in Fig. 4.19.
Figure 4.21: Level scheme of the ground-state decays, red solid lines, of $^{124}$Sn observed in our experiment, see 4.20. Due to the poor energy resolution of the TRACE telescopes, some gamma decays from higher lying states are still present (i.e. $E_\gamma = 1471$ keV, black solid line)
Figure 4.22: Scattered plot showing the γ-ray energy of the $^{124}$Sn, measured by the AGATA array in the (a) panel and HECTOR$^+$ array in the (b) panel, versus the TKEL, measured by the TRACE telescopes. The diagonal gate for the selection of the background is mark by the solid black lines.
Figure 4.23: AGATA (a) panel) and HECTOR+ (b) panel) and energy spectrum gated on the background diagonal cuts shown in Fig. 4.22.
4.9. GIANT QUADRUPOLE RESONANCE

4.8.2 Pygmy Dipole Resonance Decay

As mentioned in sec. 1.3, the PDR is composed by a number of discrete states of $J^\pi=1^-$ nature, whose dominant decay channel is towards the $0^+$ ground-state. In order to measure the gamma decay from the PDR, the $^{17}$O inelastic scattering channel have to be selected, a gate on the time spectrum have to be performed as well as request that the $\gamma$-ray energy have to be equal to the TKEL within detector resolution, as explained in sec. 4.7. In order to subtract the Compton continuum and the escape peaks present in the energy spectra, a procedure named “unfolding” could be applied to the experimental energy spectrum, see Appendix B. Unfortunately, in our case, this procedure could not be applied due to the low statistics in the PDR region but it has been applied on the other nuclei measured in our experiment ($^{208}$Pb, $^{90}$Zn and $^{140}$Ce). However, a background subtraction, as described in sec. 4.8.1, have been performed. Furthermore, since the typical lifetime of these states is of the order of femtoseconds, a Doppler correction for the recoil has been also applied (see sec. 4.5.1). Fig. 4.24 shows the $\gamma$-ray energy spectrum of the $^{124}$Sn in the PDR decay region obtained with these condition for the AGATA ((a) panel) and the HECTOR+ ((b) panel) arrays. As can be seen from these spectra, a large fragmentation of the dipole strength is observed and for this reason the clear identification of the transition is difficult, only the stronger transitions can clearly be identified. The coloured lines mark the energy at which PDR transitions have been measured with photon ([64]) and alpha ([65]) scattering experiments. The blue and red lines correspond to known E1 transitions we observed (the dashed ones when the identification is not clear).

It has to be noticed that the structure of the $\gamma$-rays from the PDR measured by the two $\gamma$-ray detector arrays is similar. Note that the efficiency at high energy is higher for the LaBr$_3$:Ce detectors but still the states in this region are not populated. This confirm that the states above 7 MeV are not populated via inelastic scattering of $^{17}$O.

4.9 Giant Quadrupole Resonance

Since the inelastic scattering of $^{17}$O at 20 MeV/u is expected to populate strongly the giant resonance region of the target nuclei, it was interesting to investigate
Figure 4.24: AGATA ((a) panel) and HECTOR+ ((b) panel) energy spectrum of the 124Sn in the PDR region with the gating conditions described in the text.
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<table>
<thead>
<tr>
<th>Resonance</th>
<th>Multipolarity</th>
<th>Energy [MeV]</th>
<th>FWHM [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISGQR</td>
<td>2</td>
<td>12.3</td>
<td>3.1</td>
</tr>
<tr>
<td>ISGMR</td>
<td>0</td>
<td>14.0</td>
<td>3.8</td>
</tr>
</tbody>
</table>

**Table 4.2:** Multipolarity, centroid energy and FWHM of the IsoScalar Giant Monopole and Quadrupole in $^{124}$Sn taken from [66].

this excitation in our experiment. The energy spectra of the inelastic scattered $^{17}$O ions are expected to show strong peaks above the separation energy. Indeed the excitation energy transferred to the target is measured by the Total Kinetic Energy Loss (TKEL) of the projectile, that is the difference between the Total Kinetic Energy (TKE) measured in an event and the energy corresponding to the elastic scattering event.

Fig. 4.25 shows the excitation spectra in the Giant Resonance region for the $^{124}$Sn. The bump arising from the excitation of the giant resonance region is clearly visible and it has been fitted with a simple Gaussian to show that the centroid energy measured in our experiment is 12.4 MeV and it is close to the known energy of the ISGQR (12.3 MeV). The width is, however, larger (4.8 MeV) then the predicted one (3.1 MeV) this is probably due to the fact that the ISGQR is not the only giant resonance to be populated in the reaction and the peak in Fig. 4.25 could be the result of the partial superimposition of more than one resonance. The reference values are reported in Table 4.2.
Figure 4.25: Energy spectrum of the scattered $^{17}$O ions measured with $^{124}$Sn target. The peak is due to the population of the ISGQR.
Chapter 5

Experimental Results

Following the procedure described in chap. 4, the experimental results of the experiment described in this thesis are given and discussed in this chapter. In particular, the determination of the multipolarities of the PDR transitions is described in sec. 5.1 and a comparison of the measured intensities of the observed transitions to the B(E1) value reported in literature has been, also, performed in sec. 5.2. Furthermore a determination of the differential cross section of the PDR transitions is presented in sec. 5.3.

5.1 Determination of The Multipolarities

As discussed in sec. 1.3 the Pygmy Dipole Resonance is a concentration of $J^\pi=1^-$ states around the particle threshold. The investigation on the multipolarities of these transitions has been performed taking advantage of the angular distribution of the emitted $\gamma$-rays.

The angular distribution associated with an electromagnetic transition from a state $|J_i\rangle$ to a state $|J_f\rangle$ is given by:

$$W(\theta) = \sum_{m_i, \lambda \mu} |\langle J_i m_i \lambda \mu | J_f m_f \rangle|^2 P(m_i) Z_{\lambda \mu}(\theta)$$  \hspace{1cm} (5.1)

where $P(m_i)$ is the population probability of each magnetic component $m_i$ of the initial state, and $Z_{\lambda \mu}(\theta)$ is the angular distribution of the photons of multipolarity
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\( \lambda \) with component \( \mu \), which can be calculated exactly (see [67]). In absence of specific constraints all the possible magnetic substates \( m \) are equally populated, so there is no alignment. In some cases, as in the present of magnetic fields or in the case of states formed in nuclear reactions, some substates are selected in a privileged way, therefore giving a certain alignment to the nuclear spin. The excited states formed in nuclear reactions are generally oriented with respect to the beam direction and the degree of orientation depends on the formation process and on the reaction mechanism. For these reasons we expected a certain degree of alignments in our experiment.

Exploiting the position sensitivity of the AGATA Demonstrator and TRACE arrays it is possible to obtain almost continuous angular distributions. The AGATA Demonstrator has been treated as a continuous HPGe detector and for each \( \gamma \)-ray the angular position of the first interaction point with respect to the recoil direction has been considered. Qualitatively, the multipolarity can be identify by comparing the \( \gamma \)-ray energy spectrum gated on the angular distribution of the emitted \( \gamma \)-rays. Indeed, if we put a gate on the angular distribution, see Fig. 5.1, it is possible to identify the E1 and E2 component in the \( \gamma \)-ray spectra. Fig. 5.2 shows the comparison between the \( \gamma \)-rays spectra of \( ^{124}\text{Sn} \) in the PDR energy region. The red spectrum is gated on 65°-115° angular range in order to enhanced the E1 transitions while the blue spectrum is gate on 0°-65° and 115°-180° angular range to enhanced the E2 transitions. The PDR transitions are clearly enhanced in the red spectrum, showing as expected an E1 behaviour.

The same analysis described above has been also performed with the HECTOR\(^{+} \) array. In this case the angular range has been define as the angle between the recoil direction and the center of the LaBr\(_3\):Ce crystals in which the emitted \( \gamma \)-ray has been detected. Fig. 5.3 shows the spectra obtained by gating on different angular range as described above. The PDR region shows an E1 character also in this case but thanks to the PSA and tracking algorithms a much better discrimination between the E1 and the E2 component is achieved with the AGATA Demonstrator array.

In order to better evaluate the multipolarity of the PDR transitions we decided
Figure 5.1: Expected angular distributions for an E1, red dashed line, and E2, blue dashed line, transition. The highlighted blue and red region represent the angular gate used to enhance the E2 and E1 transitions respectively.
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Figure 5.2: $\gamma$-rays spectra of $^{124}$Sn in the PDR energy region measured with the AGATA Demonstrator. The red spectrum is gated on 65'-115' angular range in order to enhanced the E1 transitions while the blue spectrum is gate on 0'-65' and 115'-180' angular range to enhanced the E2 transitions.

Figure 5.3: $\gamma$-rays spectra of $^{124}$Sn in the PDR energy region measured with the HECTOR$^+ \text{ array}$. The red spectrum concerns the angular range 65'-115'in order to enhanced the E1 transitions while the blue spectrum concerns the angular range 0'-65'and 115'-180'to enhanced the E2 transitions.
to focused on the events detected by the AGATA Demonstrator array, thanks to the better position sensitivity achieved with this array. We considered the angular range between 0° and 180° and we simulated the efficiency for each angle of a γ-ray at the energies needed for our analysis. We have then measured for each angle the intensity of the different transitions in the $^{124}$Sn spectrum and the results have been divided by the efficiency at the considered energy. In this way, the angular distribution for each transitions of interest has been extracted, see Fig. 5.4. In (a) panel the known E2 transition from the first $2^+$ excited state at 1132 keV to the ground state is depicted with blue squared and the black circles represent the angular distribution of the region between 4 and 5 MeV that has several known $2^+$ states. In (b) panel the known E1 transition at 1471 keV from the first $3^-$ excited state to the first $2^+$ excited state at 1132 keV is depicted with red squared and the black circles represent the angular distribution of the PDR region between 6 and 7 MeV. As can be noticed all the angular distributions follow the expected trend. It has to be pointed out that, due to the low statistics of the recoil detected in the left pad of the TRACE telescopes, the angular distributions between 90° and 180° is dominated by statistical fluctuations.

The ratio between the number of counts in the 65°-115° angular range over the number of counts in the 15°-65° angular range for different transitions has been evaluated. Fig. 5.5 shows these ratio: the horizontal red region corresponds to expected angular distribution and the blue one to E2 distribution. As can be seen from Fig. 5.5 the PDR region shows, as expected, an E1 behaviour.

### 5.2 Dipole Strength

The investigation of the angular distribution described in sec. 5.1 of several energy ranges up to 9 MeV clearly proves the E1 character of the strength in the PDR region. As mentioned in sec. 1.3, while almost all $J^\pi=1^-$ states have been excited and observed up to 6.8 MeV in $(\alpha, \alpha'\gamma)$ [65], as well as in $(\gamma, \gamma')$ [64] reactions, the intensity drop off significantly for higher energies in the case of $(\alpha, \alpha'\gamma)$ reaction. Between 7 and 8 MeV only a few states are excited in the case of α-scattering experiments while a high concentration of $J^\pi=1^-$ states with large $B(E1)\uparrow$ values has been observed in $(\gamma, \gamma')$ experiments. This splitting of the dipole strength has been observed in different nuclei and could be explained as a different under-
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![Graphs showing absolute angular distributions for different E1 and E2 transitions.](image)

(a) E2 angular distribution

(b) E1 angular distribution

**Figure 5.4:** Absolute angular distributions for different E1 ((b) panel) and E2 ((a) panel) transitions of $^{124}$Sn.
Figure 5.5: Ratio between the number of counts in the 65'-115' angular range over the number of counts in the 15'-65' angular range, measured with the AGATA Demonstrator, for different transitions of $^{124}$Sn. The horizontal red region corresponds to E1 expected angular distribution and the blue one to E2 distribution.

ling structure of these low-lying E1 states. The low-energy group of states has a strong isoscalar component while the high-energy group of states has a stronger isovector component. In order to better understand this phenomenon the complete ground-state decay spectrum, measured with the AGATA Demonstrator and the HECTOR$^+$ arrays, has been deduced in bins of 100 keV width after subtracting the contribution of random coincidence and the feeding from the excited states as described in sec. 4.8. The results are shown in Fig. 5.6 and compared to the one obtained in the ($\alpha$, $\alpha'$/$\gamma$) experiments, in pink, and in the ($\gamma$, $\gamma'$) experiments in blue. The low-energy part, below 7 MeV, of the resonance is equally excited by heavy ions, alphas and photons, while the high-energy part, above 7 MeV, is weakly excited by ions and alphas. The strength in peaks for the two different energy region, below and above 7 MeV, is shown in Fig. 5.7. Also from this figure, it could be deduced that the strength measured in the ($\gamma$, $\gamma'$) experiment are almost equal in both energy ranges, which it is not the case in our experiment and in the ($\alpha$, $\alpha'$/$\gamma$) experiments. We can therefore say that the inelastic scattering of $^{17}$O at 20 MeV/u was successfully used to measure the gamma decay from the PDR states of
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<table>
<thead>
<tr>
<th>γ-ray energy [keV]</th>
<th>Multipolarity</th>
<th>$B\left(E\lambda\right) \uparrow$ [W.u.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1131.7</td>
<td>E2</td>
<td>9.0</td>
</tr>
<tr>
<td>3214.4</td>
<td>E2</td>
<td>1.5</td>
</tr>
<tr>
<td>3761.8</td>
<td>E2</td>
<td>0.3</td>
</tr>
<tr>
<td>5500-7000</td>
<td>E1</td>
<td>0.22</td>
</tr>
<tr>
<td>7000-9000</td>
<td>E1</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 5.1: Known $B\left(E\lambda\right)\uparrow$ used for the cross sections calculation performed with the FRESHCO code as described in Appendix C. The data were taken from [68] and [64].

$^{124}\text{Sn}$, and that the results point to the presence of a splitting of the PDR similar to what has been observed with the $(\alpha, \alpha'\gamma)$ technique.

5.3 Determination of Differential Cross Section

As already mentioned, by comparing results of photon, alpha and heavy ions scattering experiments, a clear selectivity in the population of these PDR states has been observed. It is thought that this splitting reflects a different underlying structure: the low-energy states are of isoscalar nature and their transition density is peaked on the surface, while the high-energy states are of isovector nature and are associated to a transition towards the IVGDR. While the photons in the $(\gamma, \gamma')$ experiments interact with the nucleus as a whole based on the electromagnetic interaction, the heavy ions in our experiments are predominately isoscalar hadronic probes with an interaction located at the surface of the nucleus. Because of the different interaction depth of the probes within the nucleus, the excitation of the states with different radial transition densities is strongly affected. In order to better understand the character of these states, the excitation cross sections calculated with the FRESHCO code and the cross sections measured in our experiment have been compared.

The cross sections for the given kinematic conditions have been calculated with the FRESHCO code, see Appendix C, based on the known $B\left(E\lambda\right)\uparrow$ values, reported in Table 5.1.

In principal, the differential cross sections obtained from the DWBA calculation
Figure 5.6: Complete and in peaks ground-state decay spectrum, measured with the AGATA Demonstrator ((a) panel) and the HECTOR\textsuperscript{+} ((b) panel) arrays, in bins of 100 keV (depicted in green). The blue and the pink graphics are the strengths measured in photon and alpha-scattering respectively.
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Figure 5.7: Ratio of the strength in peaks evaluated in the two energy region, below and above 7 MeV, for the three experiments.
should be compared to the experimental cross sections, obtained from the spectra
as
\[
\frac{d^2\sigma}{dEd\Omega} = \frac{N_{\gamma}(E)}{\epsilon(E)N_{\text{beam}}N_{\text{target}}d\Omega}
\]
(5.2)
where \(N_{\gamma}(E)\) is the number of the \(\gamma\)-rays measured at an energy \(E\), \(\epsilon(E)\) is the
absolute efficiency of the \(\gamma\)-ray detection array at the energy \(E\) (which should take
into account also the angular distribution of the \(\gamma\)-rays), \(d\Omega\) is the solid angle
of the TRACE pads, \(N_{\text{target}}\) is the number of the target nuclei per unit surface
and \(N_{\text{beam}}\) are the number beam nuclei that passed through the target during
the whole measurement. Unfortunately, the latter term could not be evaluated,
because no calibrated faraday cup was available for use as a beam dump. For this
reason we have normalized the values of the experimental cross section in the case
of the elastic scattering on the cross section value calculated with the code. This
normalization factor has been used for the calculation of the cross section of the
other states of interest. Fig. 5.8 shows the Elastic over Rutherford cross section as
a function of the scattering angle. The experimental results have been normalized
to the calculated cross section in this case.

In order to prove the reliability and the accuracy of our calculation the compari-
son between the experimental and the calculated cross sections for different excited states has been evaluated. It has to be pointed out that all the experimental cross sections have been corrected for the intrinsic efficiency of the AGATA array and for the $^{17}$O-$\gamma$ angular correlation. The uncertainties given for the cross sections take into account the uncertainties due to the statistics, the angular correlation (10%) and the AGATA array efficiencies (10%). The excited states considered were all $2^+$ states at 1131.74 keV, 3214.36 keV and the sum of two states at 4528.8 keV and 4604.6 keV.

As explain in sec. 2.2.1 the deformed potential model was used with the FRESCO computer code in the Distorted Wave Born Approximation (DWBA). Nuclear transition potential for angular momentum transfer $L$ are assumed as:

$$H^N_L(r) = -\delta_V(L)\frac{dV(r)}{dr} - i\delta_W(L)\frac{dW(r)}{dr}$$  \hspace{1cm} (5.3)

In our calculations, the real and the imaginary deformation length are assumed equal: $\delta_V(L) = \delta_W(L) = \delta_L$. The Coulomb interaction is represented in the form of a multipole expansion between a point charge and a uniformly charged sphere with radius $R_c$, and can be written as:

$$H^C_L(r) = \frac{4\pi Z_p e}{2L + 1} [B(EL) \uparrow]^1/2 \begin{cases} \frac{r^L}{R^2_c L+1} & \text{se } r < R_c \\ \frac{1}{r^{L+1}} & \text{se } r > R_c \end{cases}$$

where $Z_p$ is the atomic number of the projectile and the $B(EL) \uparrow$ is the charge multipole moment. This model assumes that the deformation length of the transition potential is equal to that of the nuclear density distribution. The mass multipole moment can then be expressed as:

$$B(L) \uparrow = \delta_L^2 \left[ \frac{3A}{4\pi} R^{L-1} \right]^2$$  \hspace{1cm} (5.4)

if a uniform distribution with radius $R$ is assumed. It is possible to express the mass multipole in terms of the $r^L$ radial moments of the neutron and proton transition densities as follow

$$B(L) \uparrow = |M_n + M_p|^2$$  \hspace{1cm} (5.5)
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Since \( B(EL) \uparrow = |M_p|^2 \), it follows

\[
\frac{|M_n|}{M_p} = \left[ \frac{B(L) \uparrow}{B(EL) \uparrow} \right]^{1/2} - 1
\]

which is an indication of the isospin character for the excitation. For multipoles with \( L \geq 2 \), the deformation length \( \delta_L \) corresponding to 100% of the isoscalar energy-weighted sum rule (EWSR) is given by the relation

\[
\delta_L^2 = 2\pi \hbar^2 \frac{L(2L + 1)}{3mAE_x}
\]

where \( m \) is the nucleon mass, \( A \) is the mass number, and all the strength is assumed to be localized at an excitation energy \( E_x \). The magnitude and shape of the differential cross section are dependent upon the magnitudes of nuclear and Coulomb amplitudes as well as their relative phase. For more details on the model see [34] and [69]. In the analysis describe in this thesis, the differential cross section for the \( 2^+ \) states was calculated using the \( B(E2) \uparrow \) known from literature and reported here in Table 5.1. In order to verify the performances of the FRESCO calculations, the cross section for the first \( 2^+ \) state has been evaluated with different values of \( M_n/M_p \). As can be observed from Fig. 5.9(a) the best value for \( M_n/M_p \) is \( N/Z \) in agreement with the pure isoscalar nature of this state. Since the calculations seem to be sensible to the value of \( M_n/M_p \), for all the other \( 2^+ \) states the FRESCO calculations have been performed with the value \( M_n/M_p = N/Z \) according to the nature of these states. Since the \( B(E2) \uparrow \) of the states at 4.5-4.6 MeV has not yet been measured we decided to used the \( B(E2) \uparrow \) of the highest \( 2^+ \) state known up to now (3761.83 keV). Due to the nature of these states the \( B(E2) \uparrow \) of the excited states at 3761.83 keV has to be almost similar to the real one for the two states considered in our case. Fig. 5.9 shows the experimental cross section for the known \( E2 \) transitions of the \( ^{124}\text{Sn} \). It is clear from Fig. 5.9 that the differential cross sections can be well reproduced by DWBA calculations using the deformed optical potential model transition densities. In addition the experimental data are clearly in agreement with the calculations remarking that the procedure used for the normalization is correct. In particular even the calculated cross sections for the two states around 4.5-4.6 MeV seem to reproduced the experimental data correctly, thing that validate our assumptions about the \( B(E2) \uparrow \) used. It has to be noticed that it is the first time that these \( E2 \) \( \gamma \)-rays transitions have been measured with
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<table>
<thead>
<tr>
<th>γ-ray energy (keV)</th>
<th>dσ/dΩ (mb/sr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5600-5800</td>
<td>0.58</td>
</tr>
<tr>
<td>5800-6000</td>
<td>1.22</td>
</tr>
<tr>
<td>6000-6200</td>
<td>0.95</td>
</tr>
<tr>
<td>6200-6400</td>
<td>0.50</td>
</tr>
<tr>
<td>6400-6600</td>
<td>0.42</td>
</tr>
<tr>
<td>6600-6800</td>
<td>0.45</td>
</tr>
<tr>
<td>6800-7000</td>
<td>1.22</td>
</tr>
<tr>
<td>7000-7200</td>
<td>0.19</td>
</tr>
<tr>
<td>7200-7400</td>
<td>0.10</td>
</tr>
<tr>
<td>7400-7600</td>
<td>0.99</td>
</tr>
<tr>
<td>8000-8200</td>
<td>1.44</td>
</tr>
</tbody>
</table>

Table 5.2: Cross sections for the excitation of $J^\pi=1^-$ states in $^{124}$Sn via inelastic scattering of $^{17}$O.

Unfortunately, in the energy region of the PDR, statistics were insufficient for a quantitative analysis of the differential cross section of each single transition. For this reason the PDR transitions have been divided in two energy regions, below and above 7 MeV, and the cross sections integrated in these energy regions have been evaluated. Fig. 5.10 shows the results in the two energy regions. The FRESCO calculations were performed using the sum of the $B(E1)$ of the $1^-$ states measured in the $(\gamma, \gamma')$ experiment, [64]. In Fig. 5.10 the Coulomb and total cross sections calculated with the FRESCO code are reported. As can be observed the experimental cross sections for PDR transitions are larger compared to the expected calculated cross sections, especially for the low-energy states remarking the isoscalar nature of these transitions.

The differential cross sections for the identified $J^\pi=1^-$ states, integrated in bins of 200 keV, have been evaluated at the scattering angle $\theta_{17O,Lab}=13^\circ$. Fig. 5.11 shows the cross sections for the excitation of $J^\pi=1^-$ states in $^{124}$Sn via inelastic scattering of $^{17}$O measured in our experiment together with the experimental sensitivity limit. The relative data are reported in Table 5.2.
Figure 5.9: Experimental cross sections for the E2 transitions of $^{124}$Sn measured in ($^{17}$O, $^{17}$O'γ) experiment. The dashed line represents the calculated cross section with the FRESO code.
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Figure 5.10: Experimental cross sections for the PDR transitions below ((a) panel) and above ((b) panel) 7 MeV of $^{124}$Sn measured in ($^{17}$O, $^{17}$O'γ) experiment. The dashed line represents the calculated Coulomb cross section with the FRESCO code, based on [64].
Figure 5.11: Cross sections for the excitation of $J^\pi=1^-$ states in $^{124}$Sn via inelastic scattering of $^{17}$O. The dashed black line represents the sensitivity limit.

In this analysis the experimental energy-dependent sensitivity limit, based on the background present in the spectra, has been evaluated with the following condition for the minimum peak area as follows:

$$A \geq \frac{1}{2p^2} + \sqrt{\frac{1}{4p^4} + \frac{2B}{p^2}}$$  \hspace{1cm} (5.8)

where $A$ in the peak area, $B$ in the background and $p$ the relative uncertainty of the peak area, $p = \frac{\Delta A}{A}$ that it is required to be smaller than $p \leq 0.7$ to be accounted for the analysis. Fig. 5.12 reports the same plot compared to the cross sections measured in the $(\alpha, \alpha'\gamma)$ experiment [65], pink plot, and the $B(E1) \uparrow$ strength distribution obtained in the $(\gamma, \gamma')$ experiment [64], blue plot. It has to be pointed out that the cross section measured in the $(\alpha, \alpha'\gamma)$ experiment it refers to a scattering angle of $\theta_s=3.5^\circ$.

In order to evaluate the nature of these $J^\pi=1^-$ states, the ratio of calculated excitation cross sections and the measured cross sections is define as:

$$\xi = \frac{\frac{d\sigma}{d\Omega}^{\text{Calculated}}}{\frac{d\sigma}{d\Omega}^{\text{experiment}}}$$  \hspace{1cm} (5.9)
Figure 5.12: Cross sections for the excitation of $J^\pi=1^-$ states in $^{124}\text{Sn}$ via inelastic scattering of $^{17}\text{O}$, green plot, compared to the cross sections measured in the $(\alpha, \alpha'\gamma)$ experiment [65], pink plot, and the B(E1) strength distribution obtained in the $(\gamma, \gamma')$ experiment [64], blue plot. The dashed black line represents the sensitivity limit in our experiment.
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Fig. 5.13 shows this ratio $\xi$. The (a) panel shows the ratio measured for the observed transitions integrated in the two energy regions below and above 7 MeV. The (b) panel shows the ratio measured for the observed transitions integrated in bins of 200 keV. In both panels the ratio for the states at 4 MeV is reported. The averaged value is 9% for the energy region between 5.5 and 7 MeV and 30% above 7 MeV. These results point out that the contribution of the Coulomb excitation in our experiment is negligible and the excitation of the $J^\pi=1^-$ states is dominated by the nuclear interaction. In addition the results shows the different underling structure of this PDR states, more isoscalar for the low-energy part and more isovector for the high-energy one.

Furthermore the ratio $\Delta$ define as:

$$\Delta = \frac{(\frac{d\sigma}{d\Omega})_{\text{experiment}} - (\frac{d\sigma}{d\Omega})_{\text{Calculated}}}{(\frac{d\sigma}{d\Omega})_{\text{experiment}}}$$  \hspace{1cm} (5.10)

have been evaluated and compared to the one measured in the $(\alpha, \alpha' \gamma)$ experiment [65]. In this case if the states is pure isoscalar the ratio $\Delta$ will be equal 1 otherwise if the ratio is equal to 0 the states is pure isovector. Fig. 5.14 shows the ratio $\Delta$ in $(^{17}\text{O}, \, ^{17}\text{O}' \gamma)$, left panel, compared to the one for $(\alpha, \alpha'\gamma)$ experiment [65], right panel. The ratio $\Delta$ has been evaluated for the observed transitions integrated in bins of 200 keV. As can been seen, even this plot underling the more isoscalar nature of the observed transitions in our experiment as it has been observed in the $(\alpha, \alpha'\gamma)$ experiment.
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\[ \frac{\xi}{\sigma_{\text{cal}}/\sigma_{\text{exp}}} \]

(a) PDR integrated in the two energy region: 5.5-7 MeV and 7-8.5 MeV

(b) PDR integrated in bin of 200 keV

**Figure 5.13:** Ratio $\xi$ of the calculated and measured cross section in ($^{17}$O, $^{17}$O' $\gamma$). The (a) panel shows the ratio measured for the observed transitions integrated in the two region below and above 7 MeV. The (b) panel shows the ratio measured for the observed transitions integrated in bins of 200 keV. In both panels the ratio for the states at 4 MeV is reported.
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Figure 5.14: Ratio $\Delta$ in ($^{17}$O, $^{17}$O’ $\gamma$), left panel, and in ($\alpha$, $\alpha'$ $\gamma$) experiment [65], right panel. The ratio $\Delta$ has been evaluated for the observed transitions integrated in bins of 200 keV.
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Conclusion

The understanding of the electric-dipole response around the binding energies is presently attracting considerable interest since there are still many open questions regarding its nature. For this reason, an experiment aimed at the study of the \(\gamma\)-decay from high-lying bound and unbound states in several nuclei (\(^{124}\)Sn, \(^{208}\)Pb and \(^{140}\)Ce) has been performed at Legnaro National Laboratories (LNL). The giant resonance modes have been excited by inelastic scattering of \(^{17}\)O beam at 20 MeV/u. The gamma-decay from such high-lying states has been measured with the AGATA Demonstrator array coupled to an array of 9 large volume LaBr\(_3\):Ce scintillator detectors, named HECTOR\(^+\). In order to identify the reaction channel, the beam like-ejectiles have been measured, in coincidence with the \(\gamma\)-rays, by two segmented silicon telescopes prototypes of the TRACE project mounted inside the scattering chamber.

The analysis described in this thesis has been focused on the studies of the Pygmy Dipole Resonance in the \(^{124}\)Sn nucleus.

Thanks to the correlation between the \(\gamma\)-ray energy and the excitation energy transferred to the target nucleus it has been possible to identify the gamma decay of the PDR states to the ground state. The multipolarity of the observed gamma transitions has been determined with remarkable sensitivity thanks to angular distribution measurements and it has been shown that the \(\gamma\)-ray spectrum in the 5-8 MeV energy range is dominated by E1 transitions, consistently with the results of previous NRF experiments. Additionally, even it was not the main subject of this study, the gamma decay from the \(J^\pi=2^+\) states and their corresponding cross sections have been investigated since these states have not yet been measured with hadronic probes. The experimental data have been compared to the cross section calculations performed with the FRESCO code in DWBA approximation based on
(γ,γ') data in literature.

Concerning the gamma decay from the PDR states, the measured intensities and the differential cross sections have been compared to the ones measured in (γ, γ') and (α, α'γ) experiments. Similarly to what has been found using the (α, α'γ) reaction, even in this case the results seem to indicate that there are two groups of states one with a more isoscalar character and the other with a more isovector nature. We can therefore say that the inelastic scattering of 17O at 20 MeV/u was successfully used to measure the gamma decay from the PDR states of 124Sn, and that the results point to the presence of a splitting of the nature of the PDR similar to what has been observed with the (α, α'γ) technique. This observation represents further evidence for the splitting of the dipole response of the atomic nuclei which has been observed up to now also in 140Ce, 138Ba and 208Pb. This is the first time such an effect has been measured in a different mass region and with heavy ions as a probe.

A deeper understanding of the nuclear structure properties of the low lying dipole strength and of the Giant Quadrupole Resonance requires systematic studies, in different region of masses. Concerning the stable nuclei the next experiments should be focused in different mass region (Zn, Sn, Ce, and Ba isotopes) in order to better understand the properties of this resonance as a function of the mass. The experimental set-up should be improved with respect to the energy resolution of the Silicon telescopes that can allow a better identification of the ground state decay of the PDR states. In addition the γ-ray efficiency detection should be improved by using the HECTOR+ and AGATA array in their complete configurations. Finally, the experimental technique used in this work could be also used at future facilities (such as SPES), in order to study the structure of the PDR in more neutron-rich system in inverse kinematics at 20 MeV/u with solid, weakly bound targets such as 13C.
Appendix A

Binary Reaction Kinematics

This appendix will discuss the kinematics of a binary interaction of the type:

\[ a + A \rightarrow b + B \quad (A.1) \]

where \( a \) is an incoming beam ion of mass \( m_a \) and velocity \( \vec{v}_a \), \( A \) is a target nucleus of mass \( m_A \), at rest in the laboratory frame of reference, and the reaction products are a lighter, beam-like ejectile \( b \) with mass \( m_b \) and velocity \( \vec{v}_b \), and a heavier, target-like recoil \( B \) with mass \( m_B \) and velocity \( \vec{v}_B \).

In sec. A.1 the expressions in the laboratory frame of reference for the quantities of eq. A.1 are calculated. Furthermore, formulas for the transformation of quantities between laboratory and centre-of-mass frames of reference are given in sec. A.2. For simplicity, only classical kinematics have been considered, neglecting relativistic effects.

A.1 Laboratory Frame of Reference

Fig. A.1 shows a schematic view of the binary reaction in the laboratory frame of reference. The assuming that \( A \) is at rest, the laws of energy and momentum conservation imply that:

\[ K_a = K_b + K_B \quad (A.2) \]

and

\[ m_a v_a = m_b v_b \cos \theta_b + m_B v_B \cos \theta_B \]
\[ m_b v_b \sin \theta_b = m_B v_B \sin \theta_B \quad (A.3) \]
where the angles $\theta_b$ and $\theta_B$ are define in Fig. A.1; $K_a$, $K_b$ and $K_B$ are the
kinetic energies of a, b and B respectively; Q is the Q-value of the reaction, that is
the difference between the initial and final mass of the system:

$$Q = (m_a + m_A - m_b - m_B)c^2 - E_{ex}$$  \hspace{1cm} (A.4)

where $E_{ex}$ is the excitation energy transferred to the internal degrees of freedom
of either nuclei. From eq. A.3, it is very easy to calculate that

$$\tan \theta_b = \frac{\sin \theta_b}{\sqrt{\frac{m_a K_a}{m_b K_B} - \cos \theta_b}}$$  \hspace{1cm} (A.5)

$$v_B = v_b \frac{m_b \sin \theta_b}{m_B \sin \theta_B}$$

Making use of eq. A.2 it is also possible to calculate the relation between $K_B$ and
$\theta_b$ for a given values of Q and $K_a$, but that is outside of our interest.

A.2 Centre-of-Mass Frame of Reference

In experimental nuclear physics, all observations take place in a reference frame
that is at rest in the laboratory, referred to as the laboratory frame of reference.
From the theoretical point of view, however, the motion of the centre of mass is
of no consequence for the properties of a nuclear reaction. It is then often more
convenient to use a moving coordinate frame in which the centre of mass of the
two colliding nuclei is at rest, called the centre-of-mass coordinate system. In the centre-of-mass frame of reference, see Fig. A.2, both nuclei are moving towards each other with equal and opposite momenta:

\[ m_a v'_a = m_A v'_A \]  \hspace{1cm} (A.6)

where \( v'_a \) and \( v'_A \) are projectile and target speed in the centre-of-mass system. If \( v_{CM} \) is the speed of the centre of mass in the laboratory frame of reference, then by definition of centre of mass one has

\[ v_{CM} = v_a \frac{m_a}{m_a + m_A} \]  \hspace{1cm} (A.7)

meaning that the velocities of \( a \) and \( A \) in the centre-of-mass system are:

\[ v'_a = v_a - v_{CM} = v_a \frac{m_A}{m_a + m_A} \]  \hspace{1cm} (A.8)

\[ v'_A = v_A - v_{CM} = -v_A \frac{m_a}{m_a + m_A} \]

After the collision, \( b \) and \( B \) move in opposite direction in the centre-of-mass frame, due to momentum conservation, as shown in Fig. A.2; their direction forms an angle \( \theta_c \) with the direction before the collision (that is the beam direction). This implies that

\[ m_b v'_b = m_B v'_B \]  \hspace{1cm} (A.9)
where $v'_b$ and $v'_B$ are the speeds of $b$ and $B$ in centre-of-mass system, related to the speeds in the laboratory system by:

$$v'_b \cos \theta_c = v_b \cos \theta_b - v_{CM}$$
$$v'_b \sin \theta_c = v_b \sin \theta_b$$

(A.10)

It should be noted that, if the Q-value is non-zero, the velocity of the centre of mass changes between the initial and final state, with the relation:

$$v_{CM,f} = v_{CM,i} \frac{m_a + m_A}{m_b + m_B}$$

(A.11)

Typically, however, the Q-value is only $\sim 10^{-3} - 10^{-5}$ of the total mass of the system and we can assume $v_{CM,f} \approx v_{CM,i}$. Using eq. A.10 one obtains the relation between the angles in the laboratory and centre-of-mass systems:

$$\tan \theta_b = \frac{\sin \theta_c}{\cos \theta_c + \gamma}$$

(A.12)

where $\gamma$ is the ratio of the velocities of the centre of mass and of the particle $b$ in the centre-of-mass frame of reference:

$$\gamma = \frac{v_{CM}}{v'_b} = \sqrt{\frac{m_am_b}{m_A m_B} \frac{K_a}{(1 + \frac{m_a}{m_A})Q + K_a}}$$

(A.13)

The second equality has been derived using eq. A.2.
Appendix B

Unfolding

As mentioned in sec. 3.2, the use of tracking algorithms can greatly improve the P/T ratio of the AGATA Demonstrator compared to traditional HPGe arrays. Unfortunately, a sizeable fraction of the measured spectrum still corresponds to Compton-scattered $\gamma$-rays. For this reason, it is possible to apply the Compton unfolding techniques implemented in the RADWARE software package and described in [70], which we will now briefly recall. The main idea of the unfolding procedure is to subtract the Compton continuum associated to each photopeak through a deconvolution of the detector response function. The spectrum is scanned starting from the highest energy, and for each channel the background is calculated with the assumption that only photopeak counts are left in the bin and subtracted. This requires an accurate knowledge of the detector response as a function of the primary photon energy. The response function can be measured with monochromatic $\gamma$-ray sources only at selected energies, so that a dedicated technique is necessary to interpolate and extrapolate the response function at all the other energies. In particular, the technique described in [70] divides the Compton background in 3 components, corresponding to the backscatter peak, the continuum, and the Compton edge. When interpolating the experimental data, each component is transformed smoothly as a function of energy. The response function also takes into account the intensity of the first and second escape peak, which are taken as 1 channel large so that as the photopeak is scanned, two escape peaks with the same shape and width are subtracted.
Figure B.1: Energy spectrum for a $\gamma$-ray of 6 MeV obtained with the simulation code described in [42].

In our case, the response function of the AGATA Demonstrator was computed with the GEANT4 simulation code developed by E. Farnea [42] for various photon energies, going from 1 MeV to 15 MeV. The GEANT4 code gives as an output a file containing all the interaction points for each primary event; this file was used to perform the tracking on the simulated data with the MGT code [56], which is the same we used for the experimental data. Fig. B.1 shows energy spectrum for a $\gamma$-ray of 6 MeV obtained with the simulation code described in [42].

We tuned the parameters of the unfolding algorithm on the energy spectrum measured with the AmBe-Ni source, since it is important for us to perform the procedure correctly at high energies. The results of the unfolding procedure is shown in Fig. B.2 for the AmBe-Ni spectrum: the black spectrum is the original, the red spectrum is after the unfolding. The Compton shoulder and first escape peak of the large peak at 4.4 MeV is not completely removed, probably because of the large width of the line (which is Doppler broadened, see 4.5). The blue arrows indicate the escape peaks. The unfolding procedure cleanly removes both the Compton continuum and the escape peaks.

This procedure could be applied to the experimental energy spectrum in order to subtract the Compton continuum and the escape peaks still present. Unfortunately for the $^{124}$Sn the statistics in the PDR region were insufficient and too fragmented
Figure B.2: Energy spectra measured with the AGATA Demonstrator for the AmBe-Ni composite source, before (in black) and after (in red) the unfolding procedure. The blue arrows indicate the escape peaks that with the unfolding procedure are clearly removed.

to applying the unfolding procedure. Anyway, this procedure has been applied on the other nuclei measured in our experiment (\(^{208}\text{Pb},^{90}\text{Zn}\) and \(^{140}\text{Ce}\)).
Appendix C

FRESCO Computer Code

As mentioned in Chap. 2, all the inelastic scattering cross section calculations for our experiment were performed in the DWBA approximation by the FRESCO code [35]. The inputs required by the code are:

- the entrance and exit channels of the reaction
- the beam energy
- the energy, spin and parity of the excited state
- the depth, radius and diffusiveness for both the real and the imaginary part of the optical potential
- the nuclear deformation parameter (related to RDEF(k))
- the Coulomb deformation parameter (related to B(Ek))
- the range of scattering angles (in the centre-of-mass frame of reference) for which to perform the calculations

The parameters used for the calculation of the differential cross section are reported in Table C.1 and C.2.

Fig. C.1 shows the input of the FRESCO code for the cross section calculation for the population of the PDR states in $^{124}$Sn with an $^{17}$O beam at 20 MeV/u. The general variables refers to the numerical parameters used in the coupled channel
**Projectile and Target parameters**

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>Atomic Weight</th>
<th>Atomic Number</th>
<th>Spin and Parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{17}\text{O}$</td>
<td>17</td>
<td>8</td>
<td>$\frac{5}{2}$</td>
</tr>
<tr>
<td>$^{124}\text{Sn}$</td>
<td>124</td>
<td>50</td>
<td>0$^+$</td>
</tr>
</tbody>
</table>

*Table C.1:* Projectile and target parameters for the inelastic scattering of $^{17}\text{O}+^{124}\text{Sn}$

**Optical potential parameters**

<table>
<thead>
<tr>
<th>$V$</th>
<th>$R_{v0}$</th>
<th>$a_v$</th>
<th>$W$</th>
<th>$R_{w0}$</th>
<th>$a_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1.16</td>
<td>0.67</td>
<td>32</td>
<td>1.16</td>
<td>0.67</td>
</tr>
</tbody>
</table>

*Table C.2:* Optical potential parameters for the inelastic scattering of $^{17}\text{O}+^{124}\text{Sn}$.

calculations: $th\text{min}$ and $th\text{max}$ indicate the angular range, in the center-of-mass frame, used for the calculation, $th\text{inc}$ is the angular increment; $jt\text{max}$ indicates the number of partial wave considered; $r\text{match}$ is the maximum distant for the integration. In the "masses and states" part, the projectile and target ions characteristics are define concerning the masses, the ground and excited states. The last part of the input file is focused on the definition of the Coulomb and Nuclear potentials and the deformation parameters.

The differential cross sections for the population of the PDR states in $^{124}\text{Sn}$ at the beam energy used in the experiment (20 MeV/u) are shown in Fig. C.2. The highlighted red region shows the angular range covered by the Silicon Telescope detectors during the experiment.

It has to be pointed out that the calculations performed with the FRESCO code were in complete agreement with the ones performed with the PTOLEMY code.
Figure C.1: Input file of the FRESCO code for the cross section calculation in DWBA for the population of the PDR states in $^{124}$Sn with an $^{17}$O beam at 20 MeV/n.
Figure C.2: Cross section calculation with the DWBA approach for the population of the 1− states in $^{124}$Sn with an $^{17}$O beam at 20 MeV/u. The red region indicates the angular range covered by the TRACE array.
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