Ventricular activity cancellation in electrograms during atrial fibrillation with constraints on residuals’ power
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\textbf{A B S T R A C T}

During atrial fibrillation (AF), cancellation of ventricular activity from atrial electrograms (AEG) is commonly performed by template matching and subtraction (TMS): a running template, built in correspondence of QRSs, is subtracted from the AEG to uncover atrial activity (AA). However, TMS can produce poor cancellation, leaving high-power residuals. In this study, we propose to modulate the templates before subtraction, in order to make the residuals as similar as possible to the nearby atrial activity, avoiding high-power ones. The coefficients used to modulate the template are estimated by maximizing, via Multi-swarm Particle Swarm Optimization, a fitness function. The modulated TMS method (mTMS) was tested on synthetic and real AEGs. Cancellation performances were assessed using: normalized mean squared error (NMSE, computed on simulated data only), reduction of ventricular activity (VDR), and percentage of segments (PP) whose power was outside the standard range of the atrial power. All testings suggested that mTMS is an improvement over TMS alone. Being, on simulated data, NMSE and PP significantly decreased while VDR significantly increased. Similar results were obtained on real electrograms (median values of C51 recordings PP: 2.44 vs. 0.38 p < 0.001; VDR: 6.71 vs. 8.15 p < 0.001).

© 2013 IPEM. Published by Elsevier Ltd. All rights reserved.

1. Introduction

Atrial fibrillation (AF), the most common arrhythmia encountered in the clinical practice, is characterized by a highly irregular atrial activity. Despite the apparently random activation pattern, numerous studies revealed the presence of an underlying order induced by factors such as myocardium anatomy, electrophysiological properties, and autonomic innervation. It has been suggested that the level of irregularity depends on the number of circulating wavefronts in the atria and its quantification can be used to classify AF events (from type-I to type-III according to Wells’ classes [1]). In addition, indices of organization may be related to the electrophysiological mechanisms sustaining AF, thus they could be used to predict spontaneous termination of AF or the response to ablation therapy [2].

To assess the level of atrial activity (AA) organization, several signal processing methods were developed in the last years [3]. AF organization can be described in terms of various characteristics of electrical activity of the fibrillating atria, such as the repeatability/regularity of the atrial activations [4–6], the correlation/synchronicity among electrograms recorded in different locations [7–9], or the similarity of the wave morphology [10].

In most cases the first pre-processing step in these techniques is the cancellation of the ventricular activity (VA) superimposed to the atrial one. Most studies [3,11,12] commonly performed this operation by means of template matching and subtraction (TMS). Briefly, a running template is obtained by adaptive averaging AEG segments, taken in correspondence of QRS complexes on a concurrent surface ECG recording [13]. Finally, the template is subtracted from the endocardial recordings. TMS is both simple and effective. In fact, it is sufficiently resistant to baseline fluctuations outside the QRS complex or R-peak time misalignments. However, there are situations in which a good cancellation is not achieved by TMS and the residuals may corrupt the successive analysis. An example of this is when the morphology of successive ventricular beats on the AEG is very variable in duration and/or amplitude.

Other methods have been proposed for VA cancellation. An adaptive finite-impulse response filtering can be used: the filter operates on the reference channel (lead II of the surface ECG) to produce an estimate of the interference, which is then subtracted from the AEG. However, this method strongly depends on having an adequate additional reference signal for cancellation. Moreover, baseline fluctuations outside the QRS complex or R-peak time misalignments lead to a decrease in performance [13]. An approach
based on independent component analysis was also suggested by [13], as long as during AF atrial and ventricular activities can be considered as decoupled electrical processes that appear mixed at the electrode output. Unfortunately, all these methods can fail in a few cases (for example for R-peak time misalignments), independently of the AF type or ventricular rate, thus leaving ahead residues with localized high power and spoiling the following analysis [13,8]. The problem is similarly encountered when extracting the atrial activity in surface ECGs [14,15].

We have recently observed better performances when the templates were modulated by a set of coefficients [16]. Aim of this work is to improve the quality of the VA subtraction performed by TMS by reducing the occurrence of localized spurious residuals. To do so, the TMS template is modulated by a set of coefficients, so that the residue is as similar as possible to the nearby atrial activity, avoiding high-power residuals. Coefficients were estimated maximizing a fitness function, via Multi-swarm Particle Swarm Optimization (MPSO) [17].

2. Methods

2.1. VA cancellation

In the following, AEGs recorded during AF are modeled as

\[ s(n) = a(n) + v(n) = a_1(n) + a_2(n) + v(n) \]

(1)

where \( a(n) \) is the sum of \( a_1 \), the localized AA, and \( a_2 \) the background, wide-band AA, and \( v(n) \) is the VA. The localized AA represents an atrial depolarization occurring close to the electrodes, and the mean inter-\( a_1 \) interval is the inverse of the AF frequency. On the other hand, the background AA represents the far-field effects on the electrodes, plus noise.

During AF, \( a(n) \) and \( v(n) \) overlap in time and thus cancellation of \( v(n) \) is required to uncover the atrial components. In the traditional and widely used TMS method, a template \( t(n) \) is built by adaptive averaging of AEG segments taken in correspondence of QRSSs on surface ECG. The template can be built using a fixed number of preceding ventricular complexes. However we chose here an equivalent method based on a recursive numeric filter:

\[ t(n) = t(n-1) + \gamma (s(n) - t(n-1)), \]

(2)

where the two signals \( s(n) \) and \( t(n-1) \) are previously aligned through cross-correlation. The parameter \( \gamma \) weights the impact of AF at time \( n \) with respect to the template at the time \( n-1 \). Setting \( \gamma = 0.1 \), as employed, is substantially equivalent to taking the average of 20 nearby QRSS complexes, a number found sufficient to reduce the effects of uncorrelated noise [11,15]. Coherently, the first template \( t(0) \) is obtained as the average, after alignment, of the first twenty QRSSs. It is worth noting that before subtraction, baseline wander has to be removed from the original signal.

The running template is subtracted from the AEG \( s(n) \). The resulting quantity

\[ r(n) = s(n) - t(n) = a(n) + [v(n) - t(n)] \]

(3)

is called residue and will contain atrial contributions only when \( t(n) \approx v(n) \), i.e., when the template is a good estimator of the VA.

2.2. Modulation of the template

In our approach, instead of subtracting \( t(n) \), we used a modulated version. If \( \mathbf{t} = [t(1), \ldots, t(N)]^T \) is the template, \( N \) being the number of samples, our estimator of the VA becomes

\[ \mathbf{v} = \mathbf{Wt}, \]

(4)

where the diagonal \( N \times N \) matrix \( \mathbf{W} \) is the weighting matrix, whose elements need to be estimated at each beat. \( \mathbf{W} \) modulates \( \mathbf{t} \) and thus it can help in keeping the residual power in the standard range of AA power, reducing it when the actual VA on AEG differs markedly from the template. To estimate \( \mathbf{W} \), the residual signal is compared to a portion of signal not containing VA; thus two segments of AEG are considered: (i) 250 ms of atrial signal without VA (portion of the signal in the solid rectangle), (ii) 100 ms of residual signal centered in the VA (portion of signal inside the rectangle with dashed line in Fig. 1). Clearly, \( \mathbf{W} = \mathbf{I} \) in the classic TMS. The weighting matrix \( \mathbf{W} \) is obtained by maximizing, via Multi-swarm Particle Swarm Optimization (see Appendix), a fitness function \( j \). The objective of cancellation is to obtain a residual signal, which is as similar as possible to the nearby atrial activity, avoiding high-power residuals. We also desire the final template to be not too different from the one provided by TMS, to improve robustness to outliers (which are less likely to corrupt the mean pattern). Given the complexity of the task, a multitarget optimization approach was adopted and a proper fitness function \( j \) was designed. This function was therefore composed of three terms, each reflecting one of the objectives just stated: (i) constraining the power of the residuals \( (J_1) \) and (ii) of their first derivative \( (J_2) \), and (iii) limiting the deformation on the TMS template \( (J_3) \). In detail, \( J \) is defined as the sum of three factors:

\[ J(\mathbf{W}) = J_1(\mathbf{W}) + J_2(\mathbf{W}) + J_3(\mathbf{W}). \]

(5)

Let us first define the function \( J_1(\cdot) \) as

\[ J_1(\rho) = \begin{cases} 1, & \rho \leq 1 \\ (\rho - 1)^2, & \rho > 1 \end{cases} \]

(6)

The function \( J_1(\rho) \) becomes closer to the value of 1 as long as \( \rho \) decreases towards 1. Please note, that the derivative of \( J_1(\cdot) \) is not constant. (This will prove useful in the following as the convergence velocity in the optimization procedure will be higher when \( \rho \gg 1 \), and will decrease when \( \rho \) gets closer to 1.)

Then we defined the mean power of the discrete signal \( \mathbf{x} = [x(1), \ldots, x(N)] \) as

\[ P_x = \frac{1}{N} \sum_{k=1}^{N} x(k)^2 \]

(7)

where \( N \) is the number of samples. The first term in the fitness function of Eq. (5)

\[ J_1(\rho_1), \quad \rho_1 = \frac{P_T}{P_a} \]

(8)

quantifies the similarity between the power of the residual signal and the power of the AEG where only AA is present. \( P_T \) and \( P_a \)
are the mean power of the residue and the atrial signal, respectively. The AEG segment where only AA is present is defined as the one in the temporal window preceding the VA to be canceled ([−300 ms −50 ms], considering as 0 the position of the peak of VA) as shown in Fig. 1.

The second term J2 quantifies the discrepancy in the derivatives of the residue and that of the AEG when no VA is present. Similar to Eq. (8), it is defined as

\[ J_2 = j(\rho_2), \quad \rho_2 = \frac{P_{DA}}{P_{DB}}, \tag{9} \]

where \( D_r \) and \( D_a \) are the derivatives of the residue and the atrial signal, respectively, and \( P_{DA} \) and \( P_{DB} \) their powers. The first derivative of a discrete signal \( x \) was approximated by

\[ D_x(k) = x(k + 1) - x(k) \tag{10} \]

where \( k = 1, \ldots, N - 1 \).

Finally, \( J_3 \) is used to constrain \( v \) to remain close to the original template \( t \):

\[ J_3 = j(\rho_3) - 1, \quad \rho_3 = \frac{d(t, v)}{\theta}. \tag{11} \]

The metric

\[ d(x, y) = \frac{1}{\pi} \arccos \left( \frac{x^T y}{\|x\|\|y\|} \right) \tag{12} \]

measures the distance between the two discrete signals \( x \) and \( y \). An alternative metric could have been the mean square error of the difference signal, but we rather preferred the definition in Eq. (12) as it leads to a bounded quantity. The threshold \( \theta \) defines the maximum acceptable distance.

The weighting matrix \( W \) is obtained by maximizing, via Multi-swarm Particles Swarm Optimization (MPSO), the fitness function \( J \). Briefly, in MPSO a multi-initialization with \( n \) concurrent swarms is employed [18–20]. Each swarm is moved within a search area to find the optimal solution. After a certain number of optimization epochs, particles are exchanged between swarms to avoid local maxima (see Appendix for details).

2.3. Data simulation

To evaluate the performance of the method, simulated signals were built according to Eq. (1), as described in the following sections.

2.3.1. Atrial activity

Two AA components are considered in the model: background and localized components. The background AA signal was obtained using the autoregressive model

\[ a_{AA}(n) = \sum_{k=1}^{p} c_k a_{AA}(n - k) + w(n) \tag{13} \]

where \( p \) is the model order and the \( c_k \) are the model coefficients. The model parameters (\( c_k \) and \( p \)) were derived by fitting a set of real AEG signals. Briefly, 10 segments of AEG between two atrial depolarizations, i.e., the background AA, were considered. Each segment was fitted by autoregressive models of order \( p \), with \( p \) ranging between 1 and 40. To pool together a common model, once determined the optimal global order by the Akaike information criterion, the corresponding \( c_k \) coefficients among the 10 models were averaged.

To simulate the localized AA, the activation of atrial fibers was approximated by a current dipole, \( p \), moving along a straight line.

---

**Please cite this article in press as:** Corino VDA, et al. Ventricular activity cancellation in electrograms during atrial fibrillation with constraints on residuals’ power. Med Eng Phys (2013), http://dx.doi.org/10.1016/j.medengphy.2013.07.010
probability density function is close to an exponential (for small values of k) or to a normal (for high values of k) distribution. Thus, Wells’ type-I was simulated using k = 20 and θ = 10, Wells’ type-II k = 10 and θ = 14, and Wells’ type-III k = 1 and θ = 111, corresponding to an AF rate of 5, 7, and 9 Hz. To have a certain variability in the shape of q1 waves, their morphology was randomly chosen among a set of possible shapes for atrial potentials, obtained using different directions of the dipole (parallel, perpendicular and at 45° in respect to the electrodes line). Finally, the mean amplitude of the VA was defined as two times the mean amplitude of q1. For each combination of Wells’ type and HR, 40 one-minute signals were simulated. An example of type-II with HR of 120 bpm is shown in Fig. 3(d).

2.4. Real data

The proposed algorithm was also tested on electrocardiographic recordings collected in the electrophysiology laboratory of San Paolo Hospital at the University of Milan, from patients undergoing radiofrequency ablation of the pulmonary veins for treatment of AF. The signals were stored in the memory of the Bard recording system during a standardized electrophysiological procedure, exported and anonymized for subsequent analysis. Bipolar electrograms were recorded for 2 min. Eleven recordings obtained from 3 patients in different phases of the electrophysiological study were studied. This investigation was designed as an observational study and it conforms to the principles outlined in the Declaration of Helsinki; the Research Ethics Board of the San Paolo Hospital of the University of Milan, Italy approved the study protocol. All patients were informed about the procedure and gave their written consent.

2.5. Performance evaluation

To quantitatively compare the performances of the algorithms, three indexes were employed.

The first one measures the degree of similarity between the AEG and the residue by means of the normalized mean squared error, defined for each beat as

\[
\text{NMSE} = \frac{P^r_{s,j}}{P^s_s} \tag{15}
\]

where j indicates the jth beat, \(P^r_{s,j}\) is the mean square error between the signal and the residue in a 100 ms window centered in the VA, and \(P^s_s\) is the power of the whole signal s (\(P^s_s\) are defined as in Eq. (7)). Obviously, the actual AA being unknown in real data, this index can be used to evaluate the cancellation performance on simulated data only.

The second one evaluates the beat-by-beat amplitude reduction of the peak of VA and is defined as

\[
\text{VDR} = 10 \log_{10} \left( \frac{R^j_0}{R^j_\text{res}} \right) \tag{16}
\]

where j indicates the jth beat, \(R^j_0\) is the jth peak amplitude of the original AEG in a 100 ms window centered in the VA, and \(R^j_\text{res}\) is the jth peak amplitude of the residue (i.e., the amplitude of the residue signal at the same position of the peak on the original AEG). High positive values of VDR will indicate good performance of the algorithm. Values close to zero are associated with poor performance and negative values indicate reduction errors because the peak is larger than before. This index was introduced in [13] and therefore computed here for comparison. However, its value is limited. In fact, it must be noted that if the segment containing VA is set to a value close to zero, the VDR would be very high and thus the performance considered optimal. Luckily, in our approach, J3 avoids this extreme possibility. This index can be computed on simulated data as well as on real recordings.

The third index (PP) evaluates whether the power of the residue is inside the standard range of the atrial power range (AP\(_{95}\)), evaluated non-parametrically, i.e., it is within the 2.5 and 97.5 percentiles of the distribution of the values of AA measured on the same data and PP is computed as the percentage of segments whose residual power is outside the standard range AP\(_{95}\). First, the segments containing AA only are divided into 100-ms segments (a new signal segment is defined every ms, and thus, segments overlap), the mean power for each segment computed and the standard range AP\(_{95}\) for the specific signal obtained. Then, the power of the residue is computed on the segments containing VA and the percentage of segments whose power was beyond standard range AP\(_{95}\) was computed. It should be noted that this index can be used for real data too. Obviously, the quality of the estimates for the residual power will be limited by the length of the ECGs at disposal.

Fig. 3. An example of simulated signal of Wells’ type-II with HR of 120 bpm (d) given as the sum of (a) background AA, (b) localized AA and (c) VA (see text for more details).
Fig. 4. Example of cancellation of VA from a simulated AEG. (a) Original AEG, where occurrences of VA are identified by black dots. Cancellation obtained by (b) TMS or (c) mTMS. (d) Original atrial signal. $A$ = amplitude.

Fig. 5. Histogram of NMSE obtained after removal of VA from simulated signals, using TMS (grey area) or mTMS (black thick line). The signals were Wells’ type-III and heart rate of 120 bpm. PDF = probability density function.

2.6. Statistical analysis

The three indexes assessing the performances of the algorithms were computed for TMS and mTMS and compared using the Wilcoxon test. The null hypothesis was that the mean of VDR was higher for TMS than for mTMS, that the mean of NMSE and of PP was lower for TMS than for mTMS. A $p$-value < 0.05 was considered statistically significant.

3. Results

The fitness function $J$ depends on the parameters $\alpha$, $\beta$, $\delta$ and $\theta$ which appear in Eqs. (5) and (11). They were set to the values of:

Fig. 6. Boxplots of the indexes assessing performance using TMS (black) and mTMS (grey). Each row shows results for a different Wells’ type, whereas each column shows a different index. Each subplot presents results with increasing HR. It can be noted that NMSE and PP are significantly lower for mTMS and VDR higher. $^*$ $p < 0.05$, $^*$ $p < 0.01$, $^*$ $p < 0.001$. 

Please cite this article in press as: Corino VDA, et al. Ventricular activity cancellation in electrograms during atrial fibrillation with constraints on residuals’ power. Med Eng Phys (2013), http://dx.doi.org/10.1016/j.medengphy.2013.07.010
high residual is still present when TMS is employed (see ellipses in Fig. 7(b)); conversely, using mTMS, a lower remainder of VA is observed. The three VA being different from each other (see Fig. 7(a)), the TMS algorithm fails to completely cancel them, as the actual template is highly dependent on the previous one. On the contrary, the higher flexibility in building the template in the mTMS algorithm provides a better cancellation in situations like this.

Comparison of VDR computed for TMS and mTMS is shown in Table 1. In all recording sites (CS1–CS5), VDR is significantly higher for the mTMS algorithm. In addition, moving away from the ventricles (from CS1 to CS5) VDR decreases, probably because of the larger distance from the ventricles which implicitly reduces the amplitude of the ventricular complexes and their relevance on the AA. In fact, the amplitude of the VA on the original AEGs (normalized to the background noise) decreases moving from CS1 to CS5, from 3 ± 1 in CS1 to 1.8 ± 0.5 in CS5.

Table 1 also shows the atrial power values for TMS and mTMS. A statistically significant reduction in PP can be noted in all recording sites, in particular in CS1 which is the closest to the ventricles. Value for the NMSE cannot be computed on real data, the true AA being unknown.

4. Discussion

Cancellation of VA in AEG is the most important preliminary step for almost all further analyses of AEG. Beat-to-beat variability in the morphology of the QRS complex might induce the TMS method to leave ahead residuals of cancellation with large localized power. To overcome this problem, while constraining the shape of the template not to vary too much from what is suggested by TMS, we modulated its shape, via an optimization procedure, so that the power of each AEG interval after cancellation is constrained to have power levels similar to the nearby atrial activity.

The main findings of this study are: (i) the modulation of the TMS template improves the cancellation of VA from AEG during AF; (ii) the performance of the proposed method is largely independent (at least in the range tested) of ventricular rate or AEG organization.

We showed using both synthetic signals and AEGs recorded during routine ablation procedures that the proposed approach is superior to TMS alone. When compared with the results of a previous study addressing the same issue [13], we note that: (i) VDR was on average comparable to the values previously reported; (ii) mTMS did not alter AEG signal outside the ventricular segment at variance of methods based on independent components and of TMS when large averaging windows are employed as in [13]; (iii) mTMS was firstly tested on simulated data which permitted a limited but objective performance evaluation.

\[ \alpha = 7, \beta = \delta = 1, \text{ and } \theta = 0.4 \text{ with the highest weight to } J_1, \text{ the power of the residues, meaning that } \alpha \text{ is the most relevant factor in } J. \]

The design of the weight values was aided by simulations which furnished a rough approximation of the relative importance of each term in the problem at hand. A more accurate description of the procedure is given in the Appendix.

3.1. Simulated data

Fig. 4 shows the cancellation of VA from a simulated AEG. A clear residual of VA cancellation is still present when TMS is employed (see ellipses in Fig. 4(b)). Conversely, using mTMS (Fig. 4(c)), a lower remainder of VA is observed.

Fig. 5 shows the histogram of NMSE values obtained on simulated signals from Wells’ type-III and HR of 150 bpm. The values of NMSE obtained with mTMS are generally smaller (the histogram is left-shifted in Fig. 5) and, on average, lower errors are obtained.

These results are confirmed on all the sets. Fig. 6 shows the results for the Wells’ types and HR. In particular, the values of NMSE are always significantly lower, when using mTMS implying that the residual signals are closer to the original ones, leading to more reliable results. The VDR is higher using mTMS, implying a better cancellation. The PP, i.e., the percentage of segments whose residual power is outside the standard range of atrial power AP5 is always lower for mTMS, implying that there are few high-power residual segments.

3.2. Real data

Fig. 7 shows an example of ventricular cancellation on real signals, recorded from the coronary sinus. It can be noted that a
This work expands the concept we have recently proposed in [16]: i.e., to modulate the TMS template to obtain better VA cancellation. While in [16] a preliminary attempt to solve the problem of TMS poor cancellation has been anticipated, this work formalizes the solution. In particular, we showed that the new proposed strategy (i.e., to modulate the template to keep the residual power in the range of the expected atrial one) provides very good results and we quantified the improvement in respect to TMS alone. Such improvements were observed not only on simulated data but also on patient recordings and were documented by several metrics employed to evaluate cancellation performances. A limitation of the study is that the method was tested on signals collected only from three different patients. While the extensive analysis made on synthetic signals offered a severe methodological workbench, tests on larger dataset are surely necessary for a thorough clinical evaluation. Also, due to the small number of patients, no side effect was evaluated.

A limit of our approach is that temporal relations among samples are lost. In fact, the elements of the diagonal matrix \( W \) are selected independently from each other by MPSO. The problem might become relevant when the residual signal contains localized atrial activity. In fact, in these situations, part of such activity might be inadvertently canceled along with the ventricular one. However, the results of our simulations showed that, with the parameters selected in the fitness function, this problem is of limited importance.

Finally, in this work we employed MPSO for the selection of the coefficients. Other algorithms could have been used, however the large number of members that compose the particle swarm makes MPSO impressively resilient to the problem of local maxima, in comparison to other global maximization strategies such as simulated annealing [24]. Unfortunately, the computational requirements of MPSO are significant and mTMS has a larger computational time than TMS alone.
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**Appendix A. Particle Swarm Optimization**

Particle Swarm Optimization (PSO) is an iterative computational method able to solve optimization problems [18]. The idea behind the algorithm is simple: a swarm of \( M \) particles (representing the problem’s solution) is moved within a search area to find the optimal spot (the solution to a given problem). At each iteration step, M potential solutions are obtained and, among them, the best one is selected (i.e., the one which maximizes a predefined, problem-specific fitness function). These intermediate solutions are used for the movement of particles in successive iteration, i.e., the particles are pushed to move towards them. The process is repeated until a stop criterion is reached.

The algorithm employed in this work is an extension of PSO termed Multi-swarm Particle Swarm Optimization (MPSO) [17]. In MPSO a multi-initialization with \( n \) concurrent swarms is employed. The search space is enlarged by exchanging particles between swarms after a fixed number of iterations (the worst solution is traded for the best one of another swarm). The algorithm is robust with respect to local optimal solutions because it is not based on the gradient of the function to maximize.

The topology of the set of swarms, the number of particle exchanged across them and the number of iterations before swaps of particles play a fundamental role for the convergence time. If the exchange is done too early, the convergence time increases. However, if done after too many iterations, the risk of falling into local maxima increases. In this work, we tried to balance between these two issues. We selected a ring topology with 10 swarms of 12 particles each. Swarms were initialized into a hypersphere of center equal to 1. Every 10 iterations, 5 particles were exchanged from a swarm to another. The stopping criterion was either reaching the maximum number of iterations (1000) or reaching 99.9% of the maximum value of the fitness function, i.e., \( \alpha + \beta \), see Eq. (5). Regarding the selection of the fitness function employed in this work, it was built in Eq. (5) as a linear combination of sub-functions \( J(x) = \sum_{i=1}^{N} \lambda_i j_i(x) \) to solve a multi-goal optimization problem. To avoid having one \( j_i(x) \) predominant over the others, we built each of them as in Eq. (6) with a progressive derivative that penalizes solutions distant from the optimum. In this way the swarms compete and cooperate to reach the optimal solution once the values of \( \lambda_i \) are balanced and coherent with the objective of the optimization.

The values of \( \lambda_i \) could be given empirically. In this work we preferred to study their influence on the final result before taking a choice. Several values of the parameters \( \alpha, \beta \) and \( \theta \) (\( \beta \) was set to 1 in advance with no lack of generality) were tested with the MPSO method on two sets of simulated signals with 60 ventricular activities each. They were generated as in Section 2.3.3 with different organization and HR. For each set of parameters we computed the metric

\[
I(\alpha, \beta, \theta) = (C - 1)^2 + \text{NMSE},
\]

which takes into account both the normalized mean square error and the linear correlation \( C \). A large value of \( C \) means that the shape of the modulated template is preserved in mTMS, whereas a small value of NMSE forces a larger departure from the TMS template. Both these issues must be taken into account as described in the main text.

To further guide our selection, we also employed a second MPSO algorithm to minimize the metric \( I \), but this time having as variables the parameters \( \alpha, \beta \) and \( \theta \). Their final value jointly minimizes the NMSE and maximizes the linear correlation \( C \). The results obtained were \( \alpha = 6.97, \beta = 0.99 \) and \( \theta = 0.43 \) which prompted our final choice: \( \alpha = 7, \beta = 1 \) and \( \theta = 0.4 \). A typical computation of the matrix \( W \) on an Intel Xeon E5–1620 (Quad Core, 3.60 GHz) took 3.5 s.
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