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This paper shows how a compact finite difference Hessian approximation scheme can be proficiently implemented into semiclassical initial value representation molecular dynamics. Effects of the approximation on the monodromy matrix calculation are tested by propagating initial sampling distributions to determine power spectra for analytic potential energy surfaces and for “on the fly” carbon dioxide direct dynamics. With the approximation scheme the computational cost is significantly reduced, making ab initio direct semiclassical dynamics computationally more feasible and, at the same time, properly reproducing important quantum effects inherent in the monodromy matrix and the pre-exponential factor of the semiclassical propagator. © 2013 American Institute of Physics. [http://dx.doi.org/10.1063/1.4789759]

I. INTRODUCTION

Semiclassical (SC) molecular dynamics provides a general and well-defined tool for including all quantum effects in classical mechanics.1–3 In particular, semiclassical initial value representation (SC-IVR) theories have proven to be quite accurate, as demonstrated by numerous applications.4–20

The fundamental advantage of the SC-IVR propagator over basis set evaluations of the quantum propagator, such as the multiconfigurational time-dependent Hartree21 or the coupled coherent states methodology,22 is that it exclusively relies on classical trajectories and, therefore, it can be straightforwardly implemented with “on the fly” direct molecular dynamics calculations. In addition, basis sets and other23, 24 approximate evaluations of the quantum propagator need a global potential energy surface, while SC-IVR depends only on the local potential.25 This aspect is of fundamental relevance, as a major challenge in quantum dynamics is the simulation of complex systems, i.e., ones with multiple degrees of freedom, for which the development of an analytic potential energy surface may be a formidable task.26–33

The version of the SC theory that has proven most useful for quantum dynamics is the coherent states implementation of the SC-IVR propagator,24, 34, 35 which goes under the name of Herman-Kluk or Heller-Herman-Kluk-Kay SC-IVR approximation

\[ e^{-i Ht/\hbar} = \frac{1}{(2\pi\hbar)^F} \int dp(0) \int dq(0) C(t, p(0), q(0)) \times e^{i \mathcal{S}(p(0), q(0))/\hbar} \langle p(t), q(t) | \langle p(0), q(0) \rangle, \]

where \( (p(t), q(t)) \) is the set of \( 2F \)-dimensional classically evolved phase space coordinates, \( S \) is the classical action, and \( C(t) \) is a pre-exponential factor that arises from local harmonic fluctuations about the classical paths.1, 8, 13–15, 17, 19, 36, 37 The pre-exponential factor \( C(t, p(0), q(0)) \) represents the biggest stumbling block in ambitious applications of this theory and the computational effort required for its calculation is a major concern for SC-IVR simulations. In particular, it represents most of the SC-IVR computational cost when “on the fly” direct dynamics simulations are performed, since it requires the calculation of the Hessian matrix directly from the electronic wavefunction. Therefore, important implementations of the coherent states SC-IVR theories are those which provide an approximation that conserves the properties of the original propagator and, at the same time, reduces the computational costs so as to make “on the fly” simulations a viable tool.

To overcome the pre-exponential factor issue, in this paper we implement a compact finite difference (CFD) approximation for the Hessian calculation recently developed by Zhuang et al.38 This is a numerical approximation of the pre-exponential factor, with the goal of reducing computational costs and, thus, making ab initio SC-IVR direct dynamics viable for an extensive range of simulations which accurately and properly include the pre-exponential factor. The accuracy of this approximation has been tested only on single trajectory simulations39 and it is not obvious how it will perform for the phase space integration of Eq. (1). This paper deals with this issue and shows how the CFD approximation may be successfully implemented into the SC-IVR propagator for power spectra calculations and how it performs for an ensemble of trajectories instead of a single one.

Another issue regarding the pre-exponential factor is its numerical stability, especially for chaotic systems. Besides removing trajectories,40 several paths have been taken in the past to obviate this issue in SC dynamics. Linearization of the SC-IVR propagator (LSC-IVR)41–45 resulted in the most drastic approximation in terms of accuracy. Then, the Forward-Backward (FB) SC-IVR method was proposed for correlation function calculations.46(a), 13, 47

Another route is one of filtering the classical trajectories
to avoid the numerical instabilities associated with the pre-exponential factor. These filters were inspired by Filinov\(^{48}\) and Wang \textit{et al.}\(^{49(a)}\) based on physical considerations.\(^{50}\) One can also employ the log-derivative representation\(^{50}\) for a more convenient numerical integration. Another approach involves introducing approximations of the pre-exponential factor, such as Johnson’s multichannel WKB (Wenzel-Kramers-Brillouin) approximation\(^{51}\) or the adiabatic approximation.\(^{52}\) Also, the prefactor has been partially suppressed in Pollak’s exponential factor. These filters were inspired by Filinov.\(^{48}\)

More recently, a “poor person’s” Frozen Gaussian propagator has been proposed,\(^{25}\) where the pre-exponential factor is calculated by the following Monte Carlo phase space integral of Eq. (1).

\[
\mathcal{C}_i(\mathbf{p}(0), \mathbf{q}(0)) \approx \exp\left[ -\frac{\gamma_i}{2} \left( \mathbf{q}_i - \mathbf{q}_i(t) \right)^2 + \frac{i}{\hbar} \mathbf{p}_i(t) \cdot \left( \mathbf{q}_i - \mathbf{q}_i(t) \right) \right] , \tag{6}
\]

where \(\gamma_i\) is fixed and equal to the width of the harmonic oscillator approximation to the vibrational wave function for the \(\nu\)th normal mode. Finally, the SC-IVR approximation for the survival probability in Eq. (2) is represented in the semiclassical approximation by the following Monte Carlo phase space integration,

\[
\langle \chi | e^{-i\hat{H}t/\hbar} | \chi \rangle = \frac{1}{(2\pi \hbar)^F} \int d\mathbf{p}(0) \int d\mathbf{q}(0) C_i(\mathbf{p}(0), \mathbf{q}(0))
\]

\[
\times e^{iS(\mathbf{p}(0), \mathbf{q}(0))/\hbar} \langle \chi (\mathbf{p}(t), \mathbf{q}(t)) | \mathbf{p}(0), \mathbf{q}(0) | \chi \rangle , \tag{7}
\]

for any given reference state \(| \chi \rangle = | \mathbf{p}_{eq}, \mathbf{q}_{eq} \rangle \).

In order to smooth the oscillatory integrand in Eq. (7), the time averaging filter was introduced,\(^{53}\) where the number of trajectories required for the Monte Carlo integration is reduced at the cost of longer simulation times.\(^{54}\) The TA (time-averaging) SC-IVR expression for the spectral density is

\[
I(E) = \frac{1}{(2\pi \hbar)^F} \int d\mathbf{p}(0) \int d\mathbf{q}(0) \text{Re} \frac{\mathcal{C}_i(\mathbf{p}(0), \mathbf{q}(0))}{\pi \hbar T} \int_0^T dt_1
\]

\[
\times \left[ \int_{t_1}^T dt_2 \mathcal{C}_i(\mathbf{p}(t_1), \mathbf{q}(t_1)) \times \langle \chi | \mathbf{p}(t_2), \mathbf{q}(t_2) \rangle e^{iS(\mathbf{p}(0), \mathbf{q}(0) + \mathbf{E}t_1)/\hbar} \times \langle \chi | \mathbf{p}(t_1), \mathbf{q}(t_1) \rangle e^{iS(\mathbf{p}(0), \mathbf{q}(0) + \mathbf{E}t_1)/\hbar} \right]^* , \tag{8}
\]

where the sets \((\mathbf{p}(t_1), \mathbf{q}(t_1))\) and \((\mathbf{p}(t_2), \mathbf{q}(t_2))\) of the position and momentum variables are the evolution of the initial phase space point \((\mathbf{p}(0), \mathbf{q}(0))\) at times \(t_1\) and \(t_2\), respectively, and \(T\) is the total simulation time. The time integration in \(t_1\) acts as the Fourier transform of Eq. (2), while the one in \(t_2\) does the filtering job. It is important to note that the two time-integrals imply two nested do-cycles. In other words, for a trajectory run from time 0 to time \(T\) all possible time-intervals from \(t_1\) and \(t_2\) are considered. In this way, this integration sums over all possible trajectories that are generated as segments of the time length \(T - t_1\) for a single long trajectory from time 0 to time \(T\).

The most computational intense part of Eq. (8) is the calculation of the prefactor \(\mathcal{C}_i(\mathbf{p}(t_1), \mathbf{q}(t_1))\), for two reasons. First, because it requires the Hessian calculation; second, because it depends on two time variables, since its calculation is done by taking all possible trajectories for the \(T - t_1\) time interval. This last requirement can be controlled by adopting the separable approximation, where \(\mathcal{C}_i(\mathbf{p}(t_1), \mathbf{q}(t_1)) \approx \exp[i(\phi(t_2) - \phi(t_1))/\hbar]\) and \(\phi(t) = \text{phase}[\mathcal{C}_i(\mathbf{p}(0), \mathbf{q}(0))]\).
Then, Eq. (8) becomes

\[
I(E) = \frac{1}{(2\pi \hbar)^F} \frac{1}{2\pi \hbar \tilde{T}} \int d\mathbf{p}(0) \int d\mathbf{q}(0) \times \left[ \int_0^T dt \langle \chi(t) | \mathbf{p}(t), \mathbf{q}(t) \rangle \times e^{i(S_\text{t}(\mathbf{p}(0), \mathbf{q}(0)) + Et + \phi(\mathbf{p}(0), \mathbf{q}(0))/\hbar)} \right]^2 ,
\]

where now the double time integral is simplified to a single and positive-definite time integral. In this paper we will employ this approximation for Eq. (2), since we have found it to be accurate\(^53\) and an order of magnitude less computationally demanding than Eq. (8).

### III. TIME AVERAGING MC-SC-IVR IMPLEMENTATION

In order to perform ab initio direct semiclassical dynamics simulations, the number of trajectories employed for integrating Eq. (7) should be greatly reduced. This is done only in part by the time-averaging filter, since about a thousands of trajectories are needed per each degree of freedom\(^53\) to converge the integration of Eqs. (8) and (9). For these reasons, recently the MC-SC-IVR method was developed by Ceotto et al.\(^55\)–\(^57\) This SC-IVR implementation enhances as much as possible the overlap between the reference state \(|\chi\rangle\) and the exact quantum eigenfunctions. As a result, representation of spectral peaks for excited vibrational states are less noisy, more intense and accurate. To reach such a goal, the extra coherent states of the MC-SC-IVR method are placed either nearby the classical turning points of excited vibrational states or, equivalently, at higher momentum (i.e., kinetic energy) values comparable with the eigenstate energy (see Figure 1 in Ref. 55). Then, one can further reduce the number of trajectories to a few “eigen-trajectories,” each one crossing a coherent state location, or sample at different coherent states locations per time. Importantly, the coherent states momenta do not need to be chosen at an energy close to the peak location because the Gaussian spreading of each coherent state is generally wide enough to include the peak energy shell, as tested numerically.\(^55\),\(^59\)

Thus, in the MC-SC-IVR approximation, the reference states \(|\chi\rangle\) are chosen to be a combination of coherent states, \(N_{\text{states}}\) which have the equilibrium molecular position \(\mathbf{q}_{\text{eq}}\) and initial momenta such that \(p_{\text{eq},i}^2/2m = \hbar \omega_0(n + 1/2)\) for each normal mode frequency \(\omega_0\). Quantum mechanical delocalization is reproduced here because the coherent states are placed in a non-local fashion, even if the states are kept fixed during the simulation time. Now, by inserting Eq. (10) into Eq. (8) the final expression for the multiple coherent states spectra calculation is

\[
I(E) = \frac{1}{(2\pi \hbar)^F} \frac{1}{2\pi \hbar \tilde{T}} \int d\mathbf{p}(0) \int d\mathbf{q}(0) \int_0^T dt_1 \int_0^T dt_2 \times C_{t_2}(\mathbf{p}(t_1), \mathbf{q}(t_1))
× \sum_{i=1}^{N_{\text{states}}} \left| p_{\text{eq},i}^j, q_{\text{eq},i}^j \right| \langle p^{j}(t_2), q^{j}(t_2) \rangle e^{i(S_\text{t}^{j}(\mathbf{p}(0), \mathbf{q}(0)) + E_{t_2}/\hbar)}
× \left[ \sum_{i=1}^{N_{\text{states}}} \left| p_{\text{eq},i}^j, q_{\text{eq},i}^j \right| \langle p^{j}(t_1), q^{j}(t_1) \rangle e^{i(S_\text{t}^{j}(\mathbf{p}(0), \mathbf{q}(0)) + E_{t_1}/\hbar)} \right]^* .
\]

where the convenient combination of \(N_{\text{states}}\) coherent state centers of Eq. (10) has been introduced. An analogous expression holds after the separable approximation is invoked. Due to the approximation in the coherent state combination of Eq. (10), the MC-SC-IVR method provides information about the peak locations and not about their relative intensities with respect to a ground state transition. In order to further reduce the computational effort for a direct dynamics calculation, the phase space integral may be approximated by a sum of trajectories starting from each set of coherent state coordinates

\[
I(E) = \frac{1}{(2\pi \hbar)^F} \frac{1}{2\pi \hbar \tilde{T}} \sum_{i=1}^{N_{\text{states}}} \int_0^T dt_1 \int_0^T dt_2 \times C_{t_2}(\mathbf{p}^{j}(t_1), \mathbf{q}^{j}(t_1))
× \sum_{i=1}^{N_{\text{states}}} \left| p_{\text{eq},i}^j, q_{\text{eq},i}^j \right| \langle p^{j}(t_2), q^{j}(t_2) \rangle e^{i(S_\text{t}^{j}(\mathbf{p}(0), \mathbf{q}(0)) + E_{t_2}/\hbar)}
× \left[ \sum_{i=1}^{N_{\text{states}}} \left| p_{\text{eq},i}^j, q_{\text{eq},i}^j \right| \langle p^{j}(t_1), q^{j}(t_1) \rangle e^{i(S_\text{t}^{j}(\mathbf{p}(0), \mathbf{q}(0)) + E_{t_1}/\hbar)} \right]^* .
\]

Applications of Eq. (12) include accurate power spectra for the gas phase H\(_2\)O molecule\(^55\) and CO molecules chemisorbed on Cu(100) using analytical potentials\(^58\) while an “on the fly” approach has been employed for CO\(_2\)\(^55\),\(^59\) and H\(_2\)CO\(^57\) vibrational energy level and vibrational eigenfunction calculations.\(^56\)

### IV. THE CFD METHOD FOR THE MONODROMY MATRIX CALCULATIONS

To calculate the monodromy matrix \(M(t)\) elements, the Hessian is needed at every time step to solve Eq. (4). An ab initio Hessian calculation is computationally very expensive, and hence an accurate Hessian approximation that can preserve properties of the ab initio Hessian is highly desirable. Hessian updating is a way to approximate the Hessian in a stepwise fashion with one direction of the Hessian approximated using the latest available information, while the remaining directions of the Hessian remain almost unchanged.\(^60\)
Hessian update schemes have evolved since 1950s and were originally developed for optimization (see Refs. 60--65 and references therein), and some have been used in direct dynamics simulations.66–68 Most of the schemes are based on a first-order Taylor expansion which, for optimization, is the equation that quasi-Newton methods are based upon. The accuracy of the first-order Taylor expansion is sufficient for optimization, as evidenced by fast convergence of quasi-Newton methods.62 For direct dynamics, a higher accuracy is desirable and a recent study38 has shown the effectiveness of a highly accurate Hessian approximation in attaining high simulation quality. The Hessian approximation schemes reported in Ref. 38 were developed using a CFD method69–73 which has an approximation accuracy one order higher than that of the first-order Taylor expansion.

CFD is a high-order finite difference approximation for differentiation of functions without incurring a larger stencil, the set of sampling points in the approximation formula. The high accuracy is attained by including differentiated terms at more locations within the stencil. The “compact” refers to the compactness of the stencil for attaining a high-accuracy approximation. The CFD-based Hessian approximations start with the equation

$$\frac{1}{2}[H(q_1) + H(q_2)](q_2 - q_1) = G(q_2) - G(q_1), \quad (13)$$

where $G(q_1)$ and $G(q_2)$ are the gradients of the potential energy at $q_1$ and $q_2$, respectively, and $H(q_1)$ and $H(q_2)$ are the Hessians at $q_1$ and $q_2$. Compared with the first-order Taylor expansion

$$H(q_2)(q_2 - q_1) = G(q_2) - G(q_1) \quad (14)$$

of $G(q_1)$ about the point $q_2$, the CFD-based Eq. (13) has an error of $O(||q_1 - q_2||^3)$ while the Taylor expansion in Eq. (14) has an error of $O(||q_1 - q_2||^2)$. Note that Eq. (13) has the same stencil as Eq. (14), but with the Hessian included at one more location of the variable $q$. When $G(q_1), G(q_2),$ and $H(q_1)$ are given, a Hessian update scheme is to approximate $H(q_2)$ using the given information of $G(q_1), G(q_2),$ and $H(q_1), q_1,$ and $q_2$. Equation (14) is the equation for which most existing Hessian update schemes are based upon. When the coordinate $q$ has $n$ scalar entries, that is, $q = (x_1, x_2, \ldots, x_n)$, both Eqs. (13) and (14) have an $n(n - 1)/2$-dimensional solution space. A dimension-restriction technique pioneered by Bofill,65 originally for the first-order Eq. (14), can be applied to the CFD Eq. (13), with which one can obtain a family of Hessian update schemes

$$\Delta H = (1 - \lambda) \frac{R^T R}{R^T \Delta q} R^T \Delta q + \lambda \left( \frac{\Delta q^T R + \Delta q^T}{\|\Delta q\|^2} \Delta q \Delta q^T - \frac{R^T \Delta q}{\|\Delta q\|^4} \Delta X q \Delta q^T \right), \quad (15)$$

from which $H(q_2)$ can be obtained using $H(q_2) = H(q_1) + \Delta H$, where $\lambda$ is a parameter allowed to vary, $\Delta q = q_2 - q_1$, and

$$R = 2[G(q_2) - G(q_1) - H(q_1)(q_2 - q_1)]. \quad (16)$$

Equation (15) is called the CFD-Bofill family38 of Hessian update schemes, where the CFD contribution is effected through Eq. (16) for $R$, and Eq. (15) reduces to the CFD-Powell Symmetric Broyden (CFD-PSB) scheme when $\lambda = 1$. It is worth noting that when $R$ is half of Eq. (16), that is, $R = G(q_2) - G(q_1) - H(q_1)(q_2 - q_1)$, Eq. (15) gives the family of Bofill update schemes that are solutions of the first-order Eq. (14). A practical value for $\lambda$ is

$$\lambda = 1 - \frac{(RT \Delta q)^2}{\|R\|^2 \|\Delta q\|^2}. \quad (17)$$

Equation (17) for $\lambda$ is due to Bofill,65 and Eq. (15) with $\lambda$ given by Eq. (17) is called the CFD-Bofill Hessian update scheme, which was found to be a simple and accurate Hessian approximation.38

With the Hessian update schemes, the monodromy matrix $M(t)$ can be calculated by solving the governing Eq. (4) with the velocity Verlet algorithm or higher order symplectic algorithms. Hessian updating is used in a manner that for every $K$ time steps, an $ab initio$ Hessian is calculated in the first step followed by $K-1$ steps of Hessian updates.

V. RESULTS

A. Preliminary pre-exponential factor monitoring

The accuracy of the pre-exponential factor $C_1(p(t_1), q(t_1))$ is preliminarily monitored by looking at the phase $\phi(t) = \text{phase}[C_1(p(0), q(0))]$ and at the modulus for calculations with different $K$ values. Here $K$ is the number of time-steps within a fixed interval for which the Hessian is estimated according to the CFD approximation. In Figure 1, the phase differences between the phase of the exact pre-exponential factor and the CFD approximated ones are plotted. The left-panel of Figure 1 is for a CO$_2$ ground state energy trajectory simulation (10 a.u. step-size for 5000 time-steps) and it shows that accuracy is preserved up to $K = 32$. Though there are a few points with a $\pi$ off-phase pre-exponential factor, the imaginary part is still the same. The right-panel of the same Figure is for a H$_2$O ground state energy trajectory with 4000 time-steps of 5 a.u. In this case, the approximation is much less accurate. This is probably due to the presence of the light hydrogen atoms and chaotic dynamics, where the CFD approximation performs more poorly.39 However, the phase differences in Figure 1 represent those for a single trajectory and in the following calculations are presented for thousands of trajectories.

Thus, it is not possible to extend a priori the accuracy shown in Figure 1 to each trajectory of the Monte Carlo phase space integration for the TA-SC-IVR with the separable approximation. Lower kinetic energy trajectories better preserve the accuracy of the CFD approximation (see Sec. V B), since for high kinetic energies it becomes more probable to visit chaotic regions of the potential energy surface where at least one of the local Hessian eigenvalues is negative.39

If one does not adopt the separable approximation of Eq. (9), it is important to establish the resulting error in the absolute value of the prefactor when the CFD approximation is used. The relative error of the modulus of the pre-exponential
factor \( C_2(\mathbf{p}(t), \mathbf{q}(t)) \), at each time step, is reported in Figure 2. The notation is the same as in Figure 1. As far as the CO\(_2\) set of simulations are concerned, the accuracy limit of \( K = 16 \) is observed, showing that the approximation is less accurate for the modulus than the phase calculation. The same considerations hold for the H\(_2\)O simulations, where the accuracy limit is about \( K = 8 \). These results are encouraging and show that the CFD approximation will be helpful even for SC-IVR simulations where the separable approximation is not employed. In order to have a comprehensive evaluation of the CFD Hessian approximation for the SC-IVR integrator, a better approach is to directly monitor the power spectra peaks for increasing \( K \) values, as done in Sec. V B.

**B. Accelerated SC-IVR power spectra with the CFD approximation**

From Sec. IV and Figure 1, it is clear that the accuracy of the CFD approximation deteriorates when the number of Hessian updates between two consecutive \textit{ab initio} Hessian calculations increases. Also, the CFD Hessian calculations for high kinetic energy trajectories are less accurate than for lower kinetic energy trajectories as stated above. Thus, when performing the Monte Carlo integration of Eqs. (8) and (9) with the CFD approximation, high energy trajectories are more probable to be rejected, since their monodromy matrix determinants deviate substantially from unity as a result of round-off error propagation discussed above. This bias increases when the CFD Hessian approximation is invoked for more time-steps and for higher kinetic energy trajectories. To have a clear picture of this sampling issue, we performed a preliminary statistical study of time averaging SC-IVR calculations with different sampling choices in order to understand how discarding high momentum trajectories approximates the power spectrum. In particular, the goal of this preliminary set of exact (i.e., without CFD approximation) semiclassical calculations is to find the largest sampling standard deviation which gives accurate results for a given power spectrum energy range. In a second stage, the CFD approximation is applied to determine a \( K \)-threshold for an accurate calculation.

The water molecule analytical potential of Thiel\(^{78}\) was chosen for a realistic simulation of a molecular spectrum. This molecule has stiff stretching modes strongly coupled to a floppy bending one. To perform the Monte Carlo integration of Eqs. (8) and (9), the Husimi sampling distribution of Eq. (A1) is usually employed\(^2,5,10\) and this approach was used here. This distribution guarantees that a wide enough phase space region is sampled. The sensitivity of the Monte Carlo integration was studied for different sampling widths of the Husimi distribution and different numbers of trajectories calculated for the distribution. The left panel of Figure 3 shows the distribution of trajectories versus the total (kinetic plus potential) trajectory energy for the different sampling widths and different numbers of trajectories. The sampling width was narrowed by increasing the \( a, b \) parameters introduced in the Appendix in Eq. (A1) to 5a,5b; 10a,10b; and 15a,15b. Two ensemble sizes were considered for sampling the Husimi distributions; i.e., one with 32 000 trajectories and the other with 3200. The former were integrated for 3000 time-steps with a 5 a.u. time interval, while the latter was integrated for 4000 time-steps with the same time interval. The trajectory integration was
FIG. 2. Prefactor modulus relative error at different levels $K$ of the CFD-PSB approximation for the ground state energy. The left panel is for a CO$_2$ trajectory and the right for a H$_2$O trajectory.

performed with a 4th order symplectic algorithm$^{14,79}$ and trajectories with a monodromy matrix determinant deviation from unity greater than $10^{-4}$ were discarded. The latter becomes important for trajectories with a large kinetic energy.

The power spectra, calculated using Eq. (9), are shown in the right panel of Figure 3 for the different Husimi ensembles of trajectories in the left panel. Overall, the spectra are insensitive to the samplings of the Husimi distribution. For the Husimi distribution with parameters $1a$, $1b$ the energy range extends to 14 000 cm$^{-1}$ beyond the ZPE level. The number of rejected trajectories is large for this broad sampling width, as a result of the large kinetic energies of some of the trajectories, and it is significant that this sampling gives an accurate spectrum. It is also important that the same Husimi distribu-

FIG. 3. Water molecule vibrational dynamics. (Left panel) Normalized trajectory distribution versus the total initial trajectory energy for different Gaussian $a$, $b$ sampling standard deviations; the bin width for the histogram distributions is 200 cm$^{-1}$. (Right panel) The resulting power spectrum.
TABLE I. Water vibrational energy levels for the sampling distributions reported in the left panel of Figure 3.

<table>
<thead>
<tr>
<th>$v_1$</th>
<th>$v_2$</th>
<th>Harm.</th>
<th>$\sigma$</th>
<th>$5\sigma$</th>
<th>$10\sigma$</th>
<th>$15\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000 (A$_1$)</td>
<td>4711</td>
<td>4644</td>
<td>4646</td>
<td>4648</td>
<td>4644</td>
<td>4640</td>
</tr>
<tr>
<td>100 (A$_1$)</td>
<td>6361</td>
<td>6236</td>
<td>6238</td>
<td>6239</td>
<td>6231</td>
<td>6231</td>
</tr>
<tr>
<td>200 (A$_1$)</td>
<td>8011</td>
<td>7793</td>
<td>7796</td>
<td>7791</td>
<td>7787</td>
<td>7796</td>
</tr>
<tr>
<td>010 (B$_2$)</td>
<td>8541</td>
<td>8361</td>
<td>8360</td>
<td>8356</td>
<td>8352</td>
<td>8351</td>
</tr>
<tr>
<td>001 (B$_1$)</td>
<td>8652</td>
<td>8441</td>
<td>8441</td>
<td>8450</td>
<td>8446</td>
<td>8446</td>
</tr>
<tr>
<td>300 (A$_1$)</td>
<td>9661</td>
<td>9314</td>
<td>9313</td>
<td>9307</td>
<td>9348*</td>
<td>9368*</td>
</tr>
<tr>
<td>110 (B$_2$)</td>
<td>10 191</td>
<td>9933*</td>
<td>9923*</td>
<td>9928</td>
<td>9932</td>
<td>9945</td>
</tr>
<tr>
<td>101 (B$_2$)</td>
<td>10 302</td>
<td>9974</td>
<td>9980</td>
<td>9997</td>
<td>10 008</td>
<td>10 025</td>
</tr>
<tr>
<td>210 (A$_1$)</td>
<td>11 841</td>
<td>11 505</td>
<td>11 512</td>
<td>11 516</td>
<td>11 558</td>
<td>11 567</td>
</tr>
<tr>
<td>201 (B$_2$)</td>
<td>11 952</td>
<td>11 666</td>
<td>11 662</td>
<td>11 662</td>
<td>11 693*</td>
<td></td>
</tr>
<tr>
<td>020 (A$_1$)</td>
<td>12 372</td>
<td>12 053*</td>
<td>12 065</td>
<td>12 061</td>
<td>12 058</td>
<td>12 058</td>
</tr>
<tr>
<td>011 (B$_2$)</td>
<td>12 483</td>
<td>12 134</td>
<td>12 134</td>
<td>12 153</td>
<td>12 146</td>
<td>12 145</td>
</tr>
<tr>
<td>002 (A$_1$)</td>
<td>12 593</td>
<td>12 226*</td>
<td>12 227</td>
<td>12 242</td>
<td>12 240</td>
<td>12 245</td>
</tr>
<tr>
<td>120 (A$_1$)</td>
<td>14 022</td>
<td>13 513*</td>
<td>13 482*</td>
<td>13 513</td>
<td></td>
<td></td>
</tr>
<tr>
<td>111 (B$_2$)</td>
<td>14 133</td>
<td>13 667</td>
<td>13 657</td>
<td>13 681</td>
<td>13 700</td>
<td></td>
</tr>
<tr>
<td>102 (A$_1$)</td>
<td>14 244</td>
<td>13 750*</td>
<td>13 724*</td>
<td>13 762</td>
<td>13 807</td>
<td>13 833</td>
</tr>
</tbody>
</table>

The 3200 Husimi sampling power spectrum (4th column) is at convergence by comparison with the 32 000 simulation (3rd column). Husimi distribution sampling is for $\sigma = (a, b)$. Uncertain peaks are marked with (*). For multiples of $\sigma$ the spectra become gradually less accurate.

As discussed above, trajectories with a monodromy matrix determinant deviation from unity greater than $10^{-4}$ were discarded. Reported in Figure 4 are the energy distributions of the discarded trajectories for different widths of the Husimi sampling distribution and different levels of the CFD approximation. The energy distribution for the total number of trajectories is given by the orange line in each panel, while the distributions for the discarded ones are given by the other colors, depending on the level of the CFD approximation. A higher energy trajectory is more probable to visit chaotic regions of the potential and, consequently, is more probable to be rejected. By comparing the panels in Figure 4, it is seen that fewer trajectories are rejected when the sampling is peaked at smaller energy values, i.e., the Husimi sampling coefficients $a$ and $b$ are increased from the Husimi value of $\sigma$. In addition, within each panel it is apparent there are more rejected trajectories when the CFD interpolation interval $K$ is increased. This shows that the effect of the CFD approximation is either to make the already negative local Hessian eigenvalues more negative or to introduce additional negative eigenvalues.

Here, we want to understand when these higher rejection rates are prejudicial for the power spectrum calculation. As an example, the $a$, $b$ sampling parameters are fixed at the Husimi value of $\sigma$ and the water power spectra (shown in Figure 5)
calculated for different K values. K is the number of consecutive integration time-steps for which the Hessian is estimated according to the CFD approximation, before calculating it accurately. The effect of increasing K is analogous to that of restricting the sampling width, i.e., higher energy trajectories are discarded and higher vibrational energy level peaks are less intense. Nevertheless, the spectra in Figure 5 appear quite similar.

To obtain a quantitative comparison of the above power spectra calculations, the vibrational eigenvalues obtained with different sampling parameters and different levels of the CFD approximation are listed in Table II, where they are compared with the “exact” semiclassical values. These results, together with the ones in Figure 5, show a quite accurate threshold of K = 4 for the CFD approximation. K = 4 shows very few peaks deviating by more than 20 cm$^{-1}$ from the “exact” semiclassical simulation, while the deviation is about double for K = 8. Since we are employing a 4th order algorithm, with K = 4 the Hessian is evaluated 16 times less than for an “exact” simulation. For a semiclassical direct dynamics simulation, calculation of the Hessian dominates the computational time and, thus, with the CFD approximation the simulation is about 16 times faster than without. Another important observation from Table II is that, as the sampling parameters a and b are increased and the sampling distribution becomes more different from the Husimi one, the spectrum accuracy is poorer and some peaks are missing. Thus, direct application of the CFD approximation to the Husimi distribution is the preferred approach. Sampling distributions that are more narrow than the Husimi one may make the CFD approximation more accurate for some vibrational peaks, but the spectra precision for the higher vibrational peaks is substantially degraded.

C. MC-SC-IVR power spectra and the CFD approximation

As presented in Sec. III, a viable tool for an $ab$ initio semiclassical calculation is the MC-SC-IVR approximation, where the number of trajectories is reduced to very few. In this section we study application of the CFD approximation to a MC-SC-IVR direct dynamics calculation. As described in the Appendix, for the MC-SC-IVR method the trajectory initial conditions are chosen by performing Box-Muller samplings

### Table II. Water vibrational energy levels.

<table>
<thead>
<tr>
<th>$v_1v_2v_3$</th>
<th>$\sigma$</th>
<th>$K = 4$</th>
<th>$K = 8$</th>
<th>$K = 4$</th>
<th>$K = 8$</th>
<th>$K = 4$</th>
<th>$K = 8$</th>
<th>$K = 4$</th>
<th>$K = 8$</th>
<th>$K = 4$</th>
<th>$K = 8$</th>
<th>$K = 4$</th>
<th>$K = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000 ($A_1$)</td>
<td>4644</td>
<td>4642</td>
<td>4627</td>
<td>4641</td>
<td>4627</td>
<td>4639</td>
<td>4626</td>
<td>4646</td>
<td>4623</td>
<td>4645</td>
<td>4635</td>
<td></td>
<td></td>
</tr>
<tr>
<td>010 ($A_1$)</td>
<td>7793</td>
<td>7790</td>
<td>7782</td>
<td>7792</td>
<td>7777</td>
<td>7791</td>
<td>7791</td>
<td>7797</td>
<td>7785</td>
<td>7769</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>010 ($B_2$)</td>
<td>8361</td>
<td>8356</td>
<td>8341</td>
<td>8350</td>
<td>8334</td>
<td>8350</td>
<td>8333</td>
<td>8359</td>
<td>8353</td>
<td>8352</td>
<td>8339</td>
<td></td>
<td></td>
</tr>
<tr>
<td>030 ($A_1$)</td>
<td>9314</td>
<td>9312</td>
<td>9321</td>
<td>9300</td>
<td>9329</td>
<td>9313</td>
<td>9335</td>
<td>9297</td>
<td>9286</td>
<td>9305</td>
<td>9298</td>
<td></td>
<td></td>
</tr>
<tr>
<td>110 ($A_1$)</td>
<td>9933*</td>
<td>9923*</td>
<td>9942</td>
<td>9925</td>
<td>9934*</td>
<td>9929*</td>
<td>9988</td>
<td>9915</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>110 ($B_2$)</td>
<td>9974</td>
<td>9973</td>
<td>9948</td>
<td>9987</td>
<td>9974*</td>
<td>9998</td>
<td>9959</td>
<td>9961</td>
<td>9931</td>
<td>9951</td>
<td>9974</td>
<td></td>
<td></td>
</tr>
<tr>
<td>210 ($A_1$)</td>
<td>11505</td>
<td>11492*</td>
<td>11485*</td>
<td>11510</td>
<td>11506</td>
<td>11494</td>
<td>11500</td>
<td>11508</td>
<td>11483</td>
<td>11510</td>
<td>11509</td>
<td></td>
<td></td>
</tr>
<tr>
<td>210 ($B_2$)</td>
<td>11666</td>
<td>11688</td>
<td>11573</td>
<td>11617</td>
<td>11646*</td>
<td>11664*</td>
<td>11637</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>020 ($A_1$)</td>
<td>12053*</td>
<td>12072</td>
<td>12072*</td>
<td>12054</td>
<td>12041*</td>
<td>12055</td>
<td>12038</td>
<td>12061</td>
<td>12039*</td>
<td>12060</td>
<td>12039*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>011 ($B_2$)</td>
<td>12134</td>
<td>12118</td>
<td>12094</td>
<td>12128</td>
<td>12109</td>
<td>12129</td>
<td>12109</td>
<td>12146</td>
<td>12118*</td>
<td>12149</td>
<td>12117</td>
<td></td>
<td></td>
</tr>
<tr>
<td>002 ($A_1$)</td>
<td>12226*</td>
<td>12221</td>
<td>12206</td>
<td>12220</td>
<td>12205</td>
<td>12217</td>
<td>12197</td>
<td>12221</td>
<td>12213*</td>
<td>12235</td>
<td>12209</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120 ($A_1$)</td>
<td>13513*</td>
<td>13607*</td>
<td>13604*</td>
<td>13595*</td>
<td>13600*</td>
<td>13600*</td>
<td>13600*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>111 ($B_2$)</td>
<td>13667</td>
<td>13643</td>
<td>13623</td>
<td>13672</td>
<td>13662</td>
<td>13682</td>
<td>13648</td>
<td>13675</td>
<td>13658</td>
<td>13673</td>
<td>13661</td>
<td></td>
<td></td>
</tr>
<tr>
<td>102 ($A_1$)</td>
<td>13750*</td>
<td>13716</td>
<td>13725*</td>
<td>13768*</td>
<td>13776*</td>
<td>13779</td>
<td>13761*</td>
<td>13744</td>
<td>13753</td>
<td>13743</td>
<td>13743</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The 2nd column is for the 32 000 trajectory simulation from Table I. The remaining columns are for the 3200 trajectory simulations in this table. Uncertain peaks are marked with (*)
Fig. 6. Energy distributions for sampled and rejected trajectories for multiple coherent states sampling of the water molecule with eight Gaussian sampling centers (see text). The orange line is the distribution for the total trajectories and the other lines are for the rejected trajectories at different levels of the CFD approximation.

Centered at each coherent state per time. Figure 6 shows the energy histogram distribution for the sampled trajectories using the same water potential as above. Also shown are the distributions of rejected trajectories without the CFD approximation and with different levels of the CFD approximation. Each panel gives the results for a fixed sampling standard deviation, equal for all centers. The original MC-SC-IVR formulation, where the number of trajectories is equal to a small number (few) coherent states as given by Eq. (10), corresponds to a sampling standard deviation equal to infinity, i.e., only the centers \( \mathbf{p}_{\text{eq}}, \mathbf{q}_{\text{eq}} \) are sampled. For this reason, in Figure 6 finite large values of the standard sampling deviation are considered to have a gradual approach to the few trajectory MC-SC-IVR sampling case. The results in Figure 6 are very similar to the above SC-IVR calculations; i.e., the wider the sampling distribution the higher the number of rejected trajectories when employing the CFD approximation. The main difference with respect to the sampling results of Figure 4 is that for the larger standard deviations the single-center Husimi sampling distribution is biased around the ZPE energy part of the spectrum, while the MC-SC-IVR sampling procedure keeps an even sampling distribution across the power spectrum. This last kind of sampling is clearly going to be more representative of the power spectrum as compared to an arbitrarily chosen single-center Husimi standard deviation.

Details of the MC-SC-IVR calculations may be appreciated by inspecting the power spectra. In Figure 7 power spectra of the water molecule are given for MC-SC-IVR simulations with both 8 and 3200 trajectories. The coherent states in Eq. (10) are restricted to the lower eight vibrational levels, including the ZPE one, which are represented by the harmonic approximation as described in Ref. 55. If only 8 trajectories are used, we obtain the black line spectrum at the

Fig. 7. Water power spectra for MC-SC-IVR simulations with different sampling parameters. For each set of parameters the \( K = 8 \) CFD approximated spectrum (red line) is compared with the MC-SC-IVR spectrum without the CFD approximation (black line). The \( \sigma = \infty \) is the 8-trajectory simulation.
D. First principles semiclassical direct dynamics results

The ultimate goal of approximating the Hessian in SC-IVR molecular dynamics is to enhance \textit{ab initio} semiclassical molecular dynamics. In this section, an illustrative example is reported of the power spectrum calculation for carbon dioxide. This spectrum is quite a challenging one, given the strong anharmonic couplings between the symmetric and bending modes and the numerous Fermi resonances. First-principles classical trajectories and Hessian calculations were performed at the level of B3LYP/cc-pVDZ level of theory with the \textsc{venus} package\textsuperscript{80,81} interfaced with \textsc{nwcchem}.\textsuperscript{82} A version of the integrated \textsc{venus}/\textsc{nwcchem} was developed to determine all the classical quantities needed for the semiclassical calculations. The simulations were performed in normal mode coordinates, after an initial Hessian diagonalization. During the time-evolution the Hessian is calculated every \(K\) time-steps, as illustrated above.

Figure 8 shows “on-the-fly” \textsuperscript{12}\textsubscript{16} CO\textsubscript{2} power spectra calculated for various values of \(K\). Major difference is apparent irrespective of the SC-IVR version used and, by comparing with the results of Ref. 39, this is also the case for a single trajectory simulation.

<table>
<thead>
<tr>
<th>(N)</th>
<th>(K = 4)</th>
<th>(K = 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 (A\textsubscript{1})</td>
<td>2424*</td>
<td>2416*</td>
</tr>
<tr>
<td>200 (B\textsubscript{1})</td>
<td>2424*</td>
<td>2416*</td>
</tr>
<tr>
<td>200 (A\textsubscript{2})</td>
<td>2424*</td>
<td>2416*</td>
</tr>
<tr>
<td>200 (B\textsubscript{2})</td>
<td>2424*</td>
<td>2416*</td>
</tr>
</tbody>
</table>

These results indicate that the threshold for the CFD approximation can be chosen irrespective of the SC-IVR version used and, by comparing with the results of Ref. 39, this is also the case for a single trajectory simulation.
bending modes, as previously reported.55, 59 These Fermi couplings for different levels of the CFD Hessian approximation.

FIG. 8. Direct dynamics power spectra for carbon dioxide calculated at different levels of the CFD-Hessian approximation. The simulations were performed with the MC-SC-IVR method using 8 trajectories. The black line is the spectrum without the Hessian CFD approximation and the colored lines are for different levels of the CFD Hessian approximation.

Table IV. MC-SC-IVR vibrational spectra for CO2 obtained with direct dynamics and the CFD Hessian approximation.6

<table>
<thead>
<tr>
<th>States</th>
<th>Harmonic</th>
<th>Exact</th>
<th>K = 10</th>
<th>K = 20</th>
<th>K = 40</th>
<th>K = 60</th>
<th>K = 70</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZPE</td>
<td>2538</td>
<td>2512</td>
<td>2518</td>
<td>2520</td>
<td>2510</td>
<td>2504</td>
<td>2495</td>
</tr>
<tr>
<td>0, 0^†</td>
<td>3190</td>
<td>3148</td>
<td>3156</td>
<td>3158</td>
<td>3150</td>
<td>3145</td>
<td>3132</td>
</tr>
<tr>
<td>0, 2^0, 0^σ</td>
<td>3843</td>
<td>3782</td>
<td>3792</td>
<td>3794</td>
<td>3790</td>
<td>3784</td>
<td>3763</td>
</tr>
<tr>
<td>1, 0^0, 0^σ</td>
<td>3895</td>
<td>3901</td>
<td>3910</td>
<td>3910</td>
<td>3905</td>
<td>3901</td>
<td>3882</td>
</tr>
<tr>
<td>0, 3^1, 0^†</td>
<td>4495</td>
<td>4415</td>
<td>4425</td>
<td>4425</td>
<td>4430</td>
<td>4419</td>
<td>4398</td>
</tr>
<tr>
<td>0, 3^1, 0</td>
<td>4495</td>
<td>4537</td>
<td>4547</td>
<td>4548</td>
<td>4542</td>
<td>4536</td>
<td>4525</td>
</tr>
<tr>
<td>1, 1^0, 0^†</td>
<td>4547</td>
<td>4622</td>
<td>4630</td>
<td>4637</td>
<td>4614</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0, 0^0, 1</td>
<td>4950</td>
<td>4870</td>
<td>4879</td>
<td>4886</td>
<td>4990</td>
<td>4884</td>
<td>4852</td>
</tr>
<tr>
<td>0, 4^0, 0^†</td>
<td>5148</td>
<td>5046</td>
<td>5056</td>
<td>5058</td>
<td>5036</td>
<td>5051</td>
<td>5031</td>
</tr>
<tr>
<td>0, 4^2, 0^σ</td>
<td>5148</td>
<td>5174</td>
<td>5182</td>
<td>5185</td>
<td>5175</td>
<td>5173</td>
<td>5161</td>
</tr>
<tr>
<td>0, 4^2, 0^σ</td>
<td>5148</td>
<td>5298</td>
<td>5307</td>
<td>5306</td>
<td>5298</td>
<td>5297</td>
<td></td>
</tr>
<tr>
<td>1, 2^0, 0^σ</td>
<td>5200</td>
<td>5511</td>
<td>5519</td>
<td>5521</td>
<td>5526</td>
<td>5524</td>
<td>5492</td>
</tr>
<tr>
<td>2, 0^0, 0</td>
<td>5252</td>
<td>5679</td>
<td>5690</td>
<td>5691</td>
<td>5671</td>
<td>5679</td>
<td>5668</td>
</tr>
<tr>
<td>1, 0^0, 1</td>
<td>6307</td>
<td>5829</td>
<td>5819</td>
<td>5820</td>
<td>5810</td>
<td>5808</td>
<td>5791</td>
</tr>
</tbody>
</table>

6The first column gives the vibrational spectroscopic terms, with Fermi resonance states indicated by a distinct superscript symbol for each group of resonant states. The second column gives the harmonic results and the third gives the semiclassical energy levels obtained with different levels of the CFD Hessian approximation according to Bofill’s algorithm. The energies are in cm⁻¹. Uncertain peaks are marked with (*).

VI. DISCUSSION

Of the many methods elaborated in the past to enhance the monodromy matrix calculation, we have found that only the one of Garashchuk and Light83 does not invoke an additional approximation beyond a numerical one. For this reason, their approximation may be directly compared to the present CFD one. Garashchuk and Light proposed to calculate the second derivatives for the Hessian by generating 2N (where N is the number of degrees of freedom) auxiliary classical trajectories, whose initial conditions differ from the main reference trajectory by a displacement in one of the phase space variables.83 Then, the monodromy matrix was calculated as the product of monodromy matrices for infinitesimal time-steps. The overall computational cost scales linearly instead of quadratically.

We find the present CFD approximation to offer several advantages with respect to the Garashchuk and Light method, which, however, has the desirable property to be numerical. First, the CFD method allows for “tuning” the approximation by varying the number of consecutive time intervals for which the Hessian is estimated, i.e., by changing the value of K. This feature allows any user to set her/his level of approximation, according to the accuracy desired for observables of interest. Second, the CFD approximation does not require any further calculation of auxiliary trajectories, except those used for the statistical convergence of the Monte Carlo integration. Third, Garashchuk and Light formulation of the second derivatives is accurate up to first order. In contrast, the CFD approximation is higher order, depending on the choice of the algorithm. For these reasons, our understanding is that the present numerical approximation of the SC-IVR propagator represents a significant step forward with respect to other monodromy matrix approximations.11, 19, 50, 52, 83

VII. CONCLUSIONS

A semiclassical (SC) IVR calculation requires numerical integration of classical trajectories for evaluations of monodromy matrices versus time. Evaluating this matrix requires the Hessian, which is computationally quite expensive for di-
rect dynamics simulations. The work reported here shows that the CFD approximation for the Hessian is a very useful approach that can significantly reduce the computational time required for a SC direct dynamics calculation. The CFD approximation may decrease the computational time required for a SC-IVR direct dynamics calculation by orders of magnitude. Such an enhancement in the efficiency of the calculation makes SC-IVR direct dynamics computationally tractable for a broad range of problems.
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APPENDIX: MONTE CARLO SAMPLING

The natural Monte Carlo sampling distribution of Eq. (8) is given by the value of the integrand at time zero. Given a reference state $|\chi\rangle = |p_{eq}, q_{eq}\rangle$, this is proportional to

$$\langle \chi | p(0), q(0) \rangle \langle p(0), q(0) | \chi \rangle = e^{-a(q_{0}-q_{eq})^{2} - b(p_{0}-p_{eq})^{2}}, \tag{A1}$$

where the vectors $a$ and $b$ are such that the $i$th element is $a(i) = \omega_{i}/2$ and $b(i) = 1/2(\omega_{i})$, and $\omega_{i}$ is the harmonic vibrational frequency of the $i$th normal mode. This phase space probability distribution is called the Husimi distribution. Recently, an efficient time-dependent importance sampling approach has been advanced for SC-IVR molecular dynamics of time correlation functions. Here, we have shown how the power spectra depends on the sampling parameters $a$ and $b$. A correct and converged Monte Carlo sampling is such that the integration results do not depend on the sampling parameters. However, since the CFD Hessian approximation is invoked in the prefactor calculation, trajectories are run and the contribution of a trajectory is removed if the determinant of the matrices product $M^{T}M$ deviates from unity more than a given threshold. In principle, when using a sympletic propagator, the deviation from unity should be within a round-off error. However, we have previously proved that the effect of the CFD approximation may introduce negative Hessian eigenvalues that cause the monodromy matrix elements to become significantly large in magnitude, with an associated round-off error as well. For this reason, more trajectories are rejected as the CFD approximation becomes more severe, and the SC-IVR sampling is consequently biased. Here we have shown how the power spectra and the number of rejected trajectories change by changing the sampling parameters and the level of the CFD approximation.

For a MC-SC-IVR calculation of Eq. (11), the reference state is given by Eq. (10) and, consequently, there are multiple sampling centers. This is seen from the integrand expression at zero-time,

$$\langle \chi | p(0), q(0) \rangle \langle p(0), q(0) | \chi \rangle = \sum_{i} e^{-a(q_{0}-q_{eq})^{2} - b(p_{0}-p_{eq})^{2}}, \tag{A2}$$

where the sum runs over the coherent states' centers. As explained above, the MC-SC-IVR approximation was introduced to drastically reduce the number of trajectories for “on the fly” semiclassical calculations. The minimum number of trajectories is equal to the number of coherent states, as given by Eq. (12). In the examples quoted above, these have never been more than a few trajectories. The need for such a low number of trajectories opens up the possibility of ab initio semiclassical direct dynamics calculations. This choice is equivalent to putting Dirac-delta distributions at the positions of the Gaussian distributions in Eq. (A2) and initiating trajectories one by one from each $(q_{eq}, p_{eq})$ phase space point. In contrast, to sample trajectories according to Eq. (A2), positions and momenta should be randomly chosen within given intervals. Equation (A2) may then be sampled, with the phase space point rejected or accepted by the von Neumann rejection technique. This acceptance/rejection algorithm heavily relies on the initial sampling interval, whose unbiased determination is postponed for future work. Instead, in this paper, we look for a close comparison between the MC-SC-IVR calculations of Eq. (12) and those of Eq. (11). In order to accomplish this, we find it reasonable to have the trajectories sampled separately from each Gaussian distribution of Eq. (A2) by a Box-Muller method.
