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Introduction

The study of the collective properties of a nuclear system is a powerful tool to understand the structure which lies inside the nucleus. A successful technique which was used in this field is the measurement of the decay of the collective Giant Dipole Resonance (GDR) as a probe to understand structural or dynamical aspects of the nucleus [1], [2].

The use of fusion-evaporation reactions made recently possible the study of, for example, i) the yield of the high-energy gamma-ray emission of the Dynamical Dipole (DD) which takes place during the compound nucleus formation process if there an N/Z asymmetry and ii) the degree of isospin mixing at finite temperature in the decay of N=Z nuclei. In this thesis two experiments will be presented, the first one aims to measure the dynamical dipole contribution for the system $^{16}$O + $^{116}$Sn at 12 MeV/u and the second aims to measure the degree of the isospin mixing in $^{80}$Zr at T=2.4 MeV. In the first experiment the DD contribution has to be separated from the GDR decay, instead in the second one the GDR itself constitute a tool to measure the isospin mixing probability. The results of the data analysis of the DD experiment will be presented, whereas the preliminary analysis (detector calibration, in-beam detector performance and data reduction) will be described for the isospin mixing experiment. In order to measure GDR $\gamma$ decay, the best detectors are LaBr$_3$:Ce scintillators, due to the good energy and time resolution. A study of the performances of these detectors at high energy (up to 22 MeV) will be described.

If there is an N/Z asymmetry between the projectile and the target ($N_p/Z_p \neq N_t/Z_t$) in heavy ion fusion reactions, it is possible to form a time dependent dipole moment which is associated to a gamma radiation emission, called dynamical dipole. The DD $\gamma$ emission has the same energy and the same dipolar nature of GDR $\gamma$ decay but it is not of statistical nature and therefore the DD carries information on the nuclear state before equilibration is achieved and on the dynamics fusion process. To obtain the DD contribution it is necessary to compare the experimental high-energy $\gamma$-
rays spectrum from an N/Z asymmetric reaction with the spectrum from a N/Z symmetric reaction (in which there is only the contribution of the GDR), or a spectrum from a theoretical model that includes only the statistical decay).

The existing experimental data are still rather scarce, although some data exist in the A=132 mass region. The data, moreover, do not seem to follow the theoretical predictions concerning the dependence of the DD yield emission with beam energy [3]-[5]. Experimentally, it was observed that dynamical dipole emission increases with beam energy up to \( \approx 10 \) MeV/u, then the yield significantly decreases. The dependence of DD with beam energy is the main topic of this thesis, in particular is the study of the dynamical dipole contribution for the system \(^{16}\text{O} + ^{116}\text{Sn}\) at 12 MeV/u that is an intermediate point respect the two already existing data points (8.1 and 15.6 MeV/u) [6].

The model which better describes the dynamical dipole emission studies the dynamical evolution of the dipole in the framework of the Boltzmann-Nordheim-Vlasov (BNV) prescription and employs the bremsstrahlung expression for the calculation of the photon yield [7]. It is important to point out that the model critically depends on the nuclear equation of state with its symmetry term and on its density dependence. In the case of \(^{16}\text{O} + ^{116}\text{Sn}\) the dependence on the nuclear Equation Of State (EOS) with its symmetry term is not so strong, instead this dependence become significant with neutron rich exotic beams (highly asymmetric) such as \(^{132}\text{Sn}\). The theoretical model predicts that the dependence on the symmetry term of the EOS should be clearly visible for \(^{132}\text{Sn} + ^{58}\text{Ni}\) reaction [8]. The understanding of this mechanism is relevant for the study of exotic nuclear matter, especially in view of the future availability of intense radioactive beams that are expected to give a boost to this kind of measurements.

An experimental campaign on the DD yield was performed at Laboratori Nazionali di Legnaro (LNL), using the GARFILED-HECTOR set up. During this campaign the DD emission in the fusion reaction \(^{16}\text{O} + ^{116}\text{Sn}\) was measured as a function of the beam energy (in particular at 8.1, at 12 and at 15.6 MeV/u).
The experimental set up was composed of the GARFIELD array (for the measurement of light charged particles); an array of PHOSWICH detectors from FIASCO array (for the measurement of fusion residues); and the HECTOR and HELENA arrays of BaF$_2$ detectors (the first for the measurement of high-energy gamma rays, the second to discriminate pre-equilibrium neutrons and as time reference).

The second experiment discussed in this thesis was focused on the measurement of the isospin mixing in nuclei in the mass region $A = 80$, populated using a fusion-evaporation reaction at an average temperature of 2.4 MeV. This is the follow up of a 2008 GARFIELD-HECTOR experiment in which the isospin mixing was measured at higher temperature, namely ~3 MeV. This new experiment will integrate and complete the previous dataset and, in addition, it will allow to extract “experimentally” the value of isospin mixing of $^{80}$Zr at zero temperature from the one measured at $T > 0$.

The problem of the isospin symmetry in $N \approx Z$ nuclei and its breaking, mainly by Coulomb interaction, is a topic which goes beyond nuclear structure [9]. The restoration of the isospin symmetry, observed as the excitation energy of the nucleus increases, can be understood in terms of simple arguments. If the compound nucleus decays on a time scale which is shorter than the time needed for a well-defined isospin state to mix with states with different isospin values, then the isospin symmetry is partially or totally restored [10], [11]. Theoretically, the isospin mixing probability is related to the ratio of the spreading width of the Isobaric Analog State (IAS) with the statistical decay width of the compound nucleus. As the spreading width of IAS is expected to weakly depend on temperature and the decay width of the compound is known to increase with temperature, the interplay of these two effects results in a decrease of the isospin mixing probability as the temperature increases and on the restoration of the symmetry.

Experimentally, if we restrict the comparison to the results obtained using the same experimental technique for systems with $Z = 16-40$ at $T = 2-3$ MeV, there is an increase of the degree of isospin mixing with increasing $Z$ and a decrease with increasing temperature. However, the fact that both $T$ and $Z$ are different for each measurement does not allow to completely separate the two effects.
We used the two fusion-evaporation reactions \(^{40}\text{Ca} + ^{40}\text{Ca}\) (entrance channel with isospin \(I = 0\)) and \(^{37}\text{Cl} + ^{44}\text{Ca}\) (isospin \(I \neq 0\)) to form the \(^{80}\text{Zr}\) and \(^{81}\text{Rb}\) nuclei in order to extract the isospin mixing probability from the comparison of the high-energy \(\gamma\)-rays yield from the giant dipole resonance decay measured in the two reactions.

The experiment was performed in May 2011 at LNL (Laboratori Nazionali di Legnaro) using the AGATA Demonstrator coupled to HECTOR\(^+\) array. The AGATA Demonstrator consists of an array of segmented HPGe detector used, in this experiment, for the identification of the fusion-evaporation residues and for the measurement of GDR \(\gamma\)-decay. HECTOR\(^+\) is composed of 7 large volume \(\text{LaBr}_3\):Ce scintillators (6 detectors are \(3.5'' \times 8''\) and 1 detector is \(3'' \times 3''\)) \(\text{LaBr}_3\):Ce scintillators and it is used for the measurement of both high and low energy \(\gamma\)-rays with excellent time resolution.

In this work, the preliminary analysis of the isospin mixing experiment will be presented. In particular the performances of HECTOR\(^+\) array were compared with the ones of the AGATA Demonstrator.

Large volume \(\text{LaBr}_3\):Ce crystals are particular suited to measure high-energy gamma rays, as an example, for the measurements of the Giant or Pygmy Dipole resonances. Since a few years, large volume crystals are also available; in Milan, it was built an array of 10 \(\text{LaBr}_3\):Ce scintillators with a size of \(3.5'' \times 8''\). This array is named HECTOR\(^+\) and these crystals are, as far as we know, the largest produced till now. The HECTOR\(^+\) array has already been used in several experimental campaigns (Legnaro National Laboratories, Italy, ATOMKI, Hungary, GSI Laboratories, Germany, Oslo University, Norway, and Riken Laboratory, Japan).

\(\text{LaBr}_3\):Ce scintillators are excellent detectors for \(\gamma\)-rays measurement and spectroscopy, providing an energy resolution of 2.7-3.3% at 662 keV, a sub-nanosecond time resolution and good efficiency due to the density of 5.1 g/cm\(^3\) [12], [13]. The study of signal line-shape allows also the possibility to discriminate between alpha and gamma-rays, using Pulse Shape Analysis techniques [14].

In chapter 1 the properties of the giant dipole resonances will be described, in chapters 2 and 7 the DD and the isospin mixing physics cases
will be, respectively, discussed. In chapters 3 and 8 the GARFIELD-HECTOR array and the experimental set up of isospin mixing experiment will be described. In chapter 4 the data analysis of DD experiment will be presented and in chapter 5 the theoretical calculations and the data interpretation will be discussed. In chapter 6, the performances of large volume LaBr₃:Ce detectors will be described. The preliminary analysis of the isospin mixing experiment will be presented in chapter 9.
1. Giant dipole resonances

Giant resonances are fundamental modes of excitation of nuclei, described as collective vibrations involving many if not all nucleons. Section 1.1 will detail the general properties of such states and their classification. Out of all giant resonances, the giant dipole resonance holds particular importance as it is the most easily populated and studied. In section 1.2 a description of its properties at a nuclear temperature equal to zero will be given, while in section 1.3 its behavior with increasing temperature will be described.

1.1. Giant resonances

Giant resonances are basic modes of excitation of nuclei, corresponding to a collective vibrational motion involving many if not all the nucleons. They are a well known example of the common feature of many-body quantum systems to form collective modes [1], [2].

Giant resonances are studied to provide useful information on nuclear structure and on the effective nucleon-nucleon interaction, as well as on the bulk properties of nuclear matter such as the compression modulus, the viscosity or the symmetry energy.

Giant resonances can be seen as high-frequency, damped, nearly elastic vibrations of the density or shape of the nuclear system around an equilibrium value. The vibration amplitude is small, only a few per cent of the nuclear radius. Giant resonances can be described with a Lorentzian curve with 3 parameters: the energy $E_R$, the width $\Gamma_R$, and the strength $S_R$:

$$\sigma(E) = \frac{\sigma_m(S_R) \Gamma_R^2 E^2}{(E^2 - E_R^2)^2 + \Gamma_R^2 E^2}$$  \hspace{1cm} (1.1)

where $\sigma_m$ is the cross-section value at the maximum, related to the strength via a normalization factor.
Typically, the centroid energy of a giant resonance lies well above the neutron separation energy (8–10 MeV), with a corresponding vibration frequency of the order of $10^{21}$ Hz. The width of a giant resonance is of the order of 2–5 MeV, meaning that after only a few vibrations the resonance is completely damped. The strength of a giant resonance is limited by and generally close to the maximum allowed by sum rule considerations. It can be shown that in many quantum systems the sum of all transition strengths for a given set of quantum numbers is limited by basic properties of the system, which would be for example the number of nucleons $A$ and the atomic number $Z$ in the case of a nuclear system.

Since a giant resonance is a collective motion of all nucleons, it is to be expected that its gross features do not depend on the detailed structure of the nucleus, but rather on its bulk structure. Giant resonances of various nature were observed over the years throughout the mass table, and the parameters of a given resonance were shown to vary smoothly with the number of nucleons $A$. It should be noted, though, that the width of a giant resonance depends on the microscopic structure of the nucleus, due to direct particle emission and to the coupling to more complex configurations.

### 1.1.1. Classification of giant resonances

It is known that there are many types of giant resonance, classified according to the multipolarity $L$ ($L=0$ monopole resonance, $L=1$ dipole resonances, $L=2$ quadruple resonances), the spin $S$ and the isospin $T$ quantum numbers.

The electric oscillations ($\Delta S=0$) are divided in isoscalar ($\Delta T=0$) in which neutrons and protons oscillate in phase and isovector ($\Delta T=1$) in which protons oscillate against neutrons. The magnetic oscillations ($\Delta S=1$) are divided in isoscalar ($\Delta T=0$) in which nucleons with spin up oscillate against nucleons with spin down and isovector in which protons with spin up oscillate against neutrons with spin down and vice versa. In Fig. 1.1 there is a schematic view of this giant resonances classification.
1.2 Giant dipole resonance at zero temperature

The Giant Dipole Resonance (GDR) corresponds to a vibration out of phase of protons against neutrons. These collective vibrations were first observed in the 1940s, when it was discovered a strong resonant behavior of the nuclear photoabsorption cross section around 15MeV when the stable nuclei were bombarded with high-energy gamma rays. Such vibration can be generated by the oscillating electric field of the incident photons, which generates a force acting on protons causing them to move. Since the center of mass must remain at rest, the neutrons move in the opposite direction. The restoring force of the resulting vibration is ultimately generated by the attractive nuclear force acting between the nucleons [15].

The shape of the resonance is well defined by a Lorentzian distribution and the centroid and the width of the distribution vary smoothly with the nuclear mass $A$, for the centroid this smooth variation is shown in Fig. 1.2. The systematic of the GDR centroid indicate that the energy varies as:

$\Delta T = 0$
$\Delta S = 0$

$\Delta T = 1$
$\Delta S = 1$

$\Delta T = 0$
$\Delta S = 1$

$\Delta T = 1$
$\Delta S = 1$

Fig. 1.1: Giant resonances classification as a function of the quantum number $L$, $S$, $T$ [1].
and for the nuclei with $A > 100$ the GDR energy as a function of the mass \( A \) could be approximate by:

$$E_{GDR} = 79A^{-1/3} \quad (1.3)$$

as seen in Fig. 1.2.

![Giant dipole resonances](image)

**Fig. 1.2:** The GDR centroid as a function of mass \( A \) [15].

The strength is related to the energy weighted sum rule for the dipole operator. In general for an operator \( F_{\lambda} \) of a multipolarity \( \lambda \) the sum rule is defined as:

$$S(F_{\lambda}) = \sum_e (E_e - E_0)|\langle e|F_{\lambda}|0\rangle|^2 \quad (1.4)$$

where \( |e\rangle \) and \( |0\rangle \) denote an excited state and the ground state respectively. In the case of dipole operator \( E_1 \), the strength has the following expression:

$$S(E_1) = \frac{9}{4\pi} \frac{\hbar^2}{2m} \frac{NZ}{A} \frac{e^2}{e} \sim 14.8 \frac{NZ}{A} e^2 fm^2 MeV \quad (1.5)$$

It is found that the experimental data are in agreement, in the 90% of the cases, with the calculated value.

From a microscopic point of view, giant resonances are commonly described as a coherent superposition of particle-hole excitations coupled to the same angular momentum, spin and isospin of the resonance. Instead, to
describe the GDR, from a macroscopic point of view, hydrodynamic collective models are used; these models yield an inverse volume dependence of the centroid energy and an inverse surface one.

The width of the GDR built of a ground state of a nucleus varies from 4 to 8 MeV; the narrowest widths are found in magic nuclei. These widths are given from the sum of the decay width of the resonance $\Gamma^t$ associated to the direct decay of GDR and the spreading width $\Gamma^i$ that is given by a complicate mixing of state n-particle – n holes (with $n \geq 2$) which describes the coupling with the coupled of nucleons; for this reason the GDR width could by write as:

$$\Gamma = \Gamma^i + \Gamma^t.$$  \hfill (1.6)

### 1.3. Giant dipole resonance at finite temperature

The first evidence for the existence of the giant dipole oscillations in excited nuclei was found in the early 1980s in measurement of spectra of $\gamma$-rays with transition energies between 5 to 25 MeV emitted by compound nuclei following fusion reactions induced in heavy ion collisions.

Most of the knowledge on giant resonances, was obtained from the study of the gamma decay of the compound nucleus (CN) obtained by collisions between heavy ions. In case of CN, the excitation energy is equally divided between all the single particle degree of freedom. The system is well described in a thermodynamical approach with the formalism of the Micro-canonical ensemble, as consequence it is possible to define an observable that is similar to the thermodynamics temperature:

$$T = \left( \frac{\partial S}{\partial E} \right)^{-1}$$ \hfill (1.7)

where $S$ is the entropy of the system. For values of mass high enough and high values of excitation energy of the nucleus, as in the cases of interest, a good approximation to the entropy $S$ of the nucleus could be the entropy of a Fermi gas in the grand-canonical ensemble. It is defined as $S = 2 \sqrt{aE^2}$, in which $a$ is a parameter related on the density level at the Fermi energy and
the $E^*$ is the excitation energy. In the grand-canonical ensemble it is possible to obtain the temperature $T = \sqrt{E^*/a}$, in which $A/16 < a \leq A/8$.

The density of the levels $\rho(A,E^*)$ of a nucleus with $A$ nucleons at an excitation energy $E^*$, using a Fermi gas model, can be written as

$$\rho(A,E^*) \approx \frac{e^{2\sqrt{aE^*}}}{\sqrt{48E^*}} \quad (1.8)$$

The fact that the level density display an exponential dependence with the excitation energy implies that also the energy spectra of the $\gamma$-rays arising from the decay of a compound nucleus will have an exponential form.

The giant dipole resonance is characterized by a change in the slope of the $\gamma$-rays energy spectrum. The total $\gamma$ spectrum obtained from a fusion-evaporation reaction has a decreasing exponential trend multiplied for a Lorentzian distribution.

![Diagram](image)

*Fig. 1.3: A schematic view of the compound nucleus decay. Giant-dipole-oscillation photons are indicated by (1), lower $\gamma$ transition by (2) and final decay along the yrast line by (3).*

The giant-dipole-oscillation photons, indicated by (1) in Fig. 1.3, are emitted in the early stage in competition with neutrons. Following the neutron emission, slower $\gamma$-transitions have time to occur (these transitions are indicated by (2) in Fig. 1.3). Most of the angular momentum is carried off in the final decay by quadrupole radiation that is indicated by (3) in Fig. 1.3.

The probability of photons emission with an energy of $E_\gamma$ is
but the CN nucleus could decay also by particle emission, in particular by neutron evaporation, because they are not affected by the coulomb barrier.

In case of CN excitation energy greater than the neutron binding energy ($B_n \sim 8 \text{ MeV}$), the neutron emission is 1000 times more favorable respect the emission of a dipolar photons. For a compound nucleus at finite temperature $T$, the ratio between the photon emission rate and the neutrons emission rate ($dP_n / dt \approx T^2 \exp\{-B_n/T\}$) is:

$$
\frac{d^2 P_\gamma}{dE_\gamma dt} = \sigma_0 \frac{E_\gamma^2 \Gamma^2}{(E_\gamma^2 - E_{\gamma,\text{DR}}^2)^2 + E_\gamma^2 \Gamma^2} \exp\left\{ -\frac{E_\gamma}{T} \right\}.
$$

(1.9)

Experimentally the measured emission spectrum could be divided in three regions, as shown in Fig. 1.4, the three region are labeled with a), b) and c).

![Fig. 1.4](image.png)

Fig. 1.4: The $\gamma$ spectrum obtained from a fusion-evaporation reaction. The red line is the exponential fit of the a) region. The data are reproduced by the sum of the spectrum obtained from the statistical model (short dashed line) and the nucleon - nucleon bremsstrahlung (long dashed line) [2].

In region a) $E_\gamma < B_n$, in this case, the argument of the exponential in the equation 1.10 is positive; it become larger as the temperature decrease,
for this reason these low energy photons are emitted mainly when the CN become colder. The slope of the red line in Fig. 1.4 is proportional to the temperature of the emitting nucleus. In region b) \( E_\gamma > B_n \), the argument of the exponential in the equation 1.10 is negative and its value increases as the temperature increases; for this reason the most of the photons are emitted in the first stage of the CN. In region c) in which \( E_\gamma > 30 \text{MeV} \), the GDR photons emission is present but the cross section becomes very small. The largest contribution in this region are the cosmic rays and the emission caused by the nucleon - nucleon bremsstrahlung.

In Fig. 1.5 it is shown the trend of GDR cross section for three different temperatures calculated using equation 1.10. It is important to note that the photons at low energy (\( E_\gamma < 10 \text{ MeV} \)) are principally emitted from a CN at low temperature, instead at high energy, photons, in particular the photons at 15 MeV that are typical of the GDR, are emitted from a CN at larger temperatures.

![GDR cross section trend](image)

*Fig. 1.5: The trend of the GDR cross section describe in equation 1.10 for different value of temperature (T= 1, 1.9, 2.8, 3.7 MeV). The used parameters are \( E_{\text{GDR}} = 14 \text{ MeV}, \Gamma = 4.8, 8, 12.4, 14.1 \text{ MeV respectively at } T=1, 1.9, 2.8 \text{ and } 3.7 \text{ MeV} \) and \( B_n = 8 \text{ MeV} \).*

The properties of the GDR are given by the parameters of the Lorentzian curve (centroid, FWHM and strength). Centroid and strength do not depend on the excitation energy of the states on which the resonance is built, but they depend only on the number of the nucleons and on the shape
of the nucleus (spherical or deformed). Also in the case of the GDR at finite temperature, the centroid depends on the mass $A$ of the nucleus, in this way:

$$E_{GDR}(A) = 18A^{-1/3} + 25A^{-1/6}. \quad (1.11)$$

This dependence is shown in Fig. 1.6; the parametrization of equation 1.11 is different from the one at zero temperature (equation 1.2).

![Graph](image)

*Fig. 1.6: The centroid position as a function of mass $A$ in case of temperature different from zero. The points follow the parameterization of equation 1.11 [15].*

The GDR built on a CN state has a width $\Gamma$ greater than the one found in the ground state and generally increases with nuclear temperature and angular momentum [16]–[18]. The broadening of the GDR peak is only due to the fact that the nucleus experiences a continuous range of deformations and space orientations as described by the Thermal Fluctuation Model (TFM) [15]. Each deformation is parameterized in terms of the Bohr-Wheeler coordinates $\beta$, $\gamma$, and populated with a probability depending on the associated free energy at the temperature $T$:

$$P(\beta, \gamma) \sim \exp(-F(T, \beta, \gamma)/T) \quad (1.12)$$

The resulting GDR strength function is given by the weighted superposition of Lorentzian distributions corresponding to all the different deformations that are experienced by the nucleus:
\[
\sigma(E) = \int \sum_{k=1}^{3} \sigma_k(E, \beta, \gamma) P(T, \beta, \gamma) \beta^4 \sin(3\gamma) d\beta dy. \tag{1.13}
\]

It is important to remember that each Lorentzian distribution has an intrinsic width that differs from the one at T=0 (Equation 1.6) only due to the fact that both initial and final CN states may have a decay width [19]. The total width is given by the decay width of the resonance \(\Gamma^I\) and the spreading width of both initial and the final CN states and it could be written as:

\[
\Gamma = \Gamma^I + 2\Gamma^T \tag{1.14}
\]

this description of the total width is however important only from temperature larger of 2 MeV of temperature. To conclude, the width at finite temperature is larger than the case at zero temperature due to the nucleus deformation and the CN decay.
2. Dynamical dipole mode in fusion-evaporation reactions

Fusion-evaporation reactions are one of the most useful tools to populate compound nuclear states, whose decay follows the rules of statistical equilibrium. It is however possible to have pre-equilibrium processes that take place before the thermalization of the compound nucleus, and could invalidate the experimental inference based on the statistical model. It is therefore important to know in detail the dynamics of the fusion process.

In particular, we focused in this work on the dynamical dipole emission, which is a process that takes place when there is a N/Z asymmetry between projectile and target in a fusion-evaporation reaction. This process is useful both to extract information on the dynamics of the fusion process and to obtain a measure of the symmetry term of the nuclear equation of state.

In section 2.1 the general properties of fusion-evaporation reactions will be given, while section 2.2 will described the dynamical dipole emission, in particular with respect to its relation to the nuclear equation of state (section 2.2.1), its dependence on the N/Z asymmetry (section 2.2.2) and on beam energy (section 2.2.3), and the angular distribution of the emitted $\gamma$-rays (section 2.2.4). Finally, in section 2.3 the theoretical model used in this work to evaluate the experimental results, the Boltzmann Nordheim Vlasov (BNV) model, will be discussed.
2.1. Fusion-evaporation reactions

The investigation of the photon emission from the dynamical dipole formed during the process leading to fusion in N/Z asymmetric heavy-ion reaction is important because it can provide information on isospin dynamics in the fusion process.

Heavy-ion fusion reactions are the reaction mechanism capable to produce highly-excited and rotating compound nuclei, whose features and decay mode do not depend on the entrance channel of the reaction except for energy, parity and angular momentum conservation. During a fusion-evaporation reaction a deep potential well is built from the overlap of the potentials of the two reaction partners. Inside this well the kinetic energy of the projectile is dissipated in collisions, until thermal equilibrium is achieved [20].

The fusion process can be schematically divided into three steps: an approach phase during which each nucleus feels only the Coulomb field of its partner and ends when the nuclear interaction starts to dominate, a second phase that is characterized by a rapid equilibration of the energy and the angular momentum transferred from the relative motion to the internal degrees of freedom, leading to the formation of a compound nucleus, and the last phase in which occurs the statistical decay of the CN.

The complete fusion cross section depends on: the incoming energy of the projectile, the mass, the charge asymmetry between projectile and target and the impact parameter of the collision.

There is a value of the angular momentum (or impact parameter) beyond which the fission barrier becomes smaller than the neutron binding energy and fission becomes the preferred decay mode. In first approximation, using a liquid drop model the critical value of angular momentum depends only on the compound nucleus mass (A) and as shown in Fig. 2.1 [21]. The dashed curve in Fig. 2.1 gives an indication of the maximum amount of angular momentum that a compound nucleus could support and still survive the risk of the fission in the deexcitation process.
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![Diagram showing angular momentum vs. mass number (A)](image)

**Fig. 2.1**: The maximum angular momentum that a stable nucleus can support surviving fission is shown with a dashed line. It corresponds to the value of the angular momentum where the height of the fission barrier is equal to 8 MeV, corresponding to the average neutron binding energy. The barrier vanishes at the continuous line labeled $\ell_{II}$, while for angular momentum higher than the one labeled with $\ell_1$ the nucleus undergoes a transition to a triaxial shape.

The timescale of a fusion-evaporation reaction is the following. From $10^{-24}$ s to $10^{-21}$ s there is the compound nucleus formation, where the energy and momentum equilibrates and if the colliding nuclei have a different N/Z ratio, a charge equilibration process takes place. The related neutron-proton motion has the features of a collective oscillation and it is associated to a $\gamma$ emission, the so called Dynamical Dipole (DD) emission (that is called also prompt dipole emission). For time greater than $10^{-21}$ s there is the CN statistical decay a schematic view of the CN statistical decay is shown in Fig. 2.2. In the first stage of the statistical decay, when the excitation energy is larger of the neutrons separation energy there is the neutron evaporation; in this early state also the high-energy gamma rays of the GDR are emitted. The GDR gamma decay has a branching ratio of 0.1% with respect to the neutron emission. When the excitation energy become smaller than the neutron separation energy there is the low-energy $\gamma$ decay.
2.2. The dynamical dipole emission

The Dynamical dipole emission provides information on isospin dynamics in a fusion process and on the symmetry term of the nuclear equation of state (EOS); the symmetry term of the nuclear EOS has implication in nuclear astrophysics problems such as neutrons stars and elements burning in supernovae.

When a heavy-ion reaction is performed, there could be a different N/Z ratio between projectile and target (N/Z\textsubscript{proj} \neq N/Z\textsubscript{targ}), in this case a charge equilibration process takes place before CN thermalization through a collective motion of nucleons generating an oscillating electric dipole which is damped after 3-5 vibrations [22]. If there is a charge asymmetry in the entrance channels, at the time of the compound nucleus formation, the pre-
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equilibrium photon emission is expected from the dipole oscillations in the
isospin transfer dynamics.

A way to quantify the N/Z asymmetry between projectile and target
is to define the dipole moment $D(t=0)$ of the system when the colliding
nuclei (that could be approximated as rigid spheres with radius $r = r_0 A^{1/3}$)
get in contact:

$$D(t = 0) = \frac{NZ}{A} |X_z(t = 0) - X_n(t = 0)|$$

$$= \frac{r_0}{A} \left( A_p^{1/3} + A_t^{1/3} \right) Z_p Z_t \left| \frac{N_t}{Z_t} - \frac{N_p}{Z_p} \right|$$

(2.1)

where $X_n$ and $X_p$ are the proton and the neutron coordinates in the center of
masses reference frame and the subscripts $p$ and $t$ refer to projectile and
target, respectively.

The DD emission could be identified by comparing the $\gamma$-rays spectra
of a reaction in which projectile and target have the same N/Z and of a
reaction in which projectile and target have a different N/Z ratio. By this
comparison it is possible to see a difference in the $\gamma$ yield in the energy range
of 10-22MeV that could be attributed to the DD emission. The extra-gamma
yield can be expressed in terms of the increase relative to the statistical
decay. If we take $a$ and $b$ as the integrals of the yield for the N/Z
asymmetric and symmetric reaction, the increase is defined as:

$$\text{Increase} = \frac{a - b}{b}$$

(2.2)

the increase has been measured up to now for the systems listed in Tab. 2.1.

The existing experimental data [3]-[6], [23], [24], shown in Tab. 2.1,
are still rather scarce but some data exists especially in the region of $A = 132$. In all the tabulated experiments an $\gamma$ extra-yield, that is associated with
the pre-equilibrium dipole mode, were measured, that is attributed to the
DD $\gamma$ emission. The value of the dipole moment ($D$), in the systems where
the DD emission has been studied, ranges from 8.4 fm [24] to 22.1 fm [23] as
is shown in the third column of Tab. 2.1.
Dynamical dipole mode in fusion-evaporation reactions

<table>
<thead>
<tr>
<th>Ex.#</th>
<th>Reaction</th>
<th>CN</th>
<th>$E_{\text{beam}}$ [MeV/u]</th>
<th>$D$ [fm]</th>
<th>Increase</th>
<th>Ref.</th>
</tr>
</thead>
</table>
| 1    | $^{40}\text{Ca} + ^{100}\text{Mo}$  
$^{36}\text{S} + ^{104}\text{Pd}$ | $^{140}\text{Sm}$  
$^{140}\text{Sm}$ | 4.5  
4.0 | 22.1  
0.5 | 0.16  
(8-18 MeV) | [23] |
| 2    | $^{16}\text{O} + ^{98}\text{Mo}$  
$^{48}\text{Ti} + ^{64}\text{Ni}$ | $^{114}\text{Sn}$  
$^{112}\text{Sn}$ | 8.1  
5.0 | 8.4  
5.2 | 0.36  
(8-20 MeV) | [24] |
| 3    | $^{32}\text{S} + ^{100}\text{Mo}$  
$^{36}\text{S} + ^{96}\text{Mo}$ | $^{132}\text{Ce}$  
$^{132}\text{Ce}$ | 6.1  
6.7 | 18.2  
1.7 | 0.016  
(8-21 MeV) | [4] |
| 3    | $^{32}\text{S} + ^{100}\text{Mo}$  
$^{36}\text{S} + ^{96}\text{Mo}$ | $^{132}\text{Ce}$  
$^{132}\text{Ce}$ | 9.3  
8.9 | 18.2  
1.7 | 0.25  
(8-21 MeV) | [4] |
| 3    | $^{36}\text{Ar} + ^{96}\text{Zr}$  
$^{40}\text{Ar} + ^{92}\text{Zr}$ | $^{132}\text{Ce}$  
$^{132}\text{Ce}$ | 16.0  
15.0 | 20.6  
4.0 | 0.138  
(8-21 MeV) | [5] |
| 4    | $^{16}\text{O} + ^{116}\text{Sn}$  
$^{64}\text{Ni} + ^{68}\text{Zn}$ | $^{132}\text{Ce}$  
$^{132}\text{Ce}$ | 8.1  
4.7 | 8.6  
1.2 | 0.08  
(10-22 MeV) | [6] |
| 4    | $^{16}\text{O} + ^{116}\text{Sn}$  
$^{64}\text{Ni} + ^{68}\text{Zn}$ | $^{132}\text{Ce}$  
$^{132}\text{Ce}$ | 15.6  
7.8 | 8.6  
1.2 | 0.11  
(10-22 MeV) | [6] |

Tab. 2.1: In the first column the system for which the DD emission has been measured up to now, in the second one the beam energy, in the third one the dipole moment calculated using equation 2.1, the increase of the $\gamma$ emission associated to the DD and in the last one the reference.

The experiment, labeled with 1 in Tab. 2.1, was performed at Chalk River Laboratories and the used set up was composed by a $8\pi$ spectrometer to detect the $\gamma$ rays, which includes a spherical calorimeter of 71 bismuth germinate BGO scintillators surrounded by an array of 20 Compton suppressed HPGe detectors. It was found that in the asymmetric reaction (the first one in column two of Tab. 2.1) has a pre-equilibrium yield of 16% respect the symmetric reaction as described in [23] and as shown in Fig. 2.3. It was the first experiment in which the pre-equilibrium emission was studied.
2.2 The dynamical dipole emission
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**Fig. 2.3**: The measured γ rays spectra of the reactions \((^{40}\text{Ca} + ^{100}\text{Mo})\) the asymmetric one and \((^{36}\text{S} + ^{104}\text{Pd})\) the symmetric one. It is possible to see an excess of counts in the asymmetric reaction spectrum that could be attributed to the pre-equilibrium emission [23].

In the experiment, labeled with 2 in Tab. 2.1, the high-energy γ-ray spectra from the fusion reactions \(^{16}\text{O} + ^{98}\text{Mo}\) at 130 MeV and \(^{48}\text{Ti} + ^{64}\text{Ni}\) at 240 MeV, populating the \(^{114}\text{Sn}\) and \(^{112}\text{Sn}\) compound nuclei at the excitation energy of 110 MeV were measured. The experiment was performed at Laboratori Nazionali di Legnaro. The experimental set-up used was the 4π γ-ray spectrometer GASP, coupled to two large-volume, cylindrical (10 cm x 10 cm) bismuth germinate (BGO) crystals, temperature-stabilized and gain-monitored. The comparison of the spectra shows a ~36% enhancement of the γ-ray yield in the giant dipole resonance region \((E_\gamma \geq 8\text{MeV})\) when the \(^{16}\text{O}\)-induced reaction is considered as shown in Fig. 2.4. This enhancement is interpreted as due to effects related to the N/Z asymmetry between the target and the projectile in the entrance channel.
In the experiment labeled as 3 in Tab. 2.1, high-energy γ rays and light charged particles from the $^{32}S + ^{100}Mo$, $^{36}S + ^{96}Mo$, $^{36}Ar + ^{96}Zr$, and $^{40}Ar + ^{92}Zr$ reactions, were measured in coincidence with evaporation residues by MEDEA multidetector array coupled to four parallel plate avalanche counters. The aim of this experiment was to investigate the prompt γ radiation, emitted in the decay of the dynamical dipole mode, in $6 - 16$ MeV/u energy range and to map its beam energy dependence [3]–[5]. The results obtained in this experiment are shown in Fig. 2.8.

The results obtained from the experiment labeled as 4 in Tab. 2.1 are described in detail in this thesis, because as explained in section 2.2.3, the measurement of the DD pre-equilibrium γ emission for the system $^{16}O + ^{116}Sn$ at an intermediate point (12 MeV/u) with respect to the data in reference [6] is the aim of this thesis.
2.2 The dynamical dipole emission

2.2.1. Relation to the symmetry term of the nuclear equation of state

The energy per particle in a nuclear system characterized by a total density \( \rho \) (sum of the neutron and proton densities \( \rho_n \) and \( \rho_p \)), and by a local asymmetry \( \delta = (\rho_n - \rho_p)/\rho \) is usually written as:

\[
\frac{E}{A}(\rho, \delta) = \frac{E}{A}(\rho, \delta = 0) + S(\rho)\delta^2.
\] (2.3)

Odd power of \( \delta \) are forbidden by the isospin symmetry and term proportional to \( \delta^4 \) is not reported because it is negligible. The above equation defines the so-called symmetry energy that is \( S(\delta) \) [25].

There are two different Skyrme parameterizations of the symmetry term of the Equation of State, namely an asy-stiff and an asy-soft one that are shown in Fig. 2.5 [26]. The symmetry term is usually written as:

\[
S(\rho) = \frac{E_{\text{symm}}}{A} = \frac{\epsilon_F}{3} + \frac{C(\rho)}{2\rho_0} \rho
\] (2.4)

where \( \epsilon_F \) is the Fermi energy and \( C(\rho)/\rho_0 = a - b\rho \), in the soft case \( a = 482 \text{ MeV fm}^{-3} \) and \( b = -1638 \text{ MeV fm}^{-6} \). Whereas in the stiff case \( C \) does not depend to \( \rho \) and \( C = 32 \text{MeV} \). These values are obtained when the EOS is defined as Taylor sum formula. The derivative of the symmetry energy at saturation is related to the widely used “slope” parameter \( L_{\text{symm}} \) by:

\[
L_{\text{symm}} = 3\rho_0 \left. \frac{\partial (E_{\text{symm}}/A)}{\partial \rho} \right|_{\rho = \rho_0}.
\] (2.5)

Using equation 2.4 and 2.5, it is possible to calculate \( L_{\text{symm}} \) that is \( L_{\text{symm}} = 72.6 \text{ MeV} \) for the stiff parameterization, instead \( L_{\text{symm}} = 14.5 \text{ MeV} \) for the soft one.
Fig. 2.5: Symmetry energy as a function of the density; the two parameterization stiff (red line) and soft (blue line) are shown.

The sensitivity of DD to the density dependence of the symmetry term of the EOS was investigated in [8], [27] with a system displaying a high N/Z asymmetry corresponding to \(D(t = 0) = 45 \text{ fm}\) (calculated with equation 2.1). Such an asymmetry can be achieved only using a radioactive isotope as a projectile. In [8], [27] the used projectile was \(^{132}\text{Sn}\). The observables that display sensitivity to the different parameterizations of the density dependence of the EOS are: centroid, width, integral of the \(\gamma\) spectrum, the evolution of the emission probability. The difference in the Bremsstralung spectra between the two parameterization (stiff and soft) for the system \(^{132}\text{Sn} + ^{58}\text{Ni}\) are shown in Fig. 2.6.

Asy-soft parameterization yields an higher restoring force for density lower than saturation (where DD oscillation develops) and therefore an higher frequency and a faster damping of the oscillation, corresponding respectively to an higher centroid (1 MeV) and larger width of the emission spectrum. Asy-stiff parameterization corresponds to a slower dynamics and therefore a weaker (respect to the asy-soft case) emission probability.
2.2 The dynamical dipole emission

2.2.2. Dynamical dipole dependence on dipole moment

The dynamical dipole is expected to depend on the N/Z asymmetry that is related to the dipole moment (see equation 2.1). The experimental data to study this dependence are scarce and moreover do not seem to follow the expected theoretical trend. The data show a rather flat behavior in contrast with the theoretical predictions (see Fig. 2.7).

Fig. 2.6: Power spectra of the dipole acceleration at $b=4$ fm. Solid line correspond to asy-soft EOS and the dashed line to the asy-stiff EOS [8].

Fig. 2.7: The DD yield as function of the dipole moment. The datum at 15.6 MeV/u for the $^{16}$O + $^{116}$Sn reaction in comparison with the datum and calculations reported in [3] for the $^{36}$Ar+96Zr reaction at 16 MeV/u are shown.
To reach very asymmetric N/Z values one will need radioactive beam facilities and high beam intensities. However at the present time we need a better understanding of this effect.

### 2.2.3. Dynamical dipole dependence on beam energy

Although the data are still rather scarce, the existing experimental information shows that, in general, there is a dependence of the dynamical dipole strength on the beam energy. Three of the reactions listed in Tab. 2.1 produce the CN $^{132}$Ce, with beam energies ranging from 6 to 16 MeV/u. This allows to make several observations on entrance-channel and beam-energy dependence of DD emission.

The beam-energy dependence observed with the systems $^{32}$S+$^{100}$Mo [4] and $^{36}$Ar+$^{96}$Zr [5] (with a very similar dipole moment $D=18.2$ and 20.6 fm, respectively) displays a rise and fall behavior (see Fig. 2.8) but the data do not seem in agreement with the theoretical prediction for the DD emission of these systems. The total $\gamma$ yield, obtained from the experimental data, seems to increase almost a factor 10 going from 6 to 9 MeV/u; going from 9 to 16 MeV/u the yield seems to decrease of a factor 2.

![Graph showing the measured DD $\gamma$ multiplicity compared with theoretical calculations](image)

**Fig. 2.8:** The measured DD $\gamma$ multiplicity is compared with theoretical calculations [3].
A low DD total $\gamma$ yield for low beam energy is attributed to a slow dynamics in the neck region between projectile and target, where the DD oscillation develops, and therefore a reduced dipole acceleration results. A decrease of the total $\gamma$ yield for high beam energies can be explained with the damping related to fast processes like pre-equilibrium neutron emission and nucleon-nucleon direct collisions that reduce the N/Z asymmetry (and $D(0)$) and damp the isovector oscillation. However, this simple arguments, are not able to characterize the calculated total yield which remains practically constant [3].

The aim of the experiment analyzed in this thesis is the study of the dependence of the DD $\gamma$ emission on the beam energy for the system $^{16}$O + $^{116}$Sn. The pre-equilibrium $\gamma$ yield was already measured for this system at 8.1 and 15.6 MeV/u, the result obtained for this system are represented in Fig. 2.9. In this thesis the DD $\gamma$ emission has been studied at 12 MeV/u, that is an intermediate point. The point at 12 MeV/u is useful to verify if the rise and fall trend is confirmed in a similar system, to refine the theoretical calculation and to perform a more exclusive experiment.

![Image](image.png)

*Fig. 2.9: The measured and calculated total $\gamma$ multiplicity as a function of the beam energy for the system $^{16}$O+116Sn (blue point). The calculations performed with the BNV model correspond to the two different parameterizations (stiff in green and soft in red) of the symmetry term [6].*
2.2.4. Angular distribution of the dynamical dipole emission

Angular distribution is expected to be dipolar \( W(\theta) = 1 - P_2(\cos\theta) \) but due to the rotation of dipolar axis, such distribution is expected to be quenched, indeed the angular distribution could be described by this formula:

\[
W(\theta) = 1 - a_2 P_2(\cos\theta)
\]  

where \( P_2(\cos\theta) \) is the Legendre polynomial and \( a_2 \) is a quenching factor.

Recently, also the angular distribution of the \( \gamma \)-ray emission produced by DD oscillation was measured [5], [6]. In both measurements the angular distribution displays a maximum at \( \theta = 90^\circ \) with respect to the beam axis. The result obtained, in the two references [5], [6] are different. Data reported in the left panel of Fig. 2.10 show a pure dipole angular distribution (not quenched) is the one of a pure dipole, instead data in the right panel of Fig. 2.10 show a quenched angular distribution with respect to a pure dipole.

![Fig. 2.10](image_url)

Fig. 2.10: In the panel (a) the angular distribution found in reference [5], in the panel (b) the angular distribution found in reference [6].

The data of [6] are in agreement with the theoretical model. The model predicts that the DD initially is preferentially oriented along the beam axis and then performs a rotation with an angular momentum depending on the relative velocity and impact parameters. As can be intuitively inferred from
2.3 The Boltzmann Nordheim Vlasov (BNV) model

Several models have been developed to describe dynamical dipole emission, both statistical [23] and dynamical. In particular, semi-classical transport models were successfully developed in recent years to describe heavy-ion nuclear reactions at intermediate and high energies. These are, for example, Boltzmann-Nordheim-Vlasov (BNV) model [7], [8], [22], and Time-Dependent Hartree-Fock model [28], [29].

The study of a nuclear reaction is a typical many-body problem. Many features of nuclear dynamics at low energy beams (up to ~ 15 MeV/u) can be studied using one-body models, such as the Time-Dependent Hartree-Fock theory, or its classical analog, the Vlasov equation [30]. The models aim to follow the evolution of the one-body density matrix, which is propagated in a self consistent mean field. This description is reliable as long as the energy is low enough that the residual two body correlations can be neglected because they are mostly suppressed by the Pauli blocking of the final state.
The BNV model is based on the Vlasov equation that permit to describe the time evolution of the one body distribution function, on the fact that the nucleon could do only binary collision (Boltzmann) and on the Pauli principle that was introduced in this formalism by Nordheim.

To obtain the Vlasov equation it is necessary to start from the fact that to describe the time evolution of one body distribution function, the two body distribution function has to be used. For this reason it was used the assumption of molecular chaos: the momenta of nucleons are not correlated. This approximation could be written as:

\[ f_2(r_1, r_2, p_1, p_2, t) \sim f_1(r_1, p_1, t)f_1(r_2, p_2, t); \]

from this approximation it is possible to write the Vlasov equation:

\[
\left[ \frac{\partial}{\partial t} + \frac{p}{m} \frac{\partial}{\partial r} - \frac{\partial}{\partial r} \overline{U}(r, t) \frac{\partial}{\partial p} \right] f_1(r, p, t) = 0 \tag{2.7}
\]

where \( f_1(r, p, t) \) is the one body distribution function and \( \overline{U}(r, t) \) is a self consistent mean field term.

If the nucleons collide, it is possible to neglect the three body collisions and to consider only the binary collisions (that are the collisions between two nucleons). Moreover it is necessary to introduce the Pauli blocking principle, in this case not all the final states are available. In the case of the Pauli blocking principle, the Boltzmann transport equation can be written as:

\[
\left[ \frac{\partial}{\partial t} + \frac{p}{m} \frac{\partial}{\partial r} - \frac{\partial}{\partial r} \overline{U}(r, t) \frac{\partial}{\partial p} \right] f(r, p, t) = \int d^3p_2 \, d\Omega \, |v_1 - v_2| \frac{d\sigma}{d\Omega} (f_1'(f_2' - f_1f_2)) \tag{2.8}
\]

that could be written in a shorter way that is the Boltzmann Nordheim Vlasov equation:

\[
\frac{df}{dt} - \{h(f), f\} = I_{\text{coll}} \tag{2.9}
\]

where \( h(f) \) is an effective Hamiltonian that include the mean field term and the \( \{h(f), f\} \) are the Poisson brackets.

The collision integral is calculated using in-medium reduced nucleon-nucleon cross sections. It depends on nucleon isospin as well as energy and angle of the collision, the mean field is built from Skyrme forces.
The solution of Boltzmann-Nordheim-Vlasov equation is the one-body distribution function \( f(r, p, t) \) for a system of \( A \) nucleons. This is defined with the technique of test particles, consisting in representing each nucleon with a set of \( N_{\text{test}} \) test particles in order to achieve more continuity in the nucleon distribution within the nuclear volume. The resulting nucleon distribution is obtained as the sum on \( N_{\text{test}} \) A distributions that are the product of a Dirac \( \delta \) in momentum space and a Gaussian \( G(r) \) in real space. The one-body distribution function could be written as:

\[
f(r, p, t) = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} G(r - r_i(t)) \delta(p - p_i(t)) \quad (2.10)
\]

Macroscopic quantities as the dipole moment of the system \( D(t) \) are calculated for each simulated event at each time step averaging over all nucleons with the function \( f(r, p, t) \) and then normalized to obtain a result that does not depend on \( N_{\text{test}} \); an example of dipole moment evolution calculated with the BNV model is shown in left panel of Fig. 2.12. The \( \gamma \) emission associated with the DD mode is calculated with the Bremsstrahlung formula:

\[
\frac{dp}{dE_\gamma} = \frac{2e^2}{3\pi \hbar c^3 E_\gamma} \left( \frac{NZ}{A} \right)^2 |D''(\omega)|^2 \quad (2.11)
\]

where \( D''(\omega) = \int_{t_0}^{t_{\text{max}}} D''(t)e^{i\omega t} dt \) is the Fourier transform of the dipole acceleration \( D''(t) \). The times \( t_0 \) and \( t_{\text{max}} \) correspond to the onset of the DD and the damping of the collective oscillation and have to be evaluated event by event. Examples of the Bremsstrahlung spectra are shown in the right panel of Fig. 2.12. The spiral evolution of the dipole moment in phase space (see Fig. 2.13) is a signature of the collective character of the DD oscillation.
In the left panel an example of the dipole moment evolution at with time from a BNV simulation for a $^{16}O + ^{116}Sn$ reaction at projectile energy of 12MeV/u for different impact parameters. In the right panel the $\gamma$ emission probability, for the same system, calculated with bremsstrahlung formula (equation .2.11).

Fig. 2.13: The dipole moment evolution in the phase space.

In order to reproduce the measured observables, simulations are performed at several impact parameters relevant for fusion and the results are finally averaged on the experimental fusion cross section versus impact parameter curve. The average is performed with a weight proportional to the cross section corresponding to each impact parameter. For central collisions this is well approximated with annuli, but as soon as we move to more peripheral collisions (quasi-)fission and break-up reactions may compete with fusion and therefore the annuli might overestimate the fusion
cross section. The correct procedure to perform such weighted average is still an open problem and would require a theoretical link between the CN angular momentum (the experimental observable) and the impact parameter (the theoretical observable) through a complete simulation of the fusion-thermalization process. Indeed for high impact parameters the reaction cross section is high because the “annuli” has a large area. The contribution of non-fusion reaction mechanism (quasi-fusion, deep inelastic, ...) significantly reduce the fusion cross section. The pre-equilibrium particle evaporation reduce the CN angular momentum making the semi-classical relation (equation 5.1) overestimating the weights used to do the average.
3. Experimental set up of the dynamical dipole experiment

The experiment that will be discussed in this part of this thesis was performed in May 2009 in Laboratori Nazionali di Legnaro. The reaction studied is

$$^{16}O + ^{116}Sn = ^{132}Ce^*$$

(3.1)

at 12 MeV/u. The beam of $^{16}O$ was produced using the TANDEM ALPI accelerators of Legnaro. The experimental set up used during this experiment is the GARFIELD - HECTOR apparatus.

The GARFIELD (General ARray for Fragment Identification and for Emitted Light particles in Dissipative collision) and HECTOR arrays have been used coupled in two experimental campaigns, one in 2002-2003 and one in 2008-2009. In this thesis the experimental set up, the data analysis and the results of the last experiment (May 2009) of these campaigns will be discussed.

The HECTOR array [31] consists of eight large volume (about 14x18 cm) BaF$_2$ crystals used for high energy $\gamma$-rays detection, and will be described in detail in section 3.1. Two clusters of the HELENA BaF$_2$ crystals were inserted in this experimental set up; the first one to be used as time reference and the second one to measure the pre-equilibrium neutrons; see section 3.2. The GARFIELD array [32] measures light charged particles, it consists of $\Delta E$-$E$ gaseous micro strip and CsI(Tl) scintillation detectors lodged in the same gas volume, and will be described in section 3.3. The evaporated residues are detected in a wall of 32 PHOSWICH detectors, from FIASCO array [33], placed at forward angle, appropriate to measure also fission fragments; the phoswich detectors are made of three different scintillation detectors: two inorganic scintillation detectors and a CsI(Tl); more information will be given in section 3.4. A schematic view of the detectors is shown in Fig. 3.1.
The all experimental set up is placed inside the GARFIELD scattering chamber (a cylinder of ~3m of diameter and 5m of length). All detectors operated under vacuum (~$10^{-5}$ mbar).

Both the GARFIELD array detectors and the PHOSWICH detectors use digital electronics, which will be described in section 3.5. Section 3.6 will detail the trigger conditions and the data acquisition system.

### 3.1. The HECTOR array

The HECTOR array was used to measure the high-energy gamma ray from the DD emission and from the GDR decay. They were also used to select the prompt gamma rays from the neutron background.

The HECTOR array is composed of 8 large volume (about $3\text{dm}^3$) BaF$_2$ scintillators of 14.5 cm in diameter and 17.5 cm in length. Each crystal is coupled to a fast photomultiplier tube 9823QA connected to an active voltage divider. The BaF$_2$ scintillators have an high efficiency due to the high atomic number ($Z=74$). The density BaF$_2$ scintillators is quite high (4.88 g/cm$^3$). The time resolution of the HECTOR detector is very good (smaller than 1 ns), but they have a poor energy resolution of about 12% at 1 MeV. These characteristics made these detectors the best candidate for the measurement of high-energy $\gamma$ rays from the GDR decay. Moreover, a very good time resolution allows to discriminate the neutrons from gammas.
using the Time of Flight (ToF) technique. Instead, the poor energy resolution is not critical because we have to measure a continuum spectrum.

The HECTOR array was placed inside the GARFIELD scattering chamber in backward position with respect to the target as shown in Fig. 3.1, in Fig. 3.2 and in the left panel of Fig. 3.3. This configuration was chosen to minimize the detection of the light charge particles, due to the reaction kinematics. The detectors were placed at 30 cm from the target. The central angle of all detectors are listed in Tab. 3.1.

<table>
<thead>
<tr>
<th># BaF₂</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>160°</td>
<td>137°</td>
<td>124°</td>
<td>150°</td>
<td>150°</td>
<td>124°</td>
<td>137°</td>
<td>160°</td>
</tr>
</tbody>
</table>

Tab. 3.1: The position of the hector detectors; $\theta$ is the angle of each detector with respect to the beam axis.

The absolute full energy peak efficiency of HECTOR array in the present configuration is about 3% at 10 MeV.

Fig. 3.2: Picture of the hector detectors inside the GARFIELD scattering chamber.

The detectors were used under vacuum (about $10^{-5}$ mbar) in the scattering chamber, for this reason, to avoid the overheating of the electronics, the voltage dividers are placed outside the GARFIELD chamber.

Two signals are provided by the voltage divider, a fast signal and a slow one, collected at the anode and at an intermediate dynode, respectively.
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The fast signal is sent also to the temporal electronic chain, while the slow one is used to build the energy chain, both operating with analog electronics.

3.2. The HELENA detectors

Two clusters of HELENA detectors were inserted into the experimental set up; the first one as time reference and the second one was used to measure the pre-equilibrium neutrons.

The HELENA detectors are BaF$_2$ scintillators with a volume smaller than the HECTOR detectors, the volume is about 77cm$^3$. The time resolution of these scintillators is very good (about 500 ps), but they have an energy resolution about 9% at 1 MeV. The energy resolution in average and the time resolution are better than the HECTOR detectors ones, due to their smaller volume.

The HELENA scintillators has been placed inside the GARFIELD scattering chamber. The first cluster, called HELENA BACKWARD, was positioned in a backward position with respect to the target (see Fig. 3.3, left picture); instead the second cluster was placed in forward position with respect to the target, for this reason it is called HELENA FORWARD (see Fig. 3.3 right panel). The HELENA BACKWARD detectors were placed near the target to be used as time reference instead of the beam radiofrequency. The HELENA FORWARD detectors were used to detect the pre-equilibrium neutrons, using the ToF technique, for this reason they were placed in forward direction at 80 cm from the target, due to the reaction kinematic.

As for the HECTOR detectors, these detectors are used under vacuum (about $10^{-5}$ mbar) in the GARFIELD scattering chamber, but the HELENA detectors did not have the voltage divider outside the scattering chamber. Furthermore, they are not equipped to work under vacuum; for this reason some of the detectors had some discharges in some the photomultiplier tube, that prevent them to correctly work.
3.2 The HELENA detectors

Fig. 3.3: In the left picture the HECTOR detectors and three of the HELENA detectors in vertical in the top of the picture. The HELENA BACKWARD surrounding the target to be used as time reference. In the right picture the HELENA FORWARD detectors.

The fact that some of these detectors did not work properly implies a low efficiency, which prevented us from using them as a time reference except for cross checks. We anyway verified that, even with low statistics, the HECTOR ToF obtained using HELENA time signal as a time reference has the same resolution as the one obtained with the radio frequency (RF) signal associated with the pulsed beam delivered by the Tandem-Alpi accelerator as shown in Fig. 3.4.

Fig. 3.4: The comparison between the Hector ToF spectrum obtained with the beam RF (blue line) and the Hector ToF spectrum obtained with the HELENA time (black line). The time resolution is the same in both cases.
A lot of HELENA forward detectors did not work owing to some discharges in a lot of the photomultiplier tube. For this reason these detectors were not used to measure the pre-equilibrium neutrons, due to their low statistic.

### 3.3. The GARFIELD array

The GARFIELD array is a high-granularity $4\pi$ array dedicated to charged-particle identification [32]. Isotopic identification can be achieved with $\Delta E$-E technique or with pulse shape analysis of the signal coming from the stop detector (E). The setup is conceived in order to allow the simultaneous identification, with low energy threshold, of both light charged particles and heavy ions with an only two-stage telescope. The detector is characterized by a wide acceptance in $Z$, from 1 up to at least 28, with an identification and detection threshold of about 1-2 MeV/nucleon.

In this experiment only the forward chamber was used as shown in Fig. 3.5, because in the backward position there was the HECTOR array. The forward chamber of the GARFIELD apparatus is dedicated to the measurement of light charged particles (LCP) emitted during the different steps of the fusion-evaporation process.

![Forward chamber of GARFIELD detector.](image)
The GARFIELD array, in the used configuration, is an array composed of micro-strip gas chamber and CsI(Tl) scintillator telescopes for the identification and measurement of light charged particles and fragments. It covers an angular range from $\theta = 29^\circ$ to $\theta = 82^\circ$ and $2\pi$ in $\phi$. It is divided in 24 sectors each one containing 8 $\Delta E$-$E$ telescopes. The $\Delta E$ signal is given by the gaseous micro-strip detectors which collect and amplify the primary electrons produced along the ionization track of the incident particle. The chamber is filled with CF4 gas, which is characterized by a high stopping power and drift velocity of the electrons produced in the ionization process ($10 \text{ cm/}\mu\text{s}$ at $1 \text{ V/cm/Torr}$). The pressure is set at $48 \text{ mbar}$ and the electrical drift field is kept uniform by a field cage to a value of $\approx 1.2 \text{ V/cm/Torr}$. The main advantage of using micro-strip gas chambers is the low threshold for $Z$ identification from protons up to highly ionizing heavy ions. The residual energy signal is provided by CsI(Tl) scintillators which are also lodged in the gas volume.

The GARFIELD electronics has been upgraded from analog to digital signal elaboration [34]-[36]. More details on the digital electronics are reported in section 3.5.

CsI(Tl) scintillators, which act as $E$ detectors, have a good energy resolution (3% for $\alpha$ particles at 5.5 MeV), high stopping power and they are not very sensitive to radiation damage. The scintillation light has two components, a fast ($\sim 700 \text{ ns}$) and a slow ($\sim 2 \mu\text{s}$) one, allowing to perform pulse-shape analysis (psa) and particle identification.

The $\Delta E$ detector is a MicroStrip Gas Chamber (MSGC) as shown in Fig. 3.6. This gas detector that has a large dynamical range, a small signal-to-noise ratio for the low ionizing ions and a low detection threshold. Each MSGC is divided in four regions of charge collection that we labeled up-right, up-left, bottom-right and bottom-left. Left and right parts give a division in the $\phi$ angle, while bottom and up parts are the ones closer to the entrance window and to the CsI, respectively.

A telescope was built up combining one microstrip up-right (left), one microstrip down-right (left) and one CsI as shown in the top part of Fig. 3.6. The GARFIELD array is composed by 192 telescopes (24 sectors × 4 CsI × 2 microstrip) in the forward chamber. Before reaching one of the four CsI
detectors, the particle entering the telescope has to cross the gas chamber. The electrons produced by ionization are collected by the four anodes constituting the MSGC. The combined information of the CsI and the MSGC can be used to improve the position resolution beyond the angular span of each CsI detector. The resolution in $\phi$ can improve from $15^\circ$ up to $7.5^\circ$ using the left-right division of the MSGC, while a better resolution in $\theta$ can be achieved using the information of the electron drift time in MSGC, related to the position of the ionization track with respect to the microstrip. This information is reliable only for high-ionization particles.

Fig. 3.6: Scheme of a sector of GARFIELD detector for a fix azimuthal angle $\phi$ (top part of the figure) and a MSGC (bottom part of the figure).

The data analysis of the GARFIELD array is explained in section 4.2 and some example of spectra are also shown in section 4.2.
3.4. The PHOSWICH detectors

The phoswich detectors of the FIASCO array [33] are placed in four boxes in the very forward direction (5° - 13°), as shown in Fig. 3.7. The position closest to the beam was left empty since the elastic scattering cross section is too high at these small angles (about 3°). The phoswich detectors were used as an evaporation residue trigger and selector, and as a proton/alpha multiplicity counter. Inside one of the PHOSWICH boxes, at an angle of ~ 2° with respect to the beam axis, was also placed a fast plastic scintillator of small dimensions, meant to detect the elastically scattered beam and to be used as beam monitor.

![Fig. 3.7: A scheme of the phoswich position around the beam axis (the red point). In the left panel a picture of the phoswich detectors.](image)

Each box contains eight phoswich detectors made of three layer scintillators. The first two stages are respectively a thin 200 μm and a 5 mm plastic material, while the last one is a 50 mm CsI(Tl). The light produced in the three ranges is collected by a common photomultiplier. This three stage were coupled to one photomultiplier, as shown in Fig. 3.8; the scintillation light of the different stages has different decay constants as detailed in the bottom part of Fig. 3.8.
Fig. 3.8: A schematic view of a phoswich detector (in the top part of the figure) The three layer of scintillators are followed by a light guide and a phototube. The three detectors have a different decay constant; the signal of the three scintillator is shown in the bottom part of the figure.

Fig. 3.9: The three interval of integration of phoswich signals (labeled GA, GB and GC) for a signal produced by a Z=1 particle.
The light output is integrated in three different gates labeled as A, B and C, each maximizing the light output from one stage and minimizing the ones from the others. An example of how the integration is performed is given in Fig. 3.9.

The phoswich detectors have a digital electronic, the details of digital electronics will be given in section 3.5 and in [34]–[36].

3.5. Signal Processing

The use of digital electronics reduces the complexity of the electronics of a high-granularity $4\pi$ array such as GARFIELD. Both the GARFIELD array and the phoswich detectors are equipped with digital electronic [34]–[36]. This electronic is developed by Sezione di Firenze of INFN and it is based on fast sampling ADC (Analog to Digital Converter) and on DSP (Digital Signal Processor). In this way it is possible to maintain the same precision of the analog electronic and to obtain more information that could be used in Pulse Shape Analysis (PSA) application.

![Fig. 3.10: A scheme of the digitalization process [36].](image)

The digitizer scheme is shown in Fig. 3.10 and it is composed of the following main blocks:

- the ADC at 12 bit samples: the analog input coming from preamplifiers with a frequency of 125 MHz;
- the FIFO (First In First Out) is used for a temporary storage of data and is filled when a validation signal is send by a trigger box;
- the DSP reads the signal from the FIFO and process it online;
- after being processed the data are sent to the acquisition.

In a event-based system the DSP stay in a waiting stage till the arrival of a trigger signal. The trigger signal allows to store the digitized signals in the FIFO and to move these signals to the memory of the digitizer and it starts to process the data waiting the acquisition validation [35]. The DSP system is “triggered”, i.e. the FIFO is filled and the signal is processed only when a validation signal is received. This validation can come from the main trigger.

### 3.6. Triggers and acquisition system

Fusion-evaporation events are characterized by the emission of an heavy residue, emitted in the forward direction, associated to a light charged particle (emitted in forward directions) and gammas (emitted isotropically). Therefore a fusion-evaporation event can be selected by requiring the coincidence between:

1. Phoswich and GARFIELD (an evaporation residue in coincidence with a light charged particle),
2. Phoswich and HECTOR (an evaporation residue in coincidence with a high-energy \( \gamma \) ray).

The triple coincidences are good events but they have a low probability, for this reason were not included in the trigger; but they appear as a “special case” of trigger 1 or 2. There were also the coincidence between phoswich and HELENA forward (an evaporation residue in coincidence with an evaporation neutron); instead the HELENA backward are acquired in a slave mode.

When the energy deposited in a detector produces an electronic signal higher than a given threshold (the threshold was set just above the level of the electronic noise for phoswich and GARFIELD; just above the internal
radioactivity in the case of the HECTOR detectors), a logical signal produced by the CFD (analog or digital) is sent to the trigger box. In the case of the phoswich detectors also a second high threshold is implemented and a logical signal is sent to the trigger box only when the electronic signal falls between the low and high thresholds. The low threshold allow to acquire events that are not electronic noise and the high one allows to reduce the elastic scattering (that has a higher cross section at forward angles) and for this reason might induce spurious coincidences.

The trigger used in the experiment were the following (the OR of the phoswich detectors was called OR PHOSWICH FUSED):

- PULSER HECTOR,
- OR PHOSWICH FUSED,
- OR HECTOR,
- OR GARFIELD,
- (OR HECTOR) AND (OR PHOSWICH FUSED),
- (OR GARFIELD) AND (OR PHOSWHICH FUSED),
- (OR HELENA) AND (OR PHOSWHICH FUSED),
- PLASTIC SCINTILLATOR.

The selection of the events is performed in a “trigger box” by requiring that the combination of the trigger signal coming from the different detectors satisfies given conditions. A schematic view of the trigger box is shown in Fig. 3.11.

The acquisition system, based on FAIR front-end (Fast Advanced Interface Read-out) developed by INFN Sezione di Napoli, is an ECL BUS dedicated to the fast read-out of electronic data-acquisition modules. The transmission velocity of data on the BUS is 1.25 GBits/s and the architecture of the system is organized on two levels. The low one in which the single electronic modules labeled by a Virtual Station Number (VSN) are grouped in segments. Every group of segments is controlled by its own Segment Controller. The high one, in which every Segment Controller can communicate with the System Controller. Segment controllers allow to associate with each event written on disk a trigger pattern accounting for the
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The data were collected in a common start configuration.

![Diagram](image)

*Fig. 3.11: Scheme of the trigger box. The logic signal, the single or the coincidences, coming from the detectors and are sent to the trigger box.*

The trigger box sends a validation signal (common start) to the data-acquisition system, corresponding to the logical OR of the incoming signals. In order to have an efficient collection of coincidences, the singles were downscaled by a factor $D = 2^n$ ($3 < n < 10$). Therefore the singles were acquired and a valid trigger is gave only for one event after D events. The acquired single events were written on disk.
4. Data Analysis of the dynamical dipole experiment

In this chapter details on calibration, event identification and data analysis for each detector will be given, pointing out the gating conditions used to select the events of interest for the subsequent analysis. The analysis code is based on ROOT Data Analysis Framework [37].

The selection of physical events was done keeping in mind that the GDR decay in fusion-evaporation reactions has the following signatures in our detection apparatus: 1) detection of one fusion-evaporation residue in PHOSWICH detectors, 2) detection of one high-energy $\gamma$-ray in HECTOR detectors and 3) detection of one (or more) light charged particle in GARFIELD or PHOSWICH detectors.

Once the clean $\gamma$-ray spectrum has been obtained, the DD yield can be extracted by comparing it with the statistical model predictions. Particular care has to be taken to account for the pre-equilibrium energy loss from particle emission. Both the absolute yield of the DD emission and its angular distribution can be extracted.

The calibration and data reduction of the PHOSWICH detectors will be described in section 4.1. Section 4.2 details both the calibration of the GARFIELD array and the extraction of the pre-equilibrium energy loss. In section 4.3 the final $\gamma$-ray spectrum of physical interest is obtained. Section 4.4 will show how the DD yield at 12 MeV/u is then extracted and compared to the values measured at 8.1 and 15.6 MeV/u, and section 4.5 will show the corresponding angular distribution.

4.1. Analysis of the phoswich detectors

The first step in the analysis of PHOSWICH detectors is the calibration and the alignment of the ToF spectra. The TDC (Time-to-Digital Converter) calibration was performed by using a pulse generator. Both the
phoswich TDC and the one used to process the radio frequency (RF) signal have to be calibrated, as the ToF is defined as $T_{\text{phoswich}} - T_{\text{RF}}$. The procedure use to aligned the GA (GA is the energy deposited in the first layer of the phoswich, see section 3.4) versus ToF matrix is the following. In Fig. 4.1, an example of phoswich GA vs ToF spectra is shown; it is possible to observe that there is a long vertical structure around -600 ns, which correspond to the alpha particle structure. We used the projection of this structure, on the x axis, for value of GA larger than 2500 a.u., to align the ToF spectra. In these projections a peak at 600 ns is clearly visible. The peaks were fitted and the centroids are translated in order to have all the centroids in the same channel, in our case in -600 ns. It is important to align these spectra because in this way it is possible to compare different phoswich to produce a global sum spectra with all statistics.

![Fig. 4.1: An example of GA versus ToF spectrum of a phoswich detector is shown.](image)

The GA, GB and GC variables (the light output from the three scintillator stages, see section 3.4) were used without calibration that is unnecessary because they measure only a part of the total light yield.
4.1 Analysis of the phoswich detectors

Fig. 4.2: The GA versus ToF spectra of one of the phoswich detectors. In the left panel there is the spectrum without gate conditions, the residues are identified by ToF and they are indicated with a white circle. Instead in the right panel there is the same spectrum gated on the prompt $\gamma$ peak in HECTOR.

Fig. 4.3: The GA versus GB spectra of one of the phoswich detectors. In the left panel there is the spectrum without any gating conditions, it is possible to identify neutrons, protons and $\alpha$ particles (they are indicated with white letters). Instead in the right panel there is the same spectrum gated on the prompt $\gamma$ peak in HECTOR. The vertical line at low GB correspond to the events stopped in the first layer, for example the evaporation residues.
Residues identification was done using the correlation between GA and ToF as shown in Fig. 4.2. A better separation of the evaporation residues from other reaction products is achieved in these spectra after gating on the $\gamma$ prompt peak in HECTOR ToF spectra (see Fig. 4.22) as displayed in the right panels of Fig. 4.2.

The detected particles might have different ranges, A, Z and kinetic energy. While elastically scattered beam particles and fusion-evaporation residues are stopped in the first stage, light charged particles punch through the first scintillator stage (and part of the protons also through the second stage). Therefore, light-particle identification can be also obtained studying the correlation between light outputs from first and second (or second and third) scintillator stages, as shown in Fig. 4.3.

To better understand the phoswich detector matrixes, the GA versus ToF matrixes were extracted gated on the cuts on GA versus GB matrixes. The cuts are shown in panel a) of Fig. 4.4. The results produced with this gates are shown in panels b), c) and d) of Fig. 4.4. In Fig. 4.5 the GA versus ToF matrix is shown without any gate in panel a) and with the gate of Fig. 4.4 in panel b) c) and d). In this way, in Fig. 4.5 it is possible to have a direct comparison between the total matrix and the gated ones. It is evident that phoswich are capable to clearly identify the different type of the evaporated particles together with the evaporation residues.
4.1 Analysis of the phoswich detectors

Fig. 4.4: The GA versus ToF spectra (panels b), c) and d)) obtained with the gate on GA versus GB spectrum. The gate used are shown in panel a).

Fig. 4.5: In panel a) the spectrum of GA versus ToF of one of phoswich detectors. In panel b), c) and d) there are the same spectrum of panel a) gated with the gate show in panel a) of figure Fig. 4.4.
### 4.2. Analysis of the GARFIELD array

The energy spectra of the light charged particles measured in GARFIELD were analyzed in order to obtain the value of the energy loss during the pre-equilibrium phase. Light charged particles were detected both in the GARFIELD and PHOSWICH array but only the first one yields information on their energy. A detailed analysis of the GARFIELD array can be found in [38], a brief summary will be reported in this section.

The first step of the GARFIELD array analysis is the isotopic identification. To identify the lighter ions in charge and mass it is possible to use the CsI scintillators of GARFIELD array. The $\Delta E$-$E$ technique applied at GARFIELD chamber can identify the light charge particles only in charge especially for the particles with $Z=1$. Instead, using the fast versus slow technique with CsI scintillators, it is possible to distinguish in mass the particles (for example the protons from deuterium and from tritium nuclei). Moreover the $\alpha$ particles are clearly separated from the particles with $Z = 1$.

In Fig. 4.6, an example of a fast versus slow matrix is reported: the protons, the deuterium and tritium nuclei and $\alpha$ particles are well separated.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fast versus slow matrix.png}
\caption{An example of a fast versus slow matrix of one CsI scintillators of GARFIELD array. The lighter particles are discriminate in mass and charge [38].}
\end{figure}

The $\Delta E$-$E$ technique was not used in our case. To calculate the pre-equilibrium energy loss, it is necessary to obtain the value of the average kinetic energy of protons and alpha particles. For this reason, we used the
fast vs slow matrix to identify the LCPs, and we used the energy deposited in the CsI scintillators of GARFIELD array to obtain the average kinetic energy.

The high granularity of the GARFIELD array, implies a large number of detector and therefore a time consuming procedure of particles identifications. So an automatic procedure [39] was implemented by the group of the nuclear physics of Bologna using ROOT [37]. An example of the results of this procedure it is shown in Fig. 4.7.

![Fig. 4.7: A fast versus slow matrix, in this case the dashed lines correspond to the fit done with the automatic procedure [38].](image)

After the identification it is necessary to calibrate the GARFIELD array spectra, to convert the slow signal from arbitrary unit to MeV. The results of the identification procedure were associated with each cell of the fast vs slow matrix. A value of A and Z is needed in order to apply the formula that converts light output (LO) in energy. The differential energy loss of each light charged particle in CsI is different as accounted for by Birks formula [40]:

\[
    LO = \gamma E + \beta (\exp(-\alpha E) - 1)
\]  

(4.1)
where $\alpha$, $\beta$ and $\gamma$ are isotope-dependent parameter. More details are reported in [40]. The calibrated spectra for the energy distribution of the alpha particles and protons are shown in Fig. 4.8 and in Fig. 4.9, respectively.

Fig. 4.8: The energy distribution of the $\alpha$ particles in the laboratory system. These spectra are for different angles. The spectra are obtained with an evaporation residues in coincidence in phoswich detectors [38].

Fig. 4.9: The energy distribution of the protons in the laboratory system. These spectra are for different angles. The spectra are obtained with an evaporation residues in coincidence in phoswich detectors [38].
Once calibrated, the energy spectra have to be transformed from the laboratory to the center of mass (CM) frame. This transformation was done, event by event, with the following relation:

\[
E_{cm} = E_{lab} + \frac{1}{2} m v_s^2 - 2\cos(\theta_{lab}) \sqrt{\frac{1}{2} m v_s^2 E_{lab}}
\]  

(4.2)

where the velocity of the emitting sources \(v_s\) is taken as the velocity of the recoil CN. The spectra in the center of mass frame are represented in Fig. 4.10 and Fig. 4.11, in the first figure there is the \(\alpha\) particles energy distribution, in the second one there is the protons energy distribution.

![Energy distribution of \(\alpha\) particles in the center of mass system. The different angles are represented with different colors. Also in this case, the spectra are in coincidence with an evaporation residues in a phoswich detector [38].](image)

The presence of pre-equilibrium contribution is clearly shown in Fig. 4.10. The energy spectra for evaporated LCP should be isotropic, instead the pre-equilibrium emission is forward peaked. In Fig. 4.10 it is possible to notice that in the spectra at the forward angles there is a larger contribute, with respect to the backward angles due to the pre-equilibrium emission.
Fig. 4.11: Energy distribution of protons in the center of mass system. The different angles are represented with different colors. Also in this case, the spectra are in coincidence with an evaporation residues in a phoswich detector [38].

From the experimental spectra of the light charge particles (alpha and protons) in Fig. 4.10 and in Fig. 4.11, we have to extract the values of the parameters that are necessary to calculate the pre-equilibrium energy loss. The energy loss during the pre-equilibrium phase of the CN was determined using the following formula:

\[ E_{\text{loss}} = (E_{kn} + E_{bn})M_{n}^{PE} + (E_{kp} + E_{bp})M_{p}^{PE} + (E_{ka} + E_{ba})M_{\alpha}^{PE} \]  \hspace{1cm} (4.3)

where \( E_{kp}, E_{ka} \) are the experimentally obtained average kinetic energies of the pre-equilibrium protons and \( \alpha \) particles, respectively. Instead, \( E_{kn} \) is the average kinetic energy for the neutrons. \( E_{bn}, E_{bp} \) and \( E_{ba} \) are the binding energies for neutrons, protons and alpha particles, respectively. \( M_{p}^{PE}, M_{n}^{PE} \) and \( M_{\alpha}^{PE} \) are the pre-equilibrium multiplicities for protons, neutrons and alpha particles, respectively. The values of the pre-equilibrium multiplicities for protons and alpha particles could be extracted from the experimental data. Instead the neutron pre-equilibrium multiplicity could not be extracted from data. The value of \( M_{\alpha}^{PE} \) has to be calculated using a theoretical model that describes both the pre-equilibrium phase and both the CN particles evaporation. This model named MCFx is described in details in [41]. The
value of the pre-equilibrium neutron multiplicity will be compared with the values extracted from the systematic in [42].

The pre-equilibrium energy loss could be calculated in two different methods: in the first one the multiplicities all particles were extracted from the predictions of the MCFx model; in the second one the multiplicities of protons and alpha particles were extracted directly from the data using a fit program (the moving source fit). While, in both method the value of the $M_n^{PE}$ will be extracted from the theoretical model predictions [41].

Fig. 4.12: Comparison between the theoretical predictions and the data of the energy distribution of protons. The red points connected with a black line is the model that include the evaporative and the pre-equilibrium contribution, the red-dashed line represents the theoretical model that include only the pre-equilibrium contribution, the red line represents the theoretical model in which is included only the evaporative contribution and the black line are the experimental data [38].
Concerning the first method, the experimental data were compared with the theoretical model predictions. In Fig. 4.12 and in Fig. 4.13 are shown the spectra calculated with the theoretical model compared with the experimental data. From the comparison between the data and the model it is possible to extract the value of the protons and \( \alpha \) particles multiplicity. The value found for the protons multiplicity is \( M^E_p = 0.33 \), the value for the \( \alpha \)-particles is \( M^E_\alpha = 0.22 \). In Fig. 4.12 and in Fig. 4.13, however it is possible to observe that the pre-equilibrium part obtained from the model did not reproduce exactly the experimental data. The MCFx model does not reproduce the alpha particles spectra at high energy, especially for the backward angles, as shown in Fig. 4.12. Instead, in the case of protons, the model does not reproduces the high energy part, only for the forward angles, as shown in Fig. 4.13. Furthermore the model overestimates the high energy part for the alpha particles, while it underestimates the high-energy part at forward angles.
4.2 Analysis of the GARFIELD array

The $M_{n}^{PE}$ could not be compared directly from data, because with the GARFIELD array it is possible to detect only the charged particles. The value of the neutrons multiplicity could be obtained only from the theoretical model [41]. The contribution of the energy loss due to the neutrons is very important because it is the larger contribution, the calculated spectra are shown in Fig. 4.14. The value of the neutrons multiplicity calculated from the theoretical model is $M_{n}^{PE} = 0.45$. This value calculated from the theoretical model has to be compared with the values extracted from the data of other experiments reported in [42]. This comparison is shown in Fig. 4.15, the black squares are the values of the $M_{n}^{PE}$ for the $^{16}$O + $^{116}$Sn reaction, instead the red squares are the data reported in [42]. It is possible to see that the values found using the theoretical model follow the same trend of the experimental data reported in [42].

Fig. 4.14: The results obtained from the theoretical model, to calculated the neutron multiplicity. The red points connected with a black line is the model that include the evaporative and the pre-equilibrium contribution, the red-dashed line represents the theoretical model that include only the pre-equilibrium contribution, the red line represents the theoretical model in which is included only the evaporative contribution [38].
From the spectra in Fig. 4.12, Fig. 4.13 and Fig. 4.14 it is possible also to obtain the average kinetic energies for neutrons, protons and α particles \( E_{kP}, E_{ka} \) and \( E_{kn} \). By equation 4.3 it is possible to calculate the value of the pre-equilibrium energy loss. The value of the energy loss obtained by this method is \( 18.4 \text{ MeV} \), all the values used to calculated this value are listed in Tab. 4.1.

<table>
<thead>
<tr>
<th>Particle</th>
<th>( M_{PE} )</th>
<th>( E_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protons</td>
<td>0.33</td>
<td>14.8</td>
</tr>
<tr>
<td>Alpha Particles</td>
<td>0.22</td>
<td>21.7</td>
</tr>
<tr>
<td>Neutrons</td>
<td>0.45</td>
<td>4.3</td>
</tr>
<tr>
<td><strong>Pre-equilibrium E\text{loss}</strong></td>
<td><strong>18.4</strong></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 4.1: The values of the pre-equilibrium multiplicities extracted from MCFx model and the values of the average kinetic energies extracted from data for protons and alpha particles and from model for neutrons are listed.

Concerning the second method, to describe the experimental LCP spectra, a commonly used moving source fit analysis technique was used. The moving source fit is generally used in the description of the LCP emission in fusion-fission reactions [42]. This fit procedure allows to
consider different sources of emitted particles. Two sources for the moving source fit analysis were considered: the first one that is pre-equilibrium source and the second one that is the evaporative source. Fig. 4.16 shows that the pre-equilibrium source is relevant, as expected, especially at forward angles. In Fig. 4.16 it is possible to note that at the forward angles there is a large contribution at high energy, that are related to the pre-equilibrium emission. The experimental spectra have to be fitted by two Maxwell distributions, the first one that include the pre-equilibrium source and the second one that include only the evaporative one. The total fit will be the sum of these two distributions.

![Fig. 4.16: The GARFIELD array spectra at four different angles. It is possible to see that at the forward angles there are larger tails at high energy, that are related to the pre-equilibrium emission.](image)

The pre-equilibrium distribution is described in the following way:

$$\frac{N_1}{2(\pi T_1)^{3/2}} \sqrt{\frac{E_1}{E}} \left(\frac{E - E_{C1}}{E_1}\right) exp\left(-\frac{E_1}{T_1}\right)$$  \hspace{1cm} (4.4)$$

where $E$ is the energy of the particle, $E_{C1}$, $T_1$ and $N_1$ are the Coulomb energy parameter, the apparent nuclear temperature and the total number of the particle emitted from the pre-equilibrium source, respectively. Instead, $E_1$ is given by the following transformation:
\[ E_1 = E - E_{c1} - 2 \sqrt{\frac{1}{2} m_{\text{LCP}} v_s^2 (E - E_{c1}) \cos \theta_{\text{lab}}} + \frac{1}{2} m_{\text{LCP}} v_s^2 \]  

(4.5)

where \( m_{\text{LCP}} \) is the mass of the light charge particle and \( v_s \) is the source velocity, and \( \theta_{\text{lab}} \) is the emission angle in the laboratory frame.

The evaporative source is based on the surface emission after the equilibration process in the compound nucleus and it is associated with the statistical particle distribution. The evaporative source could be described by a Maxwell distribution, as follow:

\[ \frac{N_2 [1 + \alpha_2 P_2 (\cos \theta_{\text{CM}})]}{4 \pi T_2^2} (E_2 - E_{c2}) \sqrt{\frac{E}{E_2}} \exp \left( - \frac{E_2 - E_{c2}}{T_2} \right) \]  

(4.6)

where \( E \) is the energy of the particle, \( E_{c2} \), \( T_2 \) and \( N_2 \) are the Coulomb energy parameter, the apparent nuclear temperature of the emitting evaporative source and the total number of the particle emitted from the evaporative source, respectively, while \( \alpha_2 \) is an angular coefficient, \( P_2 \) is the Legendre polynomial and \( \theta_{\text{CM}} \) is the emission angle in the center of mass frame. Instead, \( E_2 \) is given by the following transformation:

\[ E_2 = E - 2 \sqrt{\frac{1}{2} m_{\text{LCP}} v_{\text{CM}}^2 E \cos \theta_{\text{lab}}} + \frac{1}{2} m_{\text{LCP}} v_{\text{CM}}^2 \]  

(4.7)

where \( m_{\text{LCP}} \) is the mass of the light charge particle and \( v_{\text{CM}} \) is the velocity of the compound nucleus, and \( \theta_{\text{lab}} \) is the emission angle in the laboratory system.

<table>
<thead>
<tr>
<th>Particle</th>
<th>( E_{c1} ) [MeV]</th>
<th>( T_1 ) [MeV]</th>
<th>( N_1 ) ( \times 10^3 )</th>
<th>( v_s ) [v/c]</th>
<th>( E_{c2} ) [MeV]</th>
<th>( T_2 ) [MeV]</th>
<th>( N_2 )</th>
<th>( \alpha_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>13.4</td>
<td>5.6</td>
<td>6.6</td>
<td>0.07</td>
<td>13.0</td>
<td>3.8</td>
<td>2.63 ( \times 10^6 )</td>
<td>0.6</td>
</tr>
<tr>
<td>( p )</td>
<td>5.5</td>
<td>3.8</td>
<td>9.0 ( \times 10^5 )</td>
<td>0.09</td>
<td>3.3</td>
<td>3.8</td>
<td>1.1 ( \times 10^7 )</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Tab. 4.2: The parameters obtained from the moving source fit for the alpha particles and protons.

The fitting free parameters are 8: \( E_{c1}, T_1, N_1, E_{c2}, T_2, N_2, \alpha_2 \) and \( v_s \). The velocity \( v_s \) could vary between \( v_{\text{CM}} \) and \( v_{\text{beam}} \). The results obtained by the moving source fit are shown in Fig. 4.17 and Fig. 4.18 for alpha particles and
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protons respectively. The parameters obtained from the fits are listed in Tab. 4.2. From $N_1$ it is possible to calculated the alpha particles and protons pre-equilibrium multiplicity.

As already discussed, we remembered that the neutrons cannot detected by GARFIELD array. The pre-equilibrium neutron multiplicity was obtained using the same consideration of the previous method. The value of the pre-equilibrium energy loss, found from data, is 13.3 MeV, the values used to calculated this number are listed in Tab. 4.3.

![Fig. 4.17: The alpha particles spectra of GARFIELD array (for the different four angle of the CsI scintillators used during the measurement) fitted using the moving source fit. The red line represents the pre-equilibrium distribution, the blue one represents the evaporative source contribution and the black one is the total fit including the evaporative and the pre-equilibrium contribution.](image-url)
Fig. 4.18: The protons spectra of GARFIELD array (for the different four angle of the CsI scintillators used during the measurement) fitted using the moving source fit. The red line represents the pre-equilibrium distribution, the blue one represents the evaporative source contribution and the black one is the total fit including the evaporative and the pre-equilibrium contribution.

<table>
<thead>
<tr>
<th>Particle</th>
<th>M&lt;sub&gt;PE&lt;/sub&gt;</th>
<th>E&lt;sub&gt;k&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protons</td>
<td>0.18</td>
<td>14.8</td>
</tr>
<tr>
<td>Alpha Particles</td>
<td>0.13</td>
<td>21.7</td>
</tr>
<tr>
<td>Neutrons</td>
<td>0.45</td>
<td>4.3</td>
</tr>
<tr>
<td>Pre-equilibrium E&lt;sub&gt;loss&lt;/sub&gt;</td>
<td>13.3</td>
<td></td>
</tr>
</tbody>
</table>

Tab. 4.3: The values of the pre-equilibrium multiplicities extracted from data for protons and alpha particles and from model for neutrons and the values of the average kinetic energies extracted from data for protons and alpha particles and from model for neutrons are listed.
4.3. Analysis of the HECTOR detectors

The energy calibration of the HECTOR detectors was done with sources of different $\gamma$-rays energies in order to have a reliable calibration in a wide energy range (1-30 MeV). Before, during and after the experiment we have measured the emission from a source of $^{60}$Co and the internal radioactivity of BaF$_2$. The emissions of the $^{60}$Co source are used to calibrate the detector while the internal activity is used to monitor the detector gain stability. The internal activity is present due to small impurities of Ra (an alkaline earth as Ba) and its daughter nuclei which $\alpha$, $\beta$ decay yielding a measured peaks structure. The energy range of the internal activity peaks is about $1 - 4$ MeV (see Fig. 4.20). The shape, position and intensity of these peaks is a characteristic of each detector; therefore, the energy assignment was done just before the experiment using the calibration obtained with $^{60}$Co source ($E_{\gamma_1} = 1173$ keV and $E_{\gamma_2} = 1332$ keV). The calibration with the $^{60}$Co source provides two barely resolved peaks and could be affected by some systematic errors. The detectors have an energy resolution of 12% at 1 MeV and so they are not able to distinguish the two peaks of the $^{60}$Co source (as shown in Fig. 4.19). In order to obtain consistent results, some fit parameters were constrained: the FWHMs of the two peaks was imposed to be equal and the ratio between the height of one peak and the height of the other is fixed.

At the end of the experiment, a new calibration measurement was performed with a beam of $^{11}$B at $E_{\text{lab}} = 45$ MeV delivered by the Tandem accelerator of Laboratori Nazionali di Legnaro. A gold absorber foil was placed before the D target in order to reduce the energy of the impinging $^{11}$B down to the value of $E_{\text{lab}} = 19$ MeV allowing to populate a resonant state of $^{12}$C with the $^{11}$B($D$, $n$)$^{12}$C reaction. This state decays with a $\gamma$ emission of 15.1 MeV. In this range of energy, the dominant mechanism of $\gamma$-ray interaction is the pair production; therefore, two peaks corresponding to first and second escape peaks due to positron annihilation are present but not resolved in the spectrum (see Fig. 4.21).
Fig. 4.19: The calibration spectra with $^{60}$Co source for two of the HECTOR detectors. The two $\gamma$ emission are not separated, especially in the detectors with a bad energy resolution. In the left panel the detector with the best energy resolution, in the right panel the detector with the worst energy resolution.

Fig. 4.20: The energy spectra of the internal radioactivity of two HECTOR detectors. It is possible to see that positions and intensity of these peaks are characteristic of each detector.
The peak at 15 MeV is fitted with the sum of 3 Gaussian peaks properly modeled (plus background). Also in this case, in order to obtain consistent results, some fit parameters were constrained. The differences between the three centroids are fixed at 511 keV and the widths are constrained to be equal. The centroid of the first escape peak is the fitting parameter. This peak, was used for the final calibration that was done with the linear regression technique. The fitting procedure is based on standard fitting methods implemented in ROOT framework [37] and is explained in detail in the manual [43].

![Image](image.png)

**Fig. 4.21**: The $\gamma$ spectrum of the reaction $^{11}\text{B}(D, n)^{12}\text{C}$ detected by one of the HECTOR detectors. It is not possible to distinguish the full energy peak from the first and the second escape peaks. The line is the fit performed with the sum of three Gaussian and a background.

The calibrated energy spectrum has to be corrected for Doppler effect. The source velocity is non-relativistic, therefore we have applied the following formula:

$$E_{DC} = E_{\gamma} \frac{1 - \beta \cos(\theta)}{\sqrt{1 - \beta^2}} \tag{4.8}$$

where $\beta = v/c$.

Neutrons interact in BaF$_2$ mainly through $(n, \gamma)$ reactions. Therefore, their signals are difficult to disentangle in the fast vs slow matrix; for them a clean discrimination can be achieved only via ToF, relying on the difference in ToF of $\gamma$ rays and neutrons. In Fig. 4.22 the neutron were distinguished from the prompt $\gamma$ peak; the time difference of between neutrons and
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gammas is about 8 ns. It is possible to use the ToF technique due to the good time resolution of BaF$_2$ scintillators.

The time calibration of the HECTOR TDC was done using a pulse generator. ToF spectra were obtained using the difference between the time of the HECTOR detectors and the beam RF. All the ToF spectra were aligned so that the centroid of the prompt $\gamma$ peak is in the same channel.

![ToF spectrum of one of the HECTOR detector](image)

*Fig. 4.22: The ToF spectrum of one of the HECTOR detector. It is possible to see the prompt $\gamma$-peak and the second small peak is the neutron peak.*

In the sorting code, some conditions are applied in order to select the fusion-evaporation events. To obtain the high-energy spectra of HECTOR detectors, we applied the following conditions:

- the existence of a good signal from RF,
- the presence of a signal in HECTOR and in phoswich TDC,
- the energy of HECTOR detectors has to be between 5 and 32 MeV,
- the prompt $\gamma$ peak in HECTOR was selected with a window of 4 ns,
- the $\gamma$ multiplicity of the high-energy $\gamma$ rays has to be equal to one,
- an evaporation residue (multiplicity of the residue as to be equal to one) was selected by a graphical cut as shown in Fig. 4.2,
- the presence of a stopped particle in GA of phoswich detector was also selected in the GA versus GB spectra (see Fig. 4.3).
4.3 Analysis of the HECTOR detectors

In Fig. 4.23 the high-energy spectrum without gates (black squares) is compared with the spectra with different conditions. The spectrum with the first 5 gates is shown in Fig. 4.23 by red points. The spectrum represented with blue triangles in the left panel of in Fig. 4.23 and alone in the right panel of Fig. 4.23 is obtained with all the gates described here.

Fig. 4.23: In the left panel, an energy spectrum of one of HECTOR detectors with different gate conditions. The black squares represent the spectrum without gate, the red points the spectrum with a gate on the prompt $\gamma$ peak of Fig. 4.22 and the blue triangles the spectrum with the gate on the prompt $\gamma$ peak and the gate on the residues in phoswich GA versus ToF spectra (see Fig. 4.2). In the right panel, the high-energy spectrum with the same gate of the blue triangles spectrum in left panel; it is possible to see that the spectrum has the typical shape of a GDR spectrum, that is the superposition of an exponential and a Lorentzian curve.

Two of the HECTOR detectors were excluded from the data analysis. The first one, detector number 7 was excluded because it had a gain drift during the calibration with the $^{60}$Co source and the threshold, used during the calibration, was too high and the first of $^{60}$Co emission was cut. For this reason it was impossible to have a good calibration of this detector. The second one, detector number 4, drifted so much that, during the measurement, its threshold was at 7.5 MeV. In this way it was impossible to normalize the spectra of this detector at 7-8 MeV on the exponential part.
4.4. Extraction of the DD gamma multiplicity

The GDR and the DD pre-equilibrium emissions have the same dipolar nature and the same energy. To separate the two contributions it is necessary to subtract a spectrum in which the DD emission is present with one in which is present only the statistical decay. The experimental signature of the DD emission is an excess of counts in the energy region of 10-22 MeV with respect to the statistical decay as it is shown in Fig. 4.25. The experimental spectrum and the one in which is present only the statistical decay have to be normalized. The two spectra were normalized between 7-8 MeV, because the exponential part includes only the statistical decay.

One important parameter of the statistical model is the beam energy, used to calculate the excitation energy of the compound nucleus. In the presence of a pre-equilibrium emission, however, part of the excitation energy is carried away by particles and the energy available for the statistical decay is smaller. It is therefore important to know the pre-equilibrium energy loss, in order to subtract it from the total.

The statistical model calculations were carried out with the CASCADE code [44], which only accepts the beam energy as an input. It was
therefore necessary to calculate an effective beam energy, which gives the same excitation energy to the compound as the energy left after the pre-equilibrium phase.

To have a validation of the statistical model a symmetric reaction was measured at 8.1 and 15.6 MeV/u, and was used to tune the other parameters of the statistical model.

Another method to measure the DD contribution is described in [3]–[5]. In these references, the statistical model was not used: the asymmetric reaction high-energy spectrum is compared with the one obtained from a symmetric reaction. In this case is not necessary to know the pre-equilibrium, because the beam energy in the two reactions was chosen so that they have the same pre-equilibrium contribution.

Fig. 4.25: The comparison between the experimental data and the results obtained from the statistical model. The statistical model does not include the DD contribution, in the experimental data the DD pre-equilibrium γ emission is characterized by an excess of count in the region between 10-22 MeV.

As it was explained in section 2.2.3, the aim of this experiment is the measure of the pre-equilibrium γ emission at an intermediate value of the
beam energy (12 MeV/u) with respect to a previous experiment [6] in which the aim was the measurement of this emission at 8.1 MeV/u and at 15.6 MeV/u. In the previous experiment two different reactions were populated to produce the same CN: the asymmetric one \(^{16}\text{O} + ^{116}\text{Sn}\) and a symmetric one in \(^{64}\text{Ni} + ^{68}\text{Zn}\) as is shown in Tab. 4.4. The high-energy spectrum of the symmetric reaction is fitted with a statistical model (CASCADE) to find the GDR parameters. In the previous cases, at 8.1 and 15.6 MeV/u, the GDR parameters were set to be use in the CASCADE statistical model, by using the symmetric reaction \(^{64}\text{Ni} + ^{68}\text{Zn}\). At 12 MeV/u, we used the CASCADE model with the parameter that were set in the previous experiment [6]. The maximum angular momentum is fixed in the CASCADE code at 70\(h\), because it is the maximum value that the nucleus could stand before fissioning.

The high-energy spectra of asymmetric reaction were compared with statistical model calculation (with the same GDR parameter of the symmetric reaction) and the difference was expected to be originated by the presence of the pre-equilibrium emission. At 12 MeV/u, the symmetric reaction was not measured but can be easily extracted from the previous data/calculation.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>(E_{\text{beam}}) [MeV/u]</th>
<th>(E^*) [MeV]</th>
<th>(D) [fm]</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{64}\text{Ni} + ^{68}\text{Zn})</td>
<td>4.7</td>
<td>100</td>
<td>1.2</td>
<td>[6]</td>
</tr>
<tr>
<td>(^{64}\text{Ni} + ^{68}\text{Zn})</td>
<td>6.2</td>
<td>150</td>
<td>1.2</td>
<td>[6]</td>
</tr>
<tr>
<td>(^{64}\text{Ni} + ^{68}\text{Zn})</td>
<td>7.8</td>
<td>200</td>
<td>1.2</td>
<td>[6]</td>
</tr>
<tr>
<td>(^{16}\text{O} + ^{116}\text{Sn})</td>
<td>8.1</td>
<td>100</td>
<td>8.6</td>
<td>[6]</td>
</tr>
<tr>
<td>(^{16}\text{O} + ^{116}\text{Sn})</td>
<td>12</td>
<td>155</td>
<td>8.6</td>
<td>This work</td>
</tr>
<tr>
<td>(^{16}\text{O} + ^{116}\text{Sn})</td>
<td>15.6</td>
<td>206</td>
<td>8.6</td>
<td>[6]</td>
</tr>
</tbody>
</table>

Tab. 4.4: The reactions used to populate \(^{132}\text{Ce}\) are listed here. \(E^*\) is the excitation energy and \(D\) is the dipole moment.

In the comparison with the BNV theoretical calculation, as will be explained in section 5.3, the maximum angular momentum was fixed also at 63\(h\), at 12 MeV/u, because it is the maximum possible value calculated using the CF code [45].
4.4.1. Evaluation of the pre-equilibrium $\gamma$ emission at 12 MeV/u

In order to study the statistical decay of CN one has to calculate first the pre-equilibrium contribution. Both light particles and $\gamma$ rays can be emitted before CN thermalization adding a non-evaporative contribution to the measured spectra, that can be evaluated once the shape of the evaporative contribution is known. Pre-equilibrium light-particle emission has the effect of cooling down the compound nucleus, while the $\gamma$-emission in the cases under analysis is too low to have a significant effect on the excitation energy of the CN. From this statement we can deduce that the information needed in order to extract the DD emission in $^{16}O + ^{116}Sn$ is: i) the energy loss associated with pre-equilibrium light-particles emission and ii) the statistical $\gamma$ emission from $^{132}Ce$ at the proper excitation energy.

The experimental data have to be compared with the statistical model spectrum in which the excitation energy is the kinematic excitation energy corrected by the energy loss during the pre-equilibrium phase. It is possible to extract the pre-equilibrium energy loss from LCPs in three different ways. The first one is using a linear interpolation between the values found at 8.1 and 15.6 MeV/u. The value of the pre-equilibrium energy loss obtained by this interpolation is 26 MeV, that is the same of the value that could be calculated by using the parameterization of [17]. In Fig. 4.26 ([17]), the trends of the excitation energy minus the pre-equilibrium contribution as a function of the excitation energy is reported. The dotted line represents the complete fusion energy, which ranges from 108 to 186 MeV in the measurements of reference [17]. The dashed line that correspond to $E_{\text{init}}$ represents the initial compound nucleus excitation energy following pre-equilibrium emission. From the dashed line, it is possible to extract the pre-equilibrium energy loss for different values of the excitation energy. In our case, if we used this curve, we obtained a pre-equilibrium energy loss of 26 MeV.
The second and the third ways are the two method described in section 4.2. The comparison between the experimental data and the statistical model (in which the pre-equilibrium energy loss of 26 MeV is included) is shown in Fig. 4.25. The value of the DD $\gamma$ multiplicity is the integral, between 10-22 MeV, of the experimental spectra, subtracted from the spectrum obtained from the statistical model. The spectra are normalized on the total fusion cross section. The value of the DD $\gamma$ multiplicity found in this way is obviously different for the three different values of the pre-equilibrium energy loss. The values of the DD contribution for the different values of the pre-equilibrium energy loss are reported in Tab. 4.5.

<table>
<thead>
<tr>
<th>Method for $E_{\text{loss}}$</th>
<th>$E_{\text{loss}}$ [MeV]</th>
<th>$M_{\gamma}$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>13.3</td>
<td>2.37 $10^{-4}$</td>
<td>1.3 $10^{-4}$</td>
</tr>
<tr>
<td>Theoretical model</td>
<td>18.4</td>
<td>4.63 $10^{-4}$</td>
<td>1.2 $10^{-4}$</td>
</tr>
<tr>
<td>Interpolation and Ref. [17]</td>
<td>26</td>
<td>7.88 $10^{-4}$</td>
<td>2.0 $10^{-4}$</td>
</tr>
</tbody>
</table>

Tab. 4.5: The values of the DD $\gamma$ multiplicity for the three different values of $E_{\text{loss}}$. 

Fig. 4.26: The energetics of $^{18}$O + $^{100}$Mo reaction are shown. The dotted line represents the complete fusion energy, which ranges from 108 to 186 MeV in measurements of reference [17]. The dashed line that correspond to $E_{\text{init}}$ represents the initial compound nucleus excitation energy following pre-equilibrium emission [17].
The pre-equilibrium energy loss is a critical value, since the DD $\gamma$ multiplicity strongly depend on this value, as it is shown in Tab. 4.5.

The error bars are the sum of the statistical error, in this case practically negligible, and the error due to the uncertainty on the value of the pre-equilibrium energy loss. To estimate the latter contribution, the experimental data were compared with the results of the statistical model calculations where:

$$E_{st, model}^* = E^* - E_{loss} \pm \sigma_{E_{loss}},$$  \hspace{1cm} (4.9)

In literature [6], [42], [46], it is possible to find the values of the pre-equilibrium energy loss for different systems. These value are listed in Tab. 4.6.

<table>
<thead>
<tr>
<th>$E_{beam}$ [MeV/u]</th>
<th>Reaction</th>
<th>$E^*$ [MeV]</th>
<th>$E_{loss}$ [%]</th>
<th>Error $E_{loss}$ [%]</th>
<th>$E_{loss}$ [MeV]</th>
<th>Error $E_{loss}$ [MeV]</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.8</td>
<td>$^{64}$Ni + $^{68}$Zn</td>
<td>203</td>
<td>3.6</td>
<td>2.0</td>
<td>7.3</td>
<td>4.1</td>
<td>[6]</td>
</tr>
<tr>
<td>8.1</td>
<td>$^{16}$O + $^{116}$Sn</td>
<td>100</td>
<td>5.6</td>
<td>2.9</td>
<td>5.6</td>
<td>2.9</td>
<td>[6]</td>
</tr>
<tr>
<td>11.1</td>
<td>$^{18}$O + $^{100}$Mo</td>
<td>174</td>
<td>21.4</td>
<td>2.6</td>
<td>37.2</td>
<td>4.5</td>
<td>[46]</td>
</tr>
<tr>
<td>13.0</td>
<td>$^{20}$Ne + $^{169}$Tm</td>
<td>197</td>
<td>12.7</td>
<td>1.5</td>
<td>25.0</td>
<td>3.0</td>
<td>[42]</td>
</tr>
<tr>
<td>13.0</td>
<td>$^{20}$Ne + $^{159}$Tb</td>
<td>201</td>
<td>13.9</td>
<td>1.5</td>
<td>27.9</td>
<td>3.0</td>
<td>[42]</td>
</tr>
<tr>
<td>15.6</td>
<td>$^{16}$O + $^{116}$Sn</td>
<td>206</td>
<td>19.9</td>
<td>3.4</td>
<td>41.0</td>
<td>7.0</td>
<td>[6]</td>
</tr>
<tr>
<td>16.0</td>
<td>$^{20}$Ne + $^{169}$Tm</td>
<td>251</td>
<td>15.9</td>
<td>2.4</td>
<td>39.9</td>
<td>6.0</td>
<td>[42]</td>
</tr>
<tr>
<td>16.0</td>
<td>$^{20}$Ne + $^{159}$Tb</td>
<td>254</td>
<td>18.5</td>
<td>2.4</td>
<td>47.0</td>
<td>6.1</td>
<td>[42]</td>
</tr>
<tr>
<td>12.0</td>
<td>$^{16}$O + $^{116}$Sn</td>
<td>155</td>
<td>8.6</td>
<td>1.6</td>
<td>13.3</td>
<td>2.5</td>
<td>This work</td>
</tr>
</tbody>
</table>

Tab. 4.6: the systematic present in literature about the pre-equilibrium energy loss.

In Fig. 4.27 the pre-equilibrium energy loss is show as a function of the beam energy. We reported also the point at 12 MeV/u for the $^{16}$O + $^{116}$Sn...
reaction, calculated from the experimental data. It is possible to see that this value is consistent with the systematic reported in literature.

Fig. 4.27: The energy loss during the pre-equilibrium phase as a function of the beam energy is shown. This picture shows the systematic present in literature ([6], [42], [46]). The point at 12 MeV is the value extracted from the data in this work.

4.4.2. Comparison with the values at 8.1 and at 15.6 MeV/u

The values of the DD yield obtained at 12 MeV/u has to be compared with the values at 8.1 and 15.6 MeV/u [6]. In Fig. 4.28, in Fig. 4.29, and in Fig. 4.30, the DD γ multiplicity is reported as a function of the beam energy. The values show at 12 MeV/u were obtained using as pre-equilibrium energy loss equal to 13.3 MeV in Fig. 4.28, equal to 18.4 MeV in Fig. 4.29, and equal to 26 MeV in Fig. 4.30.

By using the pre-equilibrium energy loss calculated from [17], a strong increase of the DD contribution is found between 8.1 MeV/u and 12 MeV/u, as shown in Fig. 4.30. This strong increase is not predicted by the BNV theoretical model (see section 5.3).
4.4 Extraction of the DD gamma multiplicity

Fig. 4.28: The trend of the DD contribution as a function of the beam energy for the system $^{16}$O + $^{116}$Sn. In this case, the pre-equilibrium energy loss is the one obtained from the data (13.3 MeV).

Fig. 4.29: The trend of the DD contribution as a function of the beam energy for the system $^{16}$O + $^{116}$Sn. In this case, the pre-equilibrium energy loss is the one obtained from the theoretical model calculations [41] (18.4 MeV).
Fig. 4.30: The trend of the DD contribution as a function of the beam energy for the system $^{16}\text{O} + ^{116}\text{Sn}$. In this case, the pre-equilibrium energy loss is the one obtained from the linear interpolation of the values at 8.1 and at 15.6 MeV/u. This value is the same of the one that could be calculated by using $^{[17]}(26 \text{MeV})$.

As discussed previously, the most accepted systematic (see Fig. 4.27 and Tab. 4.6) in pre-equilibrium energy loss is consistent with the GARFIELD measure value. The value of the pre-equilibrium energy loss obtained from the data and the one from the theoretical model $^{[41]}$ are compatible within the error bars. In this case the DD contribution has a rise trend as a function of the beam energy, as shown in section 5.3 this values for DD contribution at 12 MeV/u are in agreement with the prediction of the BNV theoretical model as will be shown in section 5.3.

### 4.5. Extraction of the angular distribution

From the data it is possible to also extract the DD angular distribution. The DD angular distribution is expected to be dipolar but due to the rotation of the dipolar axis is expected to be quenched. The angular distribution could be calculated using the following formula:

$$W(\theta) \approx 1 + a_2 P_2(\cos \theta)$$  \hspace{1cm} (4.10)
where $P_2$ is the Legendre polynomial $P_2(\cos \theta) = \frac{1}{2}(3\cos^2(\theta) - 1)$ and $a_2$ is a quenching factor.

**Fig. 4.31:** The angular distribution reported in [5]. When $a_2 = -1$ the angular distribution is the one from a dipole oscillation along the beam axis (solid line), while $a_2 = -0.5$ (dashed line) and $a_2 = -0.25$ (dotted line) correspond to more diffuse angular distributions. The experimental angular distribution is strongly anisotropic with a maximum around 90°, consistent with emission from a dipole oscillating along the beam axis (solid line).

**Fig. 4.32:** The angular distribution reported in [6]. When $a_2 = -1$ the angular distribution is the one from a dipole oscillation along the beam axis (red-dashed line), while $a_2 = -0.24$ (blue-dashed line) and $a_2 = -0.12$ (black-dashed line) correspond to more diffuse angular distributions; the first one that reproduce the experimental data and the second one obtained from the BNV theoretical model.
In literature, it is possible to find two different trends for the DD dipole angular distribution. The angular distribution, reported in [5] and shown in Fig. 4.31, is consistent with emission from a dipole oscillating along the beam axis (pure dipole). On the other hand, the angular distribution, reported in [6] and shown in Fig. 4.32, is quenched due to the rotation of the dipolar axis.

To extract the angular distribution from the data, it is necessary to compare the high-energy $\gamma$-rays spectra of the HECTOR detectors at different angles. The angles that were used during the experiment were four and were reported in Tab. 3.1. The spectra were normalized using the 15.1 MeV $\gamma$-ray data from $^{11}$B + D calibration reaction: the 15.1 MeV $\gamma$-rays emitted by this reaction are emitted isotropically, meaning that the different number of counts in the 15.1 MeV peak in different detectors is only due to geometrical effects or due to the dead time. The area of the 15.1 MeV peak was measured for each detector and a normalization factor was found. These normalized factors, shown in Tab. 4.7, were applied to the HECTOR $\gamma$-ray spectra for the DD emission.

<table>
<thead>
<tr>
<th>HECTOR #</th>
<th>Normalization Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.82</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.85</td>
</tr>
<tr>
<td>3</td>
<td>1.18</td>
</tr>
<tr>
<td>4</td>
<td>0.88</td>
</tr>
<tr>
<td>5</td>
<td>1.08</td>
</tr>
<tr>
<td>6</td>
<td>0.97</td>
</tr>
<tr>
<td>7</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Tab. 4.7: The normalization factors found using the 15.1 MeV $\gamma$-ray data from the $^{11}$B + D calibration.

The normalized high-energy spectra of the HECTOR detectors were compared with the CASCADE model prediction. The difference in the energy range of 10 to 22 MeV between the different detectors is caused by
the angular distribution of the DD emission. To have a better result, we summed the spectra of the two HECTOR detectors at the same angle (detectors 0 and 7 are at 160°, detectors 1 and 6 are at 137°, detectors 2 and 5 are at 124° and detectors 3 and 4 are at 150°). The obtained contributions at the same angle are shown in Fig. 4.33.

![Graph showing angular distribution](image)

*Fig. 4.33: The DD angular distribution extracted from the data.*

The angular distribution found from our data is quenched respect a pure dipole. To find the quenching factor of the angular distribution obtained from our data, the points in Fig. 4.33 were fitted with the analytic expression of equation 4.10. The value of the quenching factor $a_2$ is -0.36. The data with the fit are shown in Fig. 4.34.

The GDR decay has an angular distribution as a function of the energy [47]. As consequence, the measured quenching factor includes the DD angular distribution and the quenching factor of the GDR angular distribution, it is possible to write the $a_2$ coefficient as follow:

$$a_{2, Measured} = a_{2, GDR} + a_{2, DD}. \tag{4.11}$$

To have the value of the quenching factor of the DD angular distribution it is necessary to calculate the GDR angular distribution factor and to subtract it from the measured one.
Fig. 4.34: The angular distribution obtained from data is compared by the expected angular distribution of equation 4.10. The angular distribution from data is quenched and the quenching factor of the equation 4.10 is $a_2 = -0.36$.

The GDR angular distribution was calculated using a theoretical model, the Lublin Strasbourg Drop model [48], [49]. The coefficient $a_2$ trend as a function of the $\gamma$ energy, for $^{132}$Ce compound nucleus, is shown in Fig. 4.35. To obtain the value $a_{2,GDR}$ it is necessary to do a weighted average of $a_2$ on energy, in which the weights are the counts at that energy, as follow:

$$ a_{2,GDR} = \frac{\sum_{i=0}^{2} a_2(E)N_{counts}(E)}{\sum N_{counts}(E)} \quad (4.12) $$

The value of $a_{2,GDR}$ found in this way is -0.04.

Fig. 4.35: The calculated GDR angular distribution.
4.5 Extraction of the angular distribution

From equation 4.11, it is possible to calculated the quenching factor of the DD angular distribution. The value that is found is:

\[ a_{2,DD} = a_{2, Measured} - a_{2, GDR} = 0.36 - 0.04 = 0.32. \]  

(4.13)

For the \(^{16}\text{O} + ^{116}\text{Sn}\) reaction at 12 MeV/u, a quenched angular distribution respect a pure dipole was found, as for the same reaction at 15.6 MeV/u as reported in [6]. Moreover our data are compatible with the \(a_2 = -0.24\), that was the value of the quenching factor found at 15.6 MeV/u, as shown in Fig. 4.36. The angular distribution found from our data is not compatible with a pure dipole one, in fact the blue line in Fig. 4.36 (pure dipole) does not reproduce the experimental data.

**Fig. 4.36**: The angular distribution calculated for \(^{16}\text{O} + ^{116}\text{Sn}\) at 12 MeV/u. When \(a_2 = -1\) the angular distribution is the one from a dipole oscillation along the beam axis (blue line), while \(a_2 = -0.32\) (black line) and \(a_2 = -0.24\) (red line) correspond to more diffuse angular distributions; the first one reproduces the experimental data and the second one is the value obtained for the same system at 15.6 MeV/u.
5. Theoretical predictions for the dynamical dipole yield

In this chapter the results of the theoretical predictions will be presented. In particular, after a small introduction on the model (section 5.1), the analysis of the BNV simulations for the $^{16}\text{O}+^{116}\text{Sn}$ reaction will be described in section 5.2. These simulations were analyzed as a function of the number of test particles (section 5.2.1), and their statistical fluctuations were studied in section 5.2.2. The relation between the dynamical dipole total yield and the impact parameter will be presented in section 5.2.3. The sensitivity on the symmetry term of the nuclear equation of state will be discussed in section 5.2.4.

The results of the simulations will be then compared to the experimental results in section 5.3 concerning the total yield, and in section 5.4 concerning the angular distribution.

To better understand the results of the theoretical model, simulations were performed also for two other reactions: one, $^{64}\text{Ni} + ^{68}\text{Zn}$, in which projectile and target have the same N/Z ratio (section 5.5); and one, $^{132}\text{Sn} + ^{58}\text{Ni}$, in which there is a large asymmetry in N/Z between projectile and target (section 5.6). The predictions for these two reactions will be compared to those for the $^{16}\text{O} + ^{116}\text{Sn}$ reaction in section 5.7.

5.1. The BNV model simulations

To theoretically estimate the amount of pre-equilibrium $\gamma$ emission we have used the BNV model described in 2.3. It is important to notice that pre-equilibrium collective dipole radiation can be emitted in a fusion-evaporation reaction only if the colliding nuclei have a different N/Z ratio between projectile and target. An asymmetry in mass reduce a $\gamma$ pre-equilibrium emission but with such emission that is very weak [29].

One possible approach to face the problem of the quantification of the pre-equilibrium dipole emission is to directly simulate the fusion process.
and to apply a bremsstrahlung approach for the $\gamma$ emission. This is achieved by considering the evolution of the collective dipole acceleration from the time when it suddenly rises, until it is completely damped to a pure “thermal” component. In this way it is possible to consistently calculate the whole contribution of the pre-equilibrium dipole radiation to the photon yield.

The total photon emission probability from the dipole mode oscillations, is, therefore, given by the bremsstrahlung formula (equation 2.11). In summary, the BNV approach follows the time evolution of the dipole mode along the fusion dynamics and it evaluates, the corresponding pre-equilibrium photon emission [7].

Using this model, we simulated the fusion dynamic for the system $^{16}\text{O} + ^{116}\text{Sn}$ at 8.1, 12 and 15.6 MeV/u (the energies of the experimental data analyzed in this thesis and reported in [6]). The calculations were also performed for a system with a larger dipole moment, $^{132}\text{Sn} + ^{58}\text{Ni}$ at the same beam energies of the experimental data.

In the code, to calculate the collision integral of the equation 2.9, the parameterizations of the neutron-neutron and the proton-proton cross section discussed in [50] was used and for the neutron-proton cross section the parameterization discussed in [51] was used. These cross section parameterizations include the medium effects, the isospin, the energy and the scattering angle dependence.

5.2. BNV simulations for the asymmetric reaction: $^{16}\text{O} + ^{116}\text{Sn}$

For the system $^{16}\text{O} + ^{116}\text{Sn}$ we did the simulations at each beam energy (8.1, 12 and 15.6 MeV/u) at different impact parameters ($b = 0, 2, 4, 4.5, 5, 5.5, 6, 6.5, 7, 7.5, 8$ fm). We chose this impact parameters because the fusion cross section is expected to be practically zero for impact parameter larger than 6.5 fm. The same simulations were repeated for two different parameterizations of the nuclear EOS (asy-stiff and asy-soft). As explained in section 2.2.1, the asy-stiff parameterization is characterized by $L_{symm} =$
72.6 MeV, instead Asy soft is characterized by $L_{\text{symm}} = 14.5 \text{ MeV}$, these values are calculated by equation 2.5.

A simulation starts when the two colliding nuclei have a distance of 14 fm/c and it stops after 400 fm/c. This time interval could be divided in three phases: the first one that is the approaching phase, the second one that is called dinuclear phase and the third one that is the compound nucleus phase. The dinuclear phase is where the kinetic energy of the relative motion is converted in thermal energy due to the collisions between nucleons and where, if there is a finite dipole moment, the dynamical dipole emission appears.

To have a good estimation of DD yield from the BNV model it is necessary to do an average on different BNV calculations with fixed parameters. One BNV calculation simulates one fusion-evaporation event. One event mimics one fusion reaction with: a fixed impact factor, a given beam energy and a chosen projectile and target. A BNV calculation calculates for one event: the dipole moment evolution with time, the density evolution with time (in Fig. 5.2 there is a graphical view of the density distribution during the simulation) and the conjugated of dipole moment evolution with time. As an example Fig. 5.1 shows the evolution with time of the dipole moment and of its conjugated moment for the system $^{16}O + ^{116}\text{Sn}$ at 12 MeV/u with an impact parameter $b = 0 \text{ fm}$ and Fig. 5.2 shows the density plot for the system $^{16}O + ^{116}\text{Sn}$ at 12 MeV/u with an impact parameter $b = 4 \text{ fm}$. From the time evolution of the dipole moment it is possible to calculate the DD $\gamma$ emission using equation 2.11; an example of Bremsstrahlung spectra, relative to the case of Fig. 5.1, is shown in Fig. 5.3. The value of the total DD $\gamma$ multiplicity yield is obtained from the integral of the Bremsstrahlung spectrum between 0-22 MeV.
Fig. 5.1: In the top left panel there is an example of the dipole moment evolution in time. In the top right panel there is an example of the conjugate dipole moment evolution in time. In the bottom panel there is the evolution of the correlated variables. The BNV simulation was done at 12 MeV/u, at impact parameter $b = 0 \, \text{fm}$ and for the asy-soft parameterizations of EOS.

Fig. 5.2: A representation of the nucleon density at different times from the start of the simulation, at $t=20 \, \text{fm/c}$ the two nuclei are approaching, at $t=60 \, \text{fm/c}$ there is the contact between the two nuclei and at $t=100 \, \text{fm/c}$ it is not anymore possible to identify the projectile and the target, but compound nucleus.
From the BNV simulations one can obtain the integral of the Bremsstrahlung spectrum, that is the yield of the DD emission, for a fixed impact parameter. The value of the total yield was extracted through a weighted average on the impact parameters. One of the critical points is the calculation of the weights of each impact parameter. In a fusion-evaporation reaction with the semi-classical approximation, each impact parameters can be associated with the corresponding angular momentum transferred to the CN:

\[ l \hbar = \mu v_p b \]  

(5.1)

where \( \mu \) is the reduced mass and \( v_p \) is the projectile velocity. It is possible to estimate the fusion cross section as a function of the angular momentum using some model, such as DCASCADE model. The fusion cross section as a function of the impact parameter can be obtained by using equation 5.1. With the semi classical approximation it is possible to associate a range of impact parameters (centered at \( b=0, 2, 4, 5, 5.5, 6 \) and 6.5 fm) with a correspondent range of angular momenta. In this way it is possible to perform a weighted average on the multiplicity corresponding to each impact parameters and we can obtain the total DD multiplicity that can be directly compared to the measured one. It must be remembered, however, that thus technique is not exact but only an approximation. It does not
consider the angular momentum removed by the emitted pre-equilibrium particles or the quasi fission reaction channel.

The BNV approach is a deterministic one, however, because of the discretization of particles and computational techniques statistical fluctuations in the results are unavoidable. To have a more precise estimation of the reliability of the calculations to estimate the DD γ emission, it is therefore necessary to simulate several events to reduce the uncertainness of the model.

Moreover, the BNV approach is for a continuous medium which, unfortunately, cannot be solved in a numerical way. The solution which was chosen is to discretize this continuum with a large number of test particles. A better continuum approximation can be achieved with a larger number of test particles, but with an increasing cost in terms of CPU time. Consequently, as well discussed in section 5.2.1 some compromises in term of the number of test particle were necessary.

Furthermore, to have a better comprehension of the BNV model we performed simulations for systems (\(^{64}Ni + ^{68}Zn\), \(^{16}O + ^{116}Sn\) and \(^{132}Sn + ^{58}Ni\)) with a different dipole moment (\(D(0) = 1.2 fm, D(0) = 8.6 fm\) and \(D(0) = 45.4 fm\)) and simulations in which the EOS parameters are changed. We analyzed the results of the BNV as a function of the number of the simulated fusion events, as a function of the beam energy, as a function of the impact parameter and as a function of the number of test particles.

### 5.2.1. Influence of the number of test particles

We did simulations of 10 events with different values of the number of test particles (100, 200, 400, 600 and 700) with impact parameter \(b = 4 fm\) at the three different energies (8.1, 12, 15.6 MeV/u). The number of test particles is limited by the available computer memory. The results obtained from these simulations are shown in Fig. 5.4. It is possible to see that the DD increases with the number of test particles \((N)\) up to \(N = 400\), then saturates. Simulations with \(N = 100, 200\) underestimate the DD yield; but results with larger \(N\) are within the error bars were consistent with the asymptotic value and there are no significant changes for \(N \geq 400\). This general trend is not
followed by the asy-soft parameterization at 15.6 MeV/u, in which the DD $\gamma$ multiplicity seems to increase with the test particle number.

Fig. 5.4: The DD$\gamma$ multiplicity as a function of the number of the test particles used in these BNV simulations. In the top panel left there are the results at 8.1 MeV/u, in the top right one the results at 12 MeV/u and in the bottom panel the results at 15.6 MeV/u, in all cases the simulations has been done with the impact parameter $b = 4\, fm$. In both panel the black squares are the results for the asy-stiff parameterization and the red points are the results for the asy-soft one.

5.2.2. **Statistical fluctuations of the yield**

Fluctuations are present due to the numerical approach in the resolution of the BNV equation. A way to reduce these fluctuations is to increase the number of the test particles, in fact the BNV equation describes a continuum (namely a fluid). Our system, however consist of a discrete number of nucleons. In the model each nucleon is therefore represented by a discrete number of test particles. The increase in the number of the test
particles allows a better approximation of a continuum, but requires more CPU power.

As each fusion reaction can be different from the other, it is necessary to quantify the fluctuations which are intrinsic in the model. Namely, it is important to check on an event by event basis how the DD $\gamma$-rays yield changes for fixed parameters. To understand the amount of these fluctuations we produce 50 fusion events for fixed parameters.

For each beam energy and impact factor we calculated 50 events using 200 test particles. It is possible to see in Fig. 5.5 the histogram of the DD $\gamma$ yields for each event which has the shape of a Gaussian distribution.

![Histogram of DD $\gamma$ yields](image)

**Fig. 5.5**: The distribution of the values of the yield (50 events), obtained from the BNV, for each event. We obtain a Gaussian distribution for all values of the impact parameter and for the three different values of the energy. From this Gaussian distribution it is possible to extract the a mean value and a standard error.

From the distributions of the total yields as the one of Fig. 5.5, we have extracted an average yield and a standard deviation (which is approximately 30%). The expected uncertainty in the gamma yield is given by the standard error, which corresponds approximately to 4% (see Fig. 5.5).

It is important to notice that we expected that the importance of such fluctuations will decrease as the number of the test particles increases and viceversa.
In Fig. 5.6 we plot the standard deviation of the DD yield extracted from the 10 calculated events relative to the number of test particles. It is possible to notice that the error bars decrease with the number of test particle.

Fig. 5.6: The trend of the errors as a function of the number of the test particles at the three different beam energies.

In the previous work in 2008 [6], the BNV simulations were done using 200 and 250 test particles, which was the maximum approachable for 2008 CPUs. Indeed an event with 200 test particle in 2008 required 1 or 2 days while now it requires some hours.

The first part of the simulations, reported in this work, were done with 200 test particles. In a second moment when more powerful CPU were available we decided to performed the simulation with 700 test particles.
5.2.3. Dependence on the impact parameter

Simulations with different impact parameters were performed, the chosen impact parameters were 0, 2, 4, 5, 5.5, 6, 6.5 fm. These parameters were chosen because the maximum of the cross section as a function of the impact parameter is in the range of 4-5 fm for the three different beam energies. The value of b larger than 7 fm are meaningless because the two nuclei do not interact as fusion is expected for impact factor between 0-7 fm.

For each beam energy, we have calculated the value of the integral of the Bremsstrahlung spectra in the interval of 0-22 MeV and its trend as a function of the impact parameters as shown in Fig. 5.7.

![Fig. 5.7: The DD $\gamma$ multiplicity obtained from the BNV simulations as a function of the impact parameter for $^{16}$O + $^{116}$Sn reaction.](image)

The plots of Fig. 5.7 show that there is a clear dependence of DD $\gamma$ multiplicity with the impact factor. The DD yield is almost constant for small values of b while there is a smooth decrease of its value for larger value of b. The asy-stiff parameterization of the EOS always has a smaller yield relative to the asy-soft one. An experimental measurement at low impact parameters could discriminate between the two different parameterizations of the EOS.

At high angular momentum and beam energies the total DD yield become almost independent of impact parameter and EOS parameterization.

A very similar behavior of the dynamic dipole total DD yield as a function of the impact parameter was found also for a very N/Z asymmetric $^{132}$Sn + $^{58}$Ni reaction, as shown in Fig. 5.8. More information on the calculations for $^{132}$Sn + $^{58}$Ni reactions are in section 5.6.
5.2 BNV simulations for the asymmetric reaction: $^{16}$O + $^{116}$Sn

The common behavior observed in the studied reactions ($^{16}$O + $^{116}$Sn and $^{132}$Sn + $^{58}$Ni) suggests the possibility to parameterize with such curves in terms of physics observables. This could provide a fast estimation of the DD yield avoiding BNV calculations (which require a rather heavy CPU load) for different reactions. Furthermore, the parameterization could help to gain a deeper understanding of the physics inside such kind of mechanism. The simplest shape that the points of Fig. 5.7 and Fig. 5.8 suggests is a Fermi function:

$$ y(D(0), E_{lab}) = \frac{p_0(D(0), E_{lab})}{1 + \exp \left( \frac{x - p_1(D(0), E_{lab})}{p_2(D(0), E_{lab})} \right)} \quad (5.2) $$

where $p_0$ is the normalization factor, $p_1$ is the radius and $p_2$ is the diffuseness and these parameter are related to physical observables such as the beam energy $E_{lab}$ and the dipole moment $D(0)$. These parameter could depend also on the properties of the formed CN.

As a first step we plotted the total yield calculated at $b = 0$ fm as a function of the beam energies for the $^{16}$O + $^{116}$Sn and $^{132}$Sn + $^{58}$Ni reactions. The values of the total yield at $b = 0$ fm are reported in Tab. 5.1. The plots with the total yield at $b=0$ fm as a function of the beam energy are shown in Fig. 5.9, as the points seems to follow a rise trend followed by a saturation. Therefore we tried to fit the point in Fig. 5.9 with the following function:

$$ y = a(1 + \exp (-bx)) \quad (5.3) $$
where $x$ is the beam energy and $a$ and $b$ are the fit parameters. The extracted parameters are listed in Tab. 5.2.

This rise trend followed by a saturation could be explained by the fact that the DD yield has to increase with the beam energy, but, if the energy become too high, the pre-equilibrium emission particles could reduce the dipole moment and consequently the total yield.

![Graphs showing the results from BNV simulations at impact parameter equal to 0 fm as a function of the beam energy. The black squares are the results of the simulations for the $^{16}$O + $^{116}$Sn reaction, while the blue squares for the $^{132}$Sn + $^{58}$Ni reaction, the lines are the fit for both reactions and for both asy-stiff parameterization asy-soft one. In the top panels there are the results for asy-stiff parameterization, instead in the right ones the results for asy-soft one.](image)

Fig. 5.9: The results obtained from BNV simulations at impact parameter equal to 0 fm as a function of the beam energy. The black squares are the results of the simulations for the $^{16}$O + $^{116}$Sn reaction, while the blue squares for the $^{132}$Sn + $^{58}$Ni reaction, the lines are the fit for both reactions and for both asy-stiff parameterization asy-soft one. In the top panels there are the results for asy-stiff parameterization, instead in the right ones the results for asy-soft one.

It is possible to notice that the ratio between the values of the $a$ fit parameter for one reaction with respect to the other, as reported in Tab. 5.2, is approximately 10. That ratio is about two times the ratio of the N/Z asymmetry dipole between the reactions ($D(0) = 45$ fm for $^{132}$Sn + $^{58}$Ni and $D(0) = 8.6$ fm for $^{16}$O + $^{116}$Sn). Therefore we can parameterize the $a$ parameter in the followed way:
where the $^{132}\text{Sn} + ^{58}\text{Ni}$ reaction is used as reference.

\[
a_{\text{reaction}} = \frac{1}{2} \frac{D(0)_{\text{reaction}}}{D(0)_{^{132}\text{Sn} + ^{58}\text{Ni}}} a_{^{132}\text{Sn} + ^{58}\text{Ni}}
\]  \hspace{1cm} (5.4)

Tab. 5.1: The values of the DD yield obtained from the simulations at $b = 0$ fm, for both the parameterizations (asy-stiff and asy-soft) and both reactions ($^{16}\text{O} + ^{116}\text{Sn}$ and $^{132}\text{Sn} + ^{58}\text{Ni}$). These values are the same represent in Fig. 5.9.

<table>
<thead>
<tr>
<th>$E_{\text{beam}}$ [MeV/u]</th>
<th>asy-stiff</th>
<th>asy-soft</th>
<th>asy-stiff</th>
<th>asy-soft</th>
<th>asy-stiff</th>
<th>asy-soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{16}\text{O} + ^{116}\text{Sn}$</td>
<td>$^{132}\text{Sn} + ^{58}\text{Ni}$</td>
<td>$^{16}\text{O} + ^{116}\text{Sn}$</td>
<td>$^{132}\text{Sn} + ^{58}\text{Ni}$</td>
<td>$^{132}\text{Sn} + ^{58}\text{Ni}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$4.25 \times 10^{-4}$</td>
<td>$3.32 \times 10^{-3}$</td>
<td>$4.73 \times 10^{-4}$</td>
<td>$3.95 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.1</td>
<td>$4.35 \times 10^{-4}$</td>
<td>$4.50 \times 10^{-3}$</td>
<td>$5.17 \times 10^{-4}$</td>
<td>$5.32 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$5.08 \times 10^{-4}$</td>
<td>$5.37 \times 10^{-3}$</td>
<td>$5.56 \times 10^{-4}$</td>
<td>$6.42 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.6</td>
<td>$5.36 \times 10^{-4}$</td>
<td>$5.76 \times 10^{-3}$</td>
<td>$6.56 \times 10^{-4}$</td>
<td>$6.78 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>$5.12 \times 10^{-4}$</td>
<td>$5.82 \times 10^{-3}$</td>
<td>$6.35 \times 10^{-4}$</td>
<td>$6.87 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 5.2: The parameters obtained from the fits of the data in Fig. 5.9 with this function $y = a(1 - \exp(-bx))$. These parameters are for both the nuclear EOS parameterizations and for both reactions ($^{16}\text{O} + ^{116}\text{Sn}$ and $^{132}\text{Sn} + ^{58}\text{Ni}$).

<table>
<thead>
<tr>
<th>Fit parameters</th>
<th>asy-stiff</th>
<th>asy-soft</th>
<th>asy-stiff</th>
<th>asy-soft</th>
<th>asy-stiff</th>
<th>asy-soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>asy-stiff</td>
<td>$^{16}\text{O} + ^{116}\text{Sn}$</td>
<td>$^{132}\text{Sn} + ^{58}\text{Ni}$</td>
<td>$^{16}\text{O} + ^{116}\text{Sn}$</td>
<td>$^{132}\text{Sn} + ^{58}\text{Ni}$</td>
<td>$^{132}\text{Sn} + ^{58}\text{Ni}$</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>$5.5 \times 10^{-4}$</td>
<td>$6.6 \times 10^{-3}$</td>
<td>$6.6 \times 10^{-4}$</td>
<td>$7.8 \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>0.21</td>
<td>0.13</td>
<td>0.20</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Moreover the $a$ parameter is different for the two parameterization of the nuclear EOS, because the asy-stiff parameterization gives a total yield that is about 20% smaller of the value of the asy-soft parameterization.

The $b$ parameter probably depend on the reaction, for example it could depend on the mass of the compound nucleus, as shown in Tab. 5.2, it is about 0.2 for $^{16}\text{O} + ^{116}\text{Sn}$ and 0.13 for the $^{132}\text{Sn} + ^{58}\text{Ni}$. The dependence of $b$ parameter could be investigated in a better way by doing BNV simulations for other reactions.
From the fits of the results obtained from BNV simulations at impact parameter equal to 0 fm as a function of the beam energy, it is possible to extract the value of the $p_0$ parameter of the Fermi function, using equation 5.3, for both reactions and both parameterizations of nuclear equation of state.

The radius of the Fermi function ($p_1$) is expected to depend on the touching radius (the distance between the two mass center when the two nuclei are in contact) or from the radius of the compound nucleus. The touching radius is 8.9 fm for $^{16}\text{O} + ^{116}\text{Sn}$ reaction and 10.7 fm for the $^{132}\text{Sn} + ^{58}\text{Ni}$ reaction instead the radius of the compound nucleus is 6.1 fm for $^{16}\text{O} + ^{116}\text{Sn}$ reaction and 6.9 fm for the $^{132}\text{Sn} + ^{58}\text{Ni}$. This dependence is expected because the DD $\gamma$ emission is expected only if there is a fusion reaction. The radius of the Fermi function is expected to depend also on the beam energy, but this dependence is not expected to be so strong because it is related to two opposite effects. In the first one the $p_1$ parameter is expected to decrease with the increase of the beam energy and it is related to the fact that at high beam energy the nucleus could be fissioning. For this reason, it is not possible to reach high impact parameter. Whereas in the second one $p_1$ parameter is expected to increase with the beam energy and because if the beam energy is not enough, the a pre-equilibrium emission could not occur. For this reason in Fig. 5.10 and in Fig. 5.11 in which the Fermi function interpolation of the results of the BNV simulation the $p_1$ parameter is fix at 6 fm for the asy-stiff parameterization and is fix at 6.1 for the asy-soft one. This value is about the radius of the compound nucleus $^{132}\text{Ce}$ that is the product of the $^{16}\text{O} + ^{116}\text{Sn}$ reaction.

The diffuseness of the Fermi function is expected to vary as a function of the beam energy, as shown in Fig. 5.7 and in Fig. 5.8. The diffuseness at 8.1 MeV/u has to be smaller than the one at 15.6 MeV/u for both reactions.

The interpolations of the trend of the total yield as a function of the impact parameter were done with the previous considerations. The results obtained from this interpolations are shown in Fig. 5.10 and in Fig. 5.11 and the used parameters are listed in Tab. 5.3 and in Tab. 5.4.
5.2 BNV simulations for the asymmetric reaction: $^{16}\text{O} + ^{116}\text{Sn}$

Fig. 5.10: The interpolation with a Fermi function of the DD yield as a function of the impact parameter for both reaction (in black $^{16}\text{O} + ^{116}\text{Sn}$, in blue $^{132}\text{Sn} + ^{58}\text{Ni}$). The plots shown here are for the asy-stiff parameterization of the nuclear equation of state.

<table>
<thead>
<tr>
<th>Fermi Parameters</th>
<th>$^{16}\text{O} + ^{116}\text{Sn}$</th>
<th>$^{132}\text{Sn} + ^{58}\text{Ni}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0$</td>
<td>4.5 $10^{-4}$</td>
<td>4.3 $10^{-3}$</td>
</tr>
<tr>
<td>$p_1$</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>$p_2$</td>
<td>1.1</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Tab. 5.3: The parameter obtained from the interpolation with a Fermi function of the DD yield for both reactions and for the asy-stiff parameterization. The parameters were chosen as explained in the test.
Fig. 5.11: The interpolation with a Fermi function of the DD yield as a function of the impact parameter for both reaction (in black $^{16}$O + $^{116}$Sn, in blue $^{132}$Sn + $^{58}$Ni). The plots shown here are for the asy-soft parameterization of the nuclear equation of state.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$^{16}$O + $^{116}$Sn</th>
<th>$^{132}$Sn + $^{58}$Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_0$</td>
<td>$5.2 \times 10^{-4}$</td>
<td>$5.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$p_1$</td>
<td>6.1</td>
<td>6.1</td>
</tr>
<tr>
<td>$p_2$</td>
<td>1</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Tab. 5.4: The parameter obtained from the interpolation with a Fermi function of the DD yield for both reactions and for the asy-soft parameterization. The parameters were chosen as explained in the test.
In Tab. 5.3 and in Tab. 5.4, it is possible to note that the $p_2$ parameter increase with the beam energy. For this reason, we parameterized the diffuseness parameter as a function of the beam energy with a linear curve, as:

$$p_2 = mE_{beam} + q$$

(5.5)

where $m$ and $q$ are the slope and the intercept. The linear fits of the $p_2$ parameter as a function of the beam energy are shown in Fig. 5.12 and the parameters are listed in Tab. 5.5. It is possible to note that the slope is constant for both reactions ($^{16}$O + $^{116}$Sn and $^{132}$Sn + $^{58}$Ni), whereas the intercept is the same for the asy-stiff and the asy-soft nuclear EOS parameterizations, but is different for the two reactions.

Fig. 5.12: The liner fit of the $p_2$ parameters as a function of the beam energy.
Theoretical predictions for the dynamical dipole yield

<table>
<thead>
<tr>
<th>Fit Parameter</th>
<th>Stiff</th>
<th>Soft</th>
<th>Stiff</th>
<th>Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>q</td>
<td>0.15</td>
<td>0.23</td>
<td>0.50</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Tab. 5.5: The fit parameters (slope and intercept) for the diffuseness of the Fermi function as a function of the beam energy.

The Fermi function parameterization could be used to do a rough estimation for of the total dynamical dipole yield for other reactions. To verify the accuracy of this interpolation, the DD yield for the reaction ($^{32}$S + $^{100}$Mo) was calculated at 8 MeV/u and compared with the value reported in [3]. The parameter $p_0$ is calculate by using equation 5.3, in particular the parameter $a$ was obtained from the relation in equation 5.4, using the dipole moment of the $^{132}$Sn + $^{58}$Ni reaction as reference and the value of the $a$ parameter obtained for the asy-soft parameterization for this reference reaction. Whereas, the parameter $b$ of the equation 5.3 is chosen at 0.2, because it is the value of that parameter for $^{16}$O +$^{116}$Sn reaction. It is, indeed, expected that the parameter $b$ depends on the compound nucleus properties and the $^{32}$S + $^{100}$Mo reaction forms the same compound nucleus of the $^{16}$O +$^{116}$Sn one. The radius of the Fermi function $p_1$ is expected to depend on the compound nucleus radius and for this reason was chosen at 6 as for the two reactions studied in this work. The diffuseness of the Fermi function ($p_2$) was calculated by using the parameterization in equation 5.5, the slope was chosen at 0.09, because it is the same for both simulates reactions, instead the intercept was chosen at 0.2 because the $^{32}$S + $^{100}$Mo reaction forms the same compound nucleus of the $^{16}$O +$^{116}$Sn reaction. In Fig. 5.13 a prediction of the DD yield as a function of the impact parameter for the $^{32}$S + $^{100}$Mo reaction is shown. To have a rough estimation the values of the DD $\gamma$ multiplicity, the value at $b$ = 4.5 fm was chosen because it is the values of the impact parameter that corresponds to the maximum of the fusion cross section. As shown in Fig. 5.13 the value of the DD total yield is $1.06 \times 10^{-3}$; this value has to be compared with the value reported in [3] that is $1.25 \times 10^{-3}$. The difference between the two values is about 20%. For this reason the interpolation with
the Fermi function could be a good method to have a rough estimation of the DD total yield without performing the BNV simulations. The BNV simulation have to be however performed to obtained the precise value of the DD pre-equilibrium emission.

![Graph showing DD multiplicity as a function of impact parameter](image)

*Fig. 5.13: The predicted DD $\gamma$ multiplicity as a function of the impact parameter for the $^{32}$S + $^{100}$Mo reaction by using the Fermi function interpolation.*

### 5.2.4. The asy-stiff and asy-soft parameterizations

The study of DD pre-equilibrium emission is very important because it is related to nuclear equation of state and its symmetry term (asy-stiff and asy-soft), but this sensitivity becomes more meaningful in the case of exotic system (for example $^{132}$Sn + $^{58}$Ni, the BNV simulations for this reaction will be described in section 5.6). For this reason to give information about the two parameterizations of the EOS exotic beams are necessary, but, as already noticed, some sensitivity is present also in case of stable beams.

In the case of stable beams (for example for the system $^{16}$O + $^{116}$Sn) there is a sensitivity at the asy-stiff and at the asy-soft parameterizations at small value of the impact parameters, as shown in Fig. 5.7. For this reason, to have information about the two parameterizations of the nuclear EOS, it is necessary to select, from the experimental data, fusion-evaporation reactions at small impact parameter, namely at small value of the angular momentum $l$. 
In a future experiment, also with stable beams, by selecting small value of the angular momentum for example using a multiplicity filter, it would be possible to reach the sensitivity to discriminate between the asy-stiff and the asy-soft parameterizations of the nuclear EOS.

5.3. Comparison between experimental results and theory

As previously discussed, the BNV simulations of the $^{16}O + ^{116}Sn$ reaction were performed with 200 test particles. Fifty events were simulated for each impact parameter (0, 2, 4, 5, 5.5, 6 and 6.5 fm) at three different beam energies (8.1, 12 and 15.6 MeV/u) to be compared with the experimental data analyzed in this thesis (12 MeV/u) and with the data of the reference [6] (8.1 and 15.6 MeV/u).

The nucleon-nucleon cross section inside a medium is defined as:

$$\sigma_{nn\text{-medium}} = \sigma_{nn\text{-free}} \left(1 - \alpha \frac{\rho}{\rho_0}\right)$$

(5.6)

where $\sigma_{nn\text{-free}}$ is the free nucleon-nucleon cross section, $\rho_0$ is the density of the nuclear matter at the saturation point, $\rho$ is the density that in our case is fixed at 0.14 fm$^{-3}$ and $\alpha$ is a proportionality factor. In the BNV code the nucleon-nucleon cross section is set to zero for collisions with energy lower than 50 MeV in order to reduce spurious low energy collisions.

As explained in section 5.2, BNV simulations were performed with a fixed impact parameter while measured DD yields is relative to a spin distribution. Therefore the correct weight at each impact parameter, must be extracted. The selection of the weights was done using equation 5.1. We calculated the spin distributions using CASCADE code, fixing the maximum of the angular momentum at $58\hbar$ in the case of beam energy of 8.1 MeV/u, at $63\hbar$ in the case of 12 MeV/u and at $64\hbar$ in the case of 15.6 MeV/u. These values of the angular momentum were chosen because they are the maximum values of the angular momentum that the compound nucleus could support before fission obtained from the CF code that is a model useful to calculated the fusion-evaporation reaction parameters [45]. The
spin distributions calculated for the three beam energies and the cross sections as a function of the impact parameter (obtained by using equation 5.1) are shown in Fig. 5.14.

**Fig. 5.14:** In this picture the maximum angular momentum was calculated with CF code for each beam energy. It was $58\hbar$ at $8.1$ MeV/u, $63\hbar$ at $12$ MeV/u and $64\hbar$ at $15.6$ MeV/u. In the left panel the cross section (from CASCADE code) as a function of the angular momentum, in the right one the cross section as a function of the impact parameter calculated by using equation 5.1.

A second possibility is, as in reference [6], to fix the angular momentum at $70\hbar$ for the three beams energies. The value of $70\hbar$ was chosen using the curve in Fig. 2.1; which fix that maximum angular
momentum for a system with a mass $A = 132$ is $70\hbar$. The fusion cross section calculated fixing the maximum angular momentum at $70\hbar$, as a function of the angular momentum and as a function of the impact parameter is show in Fig. 5.15. This technique is the one used in [6] for the same system $^{16}\text{O} + ^{116}\text{Sn}$ at 8.1 and 15.6 MeV/u.

The weights are calculated assigning at each impact parameter the value of the fusion cross section that correspond at annulus centered in a specific impact parameter; for example for $b=2$ fm we integrated the values of the fusion cross section between $b=1$ fm and $b=3$ fm. The weights, obtained for the case where the maximum angular momentum is fixed at $70\hbar$ (see Tab. 5.7), are slighter different from the weights obtained using the maximum angular momentum calculated with CF code (see Tab. 5.6). The weighted average of the DD $\gamma$ yield in both cases is shown in Fig. 5.16, the differences between the two methods are however within 5%-20% as shown in Fig. 5.17.

<table>
<thead>
<tr>
<th>$E_{\text{beam}}$ [MeV/u]</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>5.5</th>
<th>6</th>
<th>6.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>0.018</td>
<td>0.134</td>
<td>0.195</td>
<td>0.147</td>
<td>0.083</td>
<td>0.137</td>
<td>0.286</td>
</tr>
<tr>
<td>12</td>
<td>0.027</td>
<td>0.173</td>
<td>0.254</td>
<td>0.166</td>
<td>0.141</td>
<td>0.146</td>
<td>0.094</td>
</tr>
<tr>
<td>15.6</td>
<td>0.027</td>
<td>0.227</td>
<td>0.322</td>
<td>0.234</td>
<td>0.137</td>
<td>0.051</td>
<td>0.003</td>
</tr>
</tbody>
</table>

*Tab. 5.6: The weights for each impact parameter obtained using the cross sections calculated with $l_{\text{max}}$ from CF code are shown.*

<table>
<thead>
<tr>
<th>$E_{\text{beam}}$ [MeV/u]</th>
<th>0</th>
<th>2</th>
<th>4</th>
<th>5</th>
<th>5.5</th>
<th>6</th>
<th>6.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>0.028</td>
<td>0.209</td>
<td>0.320</td>
<td>0.235</td>
<td>0.161</td>
<td>0.041</td>
<td>0.006</td>
</tr>
<tr>
<td>12</td>
<td>0.024</td>
<td>0.158</td>
<td>0.282</td>
<td>0.282</td>
<td>0.158</td>
<td>0.083</td>
<td>0.013</td>
</tr>
<tr>
<td>15.6</td>
<td>0.044</td>
<td>0.294</td>
<td>0.455</td>
<td>0.180</td>
<td>0.028</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Tab. 5.7: The weights for each impact parameter obtained using the cross sections calculated with $l_{\text{max}} = 70\hbar$ are shown.*
5.3 Comparison between experimental results and theory

The error bars of each point are calculated propagating the error bar obtained for each impact parameter as explained in section 5.2.2. The value of the DD \( \gamma \) yield is weighted average on impact parameters, the weights are considered without error. This is the reason why the weighted average reduces the errors of BNV calculations. This is in fact equivalent to have much more events (50 events per 7 impact parameters is equal to have 350 events). The values of the DD pre-equilibrium emission calculated by BNV simulation are shown in Fig. 5.16 and Fig. 5.17. The DD \( \gamma \) multiplicity for asy-stiff is 16\% smaller than asy-soft. Furthermore, from 8.1 MeV/u to 15.6 MeV/u (b= 4fm) there is an increase of DD yield 12\%.

![Fig. 5.16: The values of the DD yield for the two parameterizations asy-stiff and asy-soft, calculated for the three beam energies. To obtain these points we have simulated 50 events using 200 test particles. In the left panel there are the values given by \( l_{max} \) the calculated by CF code; in the right fixing \( l_{max} = 70 \).](image1)

![Fig. 5.17: The total DD yield obtained using the two spin distributions described in the test. In the right the calculations for the asy-soft parameterization of the EOS, and in the left one the calculations for the asy-stiff one are shown.](image2)
The calculated values of the DD yield must be compared with the experimental data. The plots in Fig. 5.18 show the results of a BNV calculation compared with the data as in [6]. The left panels are relative to $E_{\text{loss}} = 13.3 \, \text{MeV}$, while the right ones to $E_{\text{loss}} = 18.4 \, \text{MeV}$. In the top panels the weights obtained by fixing $l_{\text{max}} = 70\, \hbar$ were used, while in the bottom the weights obtained by fixing $l_{\text{max}}$ with CF code were used. It is interesting to point out that the data and the calculation remain within the error bars.

The Fourier transform of dipole moment is calculated for $\Delta t$ of about $200 \, \text{fm/c}$ from the contact of the two nuclei to obtain the Bremsstrahlung spectrum. To extract the DD multiplicity the integral of the Bremsstrahlung spectrum was calculated between 0 and 22 MeV. It should be noted that this is a larger energy range compared to the one used to extract the experimental data (10-22 MeV). This is because the theoretical spectrum has the maximum at about 9 MeV, and therefore it is necessary to integrate it over the full range. The experimental DD yield, instead, has the maximum at 14 MeV, and is known from previous measurements [6] to be negligible below 10 MeV. Therefore the difference in integration ranges does not introduce systematic errors.

The results obtained from the BNV simulations are within the error bars with the experimental data, independently of the hypothesis on $l_{\text{max}}$ and $E_{\text{loss}}$ as shown in Fig. 5.18, the different panels show the results obtained from the two different values of the pre-equilibrium energy loss and the results obtained with the two different methods to calculate the weights. A different trend (a rise and fall trend) for the experimental data was found in [3] and it is shown in Fig. 5.19, in which the same compound is populated with a different entrance channel. In this case the theoretical model (BNV) does not manage to reproduce the experimental data, indeed it shows a trend which not reproduced the data in [3].
Fig. 5.18: The comparison between the DD yield calculated by the BNV simulations (black squares asy-stiff parameterization and red points the asy-soft one) and the DD yield obtained from the experimental data (blue diamonds). For the theoretical simulations, in the two top panels, the weights obtained fixing $l_{\text{max}} = 70$ h bar are used; in the two bottom panels the weights obtained fixing as $l_{\text{max}}$ the value of CF code are used. In the two left panels the DD $\gamma$ multiplicity was calculated using the pre-equilibrium energy loss obtained from data (13.3 MeV), instead in the two right panels the DD $\gamma$ multiplicity was calculated using pre-equilibrium energy loss equal to 18.4 MeV.

It is important to remember that the parameterization of [17] for the energy loss by LCP in the pre-equilibrium phase, gives a value of $E_{\text{loss}} = 26$ MeV. The correspondent DD total yield value is $7.5 \times 10^{-4}$, which is extremely high and far from the theoretical curve. Therefore, the value of the DD $\gamma$ multiplicity extracted from our data could not be reproduced by the theoretical model, if the pre-equilibrium energy loss is calculated by the parameterization of [17], (see Fig. 5.22). In section 4.4.2, we saw that there is a rise and fall trend with this value of the pre-equilibrium energy loss. This behavior is similar, even though much smaller to the one of reference [3].
5.3.1. Simulations with 700 test particles

To achieve a better understanding of the theoretical model, in the previous sections we have shown the different parameterization or parameters affect the BNV calculation. One of the most interesting tests is the increase of test particles from 200 to 700, to reproduce in a more precise way a fluid as explained in section 5.2.1.

The simulations with 700 test particles were performed for the three beam energies and for the same impact parameters used with 200 test particles. For each energy and impact parameter 10 events were simulated. The results of these simulations as a function of the impact parameter are shown in Fig. 5.20. As for the case of 200 test particles there is a dependence of the DD $\gamma$ multiplicity as a function of the impact parameter. The DD contribution is constant for small value of $b$ and decrease for larger value of $b$. Also in this case there is a sensitivity at the EOS at small value of the impact parameter.

The results found with 700 test particles are not very different from the results obtained at 200 test particles. The largest difference is the fact that the DD $\gamma$ multiplicity obtained with 700 test particle is larger than the one obtained with 200 test particles.
5.3 Comparison between experimental results and theory

Fig. 5.20: The DD $\gamma$ multiplicity obtained from the BNV simulations as a function of the impact parameter. For these simulations 700 test particles were used.

Fig. 5.21: The comparison between the DD yield calculated by the BNV simulation (black squares asy-stiff parameterization and red points the asy-soft one) and the DD yield obtained from the experimental data (blue diamonds). For the theoretical simulations, in the two top panels are used the weights obtained fixing $l_{\text{max}} = 70$ h; in the two bottom panels one are used the weights obtained fixing as $l_{\text{max}}$ the value of CF code. In the two left panels the DD $\gamma$ multiplicity was calculated using the pre-equilibrium energy loss obtained from data (13.3 MeV), instead in the two right panels the DD $\gamma$ multiplicity at 12 MeV/u was calculated using pre-equilibrium energy loss equal to 18.4 MeV.
In summary, the results obtained from the BNV simulations with 700 test particles are in agreement with the experimental data, indeed the theory reproduced the rise behavior of the experimental points.

The results obtained from the BNV simulations are in within the error bars with the experimental data, indeed the theory reproduced the rise behavior of the data. The results obtained from BNV model are shown with the experimental data in Fig. 5.21, the different panels show the results obtained from the two different values of the pre-equilibrium energy loss and the results obtained with the two different methods to calculate the weights.

![Image](image_url)

Fig. 5.22: The comparison between the DD yield calculated by the BNV simulations (black squares asy-stiff parameterization and red points the asy-soft one) and the DD yield obtained from the experimental data (blue diamonds). For the theoretical simulations, in the top panel the weights obtained fixing $l_{\text{max}} = 70$ hbar are used; in the bottom panel the weights obtained fixing as $l_{\text{max}}$ the value of CF code are used. The DD $\gamma$ multiplicity was calculated from data by using the pre-equilibrium energy loss equal to 26 MeV (linear interpolation or calculated as in [17]).
Nevertheless, whatever the input parameters, there is a difference between the two parameterizations asy-stiff and asy-soft in the weight average values, of the DD \( \gamma \) multiplicity. This difference is however too small due to the large error bars of the experimental data. To obtain information about the nuclear equation of state it is necessary to reduce the error bars of the experimental data, mainly on the systematic errors. The largest contribution to the systematic error is the uncertainty on the energy loss during the pre-equilibrium phase, as it is explained in section 4.4.2 and shown in Fig. 5.18 and Fig. 5.22. For this reason to gain a sensitivity to the two parameterizations of the nuclear EOS it is necessary to have an experimental set up in which is possible a clean determination of the pre-equilibrium energy loss and, as explained in section 5.2.4, a selection of a small value of the angular momentum.

5.4. Angular distribution for the \(^{16}\text{O} + ^{116}\text{Sn}\) reaction

A quantity that could be measured from the data and calculated using the BNV theoretical model is the angular distribution (see section 4.5).

The BNV model calculates the angular distribution using the integral \( \gamma \)-emission probability and the time evolution of the cosine of the angle \( \theta \), defined as the angle between the dipole with respect the beam axis (for the evolution of the cosine see Fig. 5.24). The integral emission probability, calculated for the three different beam energies (8.1, 12 and 15.6 MeV/u) is found to saturate around 200 \( \text{fm/c} \) implying that the emission probability is concentrated at the beginning of the fusion process in an interval of \( \sim 150 \text{ fm/c} \) after the collision as shown in Fig. 5.23.

BNV predicts an angular dependence, called \( W(\theta) \), as \( W(\theta) \approx 1 + a_2 P_2(\cos \theta) \), smeared out by the rotation of the dipole axis (the quenching factor is the \( a_2 \) parameter. If \( b=0 \text{ fm} \) the angular distribution is expected to be like a pure dipole, if \( b\neq0 \text{ fm} \) there is a rotation of the dipolar axis and the angular distribution changes (as shown in Fig. 5.25). In case of the highest for impact parameters (that imply very peripheral collisions) the angular
distribution have an opposite sign relatively to the one at $b = 0$ fm, in fact the oscillating dipole is rotated of $90^\circ$.

Fig. 5.23: The integral emission probability at $b=2$ fm for the three different beam energies, in the left panel there asy-stiff parameterization in the right one the asy-soft one.

Fig. 5.24: The time evolution of $\cos\theta$, with $\theta$ defined as the angle between the beam and the dipole axis. It is represented for the three different beam energies at $b=2$ fm. In the left panel there is asy-stiff parameterization in the right one the asy-soft one.

Angular distribution is extracted from BNV model as a weighted average on impact parameters. The weights are obtained as explained in section 5.3. Due to the axis rotation for impact parameters $b \neq 0$ fm, the angular distribution predicted from the BNV model will be quenched in respect to a pure dipole. By comparing the angular distribution calculated from the BNV simulations with equation 4.10, it is possible to determinate the value of the quenching factor $a_2$. The value of the quenching factor obtained from the simulations is extremely small and positive at 12 MeV/u
(see Tab. 5.8), whereas at 15 MeV/u it was found negative both in [6] and in our calculations (see Tab. 5.8). The average angular distributions at 12 MeV/u and at 15.6 MeV/u obtained from the simulation for the two parameterizations are shown in Fig. 5.26 and in Fig. 5.27.

![Angular distribution for the 16O + 116Sn reaction](image)

**Fig. 5.25:** The angular distribution obtained from BNV simulations for all tested impact parameters at 12 MeV/u. The angular distribution of \( b = 0 \) fm is a pure dipole angular distribution. For the other value of the impact parameter the angular distribution is quenched.

<table>
<thead>
<tr>
<th>Energy [MeV/u]</th>
<th>( l_{\text{max}} ) from CF code Stiff</th>
<th>( l_{\text{max}} ) from CF code Soft</th>
<th>( l_{\text{max}} = 70 \hbar ) Stiff</th>
<th>( l_{\text{max}} = 70 \hbar ) Soft</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>0.045</td>
<td>0.032</td>
<td>0.036</td>
<td>0.026</td>
</tr>
<tr>
<td>15.6</td>
<td>-0.19</td>
<td>-0.20</td>
<td>-0.039</td>
<td>-0.053</td>
</tr>
</tbody>
</table>

**Tab. 5.8:** The values of the quenching factor obtained from the BNV simulations.
5.4.1. Comparison between experimental data and theory

In section 4.5 we showed the angular distribution found from the experimental data. The angles of the used detectors were only four (as shown in Tab. 3.1), for this reason we could compare the angular distribution obtained from the simulations only for these four value of the experimental data. The comparison between the angular distribution
calculated from BNV simulations and the one obtained from the data is shown in Fig. 5.28.

![Angular distribution comparison](image)

Fig. 5.28: The comparison between the angular distribution obtained from the data (black squares) and the angular distribution obtained from the BNV simulations for asy-soft parameterization (red line) and for asy-stiff one (blue line). The BNV angular distribution is normalized at the experimental datum at 160°. In the left panel there are the results from BNV in the case in which the weights were obtained by using $l_{\text{max}}$ calculated by CF code. In the right panel there are the results from BNV in the case in which the weights were obtained by using $l_{\text{max}} = 70$.h.

The angular distribution obtained from BNV simulations is flat and does not reproduce the experimental data. Moreover, the angular distribution extracted from data is quenched in respect a pure dipole but with a maximum at 90°, instead the one obtained from BNV model has a minimum at 90°, as shown in Fig. 5.28.

From the data it seems that peripheral collision has a smaller contribution to the total yield. One possible way to explain such different behavior is the emission of neutrons and LCPs in the pre-equilibrium phase. Such kind of emission reduce dramatically the total value of the N/Z asymmetry and therefore the total yield. In the extreme case that this pre-equilibrium particle emission is mainly present, in peripheral collision and in the very first steps of the reaction, a pure dipole angular distribution (as the one observed in [5]) might appear.
5.5. BNV simulations for an N/Z symmetric reaction

The DD yield was calculated by BNV model for three reactions: the first one \( ^{16}\text{O} + ^{116}\text{Sn} \), called the N/Z asymmetric reaction, the second one \( ^{64}\text{Ni} + ^{68}\text{Zn} \), called N/Z symmetric reaction and the last one \( ^{132}\text{Sn} + ^{58}\text{Ni} \), called very N/Z asymmetric reaction. In the N/Z asymmetric reaction and very asymmetric reaction the N/Z of projectile is different from the N/Z of target, instead in the N/Z symmetric reaction the N/Z ratio is the same for projectile and target. The list of the N/Z for the projectiles and targets used in BNV simulation is shown in Tab. 5.9.

<table>
<thead>
<tr>
<th>Projectile</th>
<th>Target</th>
<th>N/Z_{proj}</th>
<th>N/Z_{targ}</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^{16}\text{O} )</td>
<td>( ^{116}\text{Sn} )</td>
<td>1</td>
<td>1.32</td>
</tr>
<tr>
<td>( ^{64}\text{Ni} )</td>
<td>( ^{68}\text{Zn} )</td>
<td>1.28</td>
<td>1.27</td>
</tr>
<tr>
<td>( ^{132}\text{Sn} )</td>
<td>( ^{58}\text{Ni} )</td>
<td>1.64</td>
<td>1.07</td>
</tr>
</tbody>
</table>

Tab. 5.9: N/Z ratios for the three reaction for which the DD yield was calculated by BNV model.

We, moreover, performed calculations for an N/Z symmetric system reaction to have a better understanding of the DD \( \gamma \)-emission mechanism. The studied reaction has a dipole moment very small: \( D(0) = 1.2 \text{ fm} \), (the simulated reaction is \( ^{64}\text{Ni} + ^{68}\text{Zn} \) that is a symmetric reaction studied in [6]). Instead the very asymmetric reaction has a dipole moment very high \( D(0) = 45.5 \text{ fm} \), (the reaction is \( ^{132}\text{Sn} + ^{58}\text{Ni} \) see section 5.6).

For the symmetric reaction, the DD pre-equilibrium emission is expected to be equal to zero. From the calculation we have found a DD yield that is two order of magnitude smaller than the one studied in this thesis, the \( ^{16}\text{O} + ^{116}\text{Sn} \) reaction. In addition, as it possible to see in Fig. 5.29, there is not a well defined trend between the DD \( \gamma \) multiplicity as a function of the impact parameter.
5.6 BNV simulations for a very N/Z asymmetric system

In very asymmetric reaction $^{132}\text{Sn} + ^{58}\text{Ni}$ a large DD pre-equilibrium contribution is expected. The calculations results show that the total DD $\gamma$ multiplicity for the very asymmetric reaction was found to be of one order of magnitude larger than the $^{16}\text{O} + ^{116}\text{Sn}$ reaction as shown in Fig. 5.30.

The DD pre-equilibrium $\gamma$ emission become really significant in the case of exotic beams as explained in section 2.2.1 (see in particular in Fig. 2.6). The calculations for the $^{132}\text{Sn} + ^{58}\text{Ni}$ reaction at beam energy of 8.1, 12 and 15.6 MeV/u were performed for the same value of the impact parameter used for the $^{16}\text{O} + ^{116}\text{Sn}$ reaction studied in this thesis ($b = 0, 2, 4, 5, 5.5, 6$ and 6.5 fm).

From the simulations, it was found that the DD pre-equilibrium contribution for $^{132}\text{Sn} + ^{58}\text{Ni}$ reaction is one order of magnitude larger than the one for the $^{16}\text{O} + ^{116}\text{Sn}$ one, as shown in Fig. 5.30. Also in the case of $^{132}\text{Sn} + ^{58}\text{Ni}$ there is a clear dependence of $\gamma$ multiplicity with the impact factor, indeed the DD pre-equilibrium $\gamma$ emission decreases with impact.
factor and the differences between asy-stiff and asy-soft parameterizations are larger at small value of impact parameter, but in this case the difference between the two parameterizations remains also at larger values of impact parameters.

Fig. 5.30: The comparison between the DD $\gamma$ multiplicity for the systems $^{132}$Sn + $^{58}$Ni (red points and blue squares) and $^{16}$O + $^{116}$Sn (light-blue squares and orange points). The two different series of points for each reaction represent the stiff and the soft parameterizations.

Using the results of these simulations, it could be possible to find the scale factor between the DD pre-equilibrium $\gamma$ emission for the $^{132}$Sn + $^{58}$Ni reaction and the one for the $^{16}$O + $^{116}$Sn reaction. This scale factor is about 10, as shown in Fig. 5.30. We used this scale factor to multiply the experimental data in order to extract, in a pictorial way, a prediction of the measured spectrum of $^{132}$Sn + $^{58}$Ni (see Fig. 5.31). In the figure the spectrum expected without the DD emission (as in N/Z symmetric reaction), is represented with a red line, the experimental points found in this thesis are represented by light blue squares, and the prediction for the system $^{132}$Sn + $^{58}$Ni is represented by blue squares. It is important to note that with exotic beam the DD pre-equilibrium emission could be 10 time larger. In this case will be more easy to separate the DD signal from the background (that in this case is the GDR emission).

In section 5.2.4 we obtained that there is a sensitivity to EOS at small b using stable beams (system $^{16}$O + $^{116}$Sn). The simulation for the system
\(^{132}\text{Sn} + {^{58}\text{Ni}}\) show a much larger DD signal (ten times bigger than the case of the system studied in this work see Fig. 5.30 and Fig. 5.31) and consequently a larger EOS sensitivity.

It is however important to evidence that these simulations do not take in account the pre-equilibrium particle evaporation which could dramatically reduce the value of the dipole moment and therefore the yield of the DD.

Fig. 5.31: From the theoretical simulations we could extract a prediction for the yield that could be obtained from the experimental data for the system \(^{132}\text{Sn} + {^{58}\text{Ni}}\) (blue squares and dark orange area). This prediction has been compared with the experimental data of the system \(^{16}\text{O} + {^{116}\text{Sn}}\) (light blue squares and light orange area).

### 5.6.1. Dependence on the impact parameter

Calculations with different impact parameters were performed also in the case of \(^{132}\text{Sn} + {^{58}\text{Ni}}\); the chosen impact parameters are 0, 2, 4, 5, 5.5, 6, 6.5 fm, that are the same used for the system \(^{16}\text{O} + {^{116}\text{Sn}}\) reaction.
These calculations, for the system $^{132}\text{Sn} + ^{58}\text{Ni}$, could be interpolated with a Fermi function as the data of the reaction studied in this thesis ($^{16}\text{O} + ^{116}\text{Sn}$). For this reason these data were used to have some benchmarks to do the interpolation with a Fermi function of the reaction studied in this thesis (see section 5.2.3). More details on the Fermi function interpolation are explained in section 5.2.3.

### 5.7. Comparison between the three systems

A comparison of the results obtained from the simulations for three reactions is shown in Fig. 5.32. It is possible to see that the signal of the symmetric reaction is practically equal to zero, the signal of the $^{16}\text{O} + ^{116}\text{Sn}$ reaction is smaller than the signal of the very asymmetric reaction that could be obtained only by exploiting exotic beams with high intensity.

![Figure 5.32: The comparison of the results of the BNV simulations for the three systems at 12 MeV/u: the symmetric one (blue diamonds), the one studied in this thesis (red points) and a very asymmetric one (black squares). In the left panel the results for the asy-stiff parameterization and in the right one the results for the asy-soft parameterization.](image-url)
6. Properties of very large volume LaBr$_3$:Ce detectors

The excellent properties of very large volume LaBr$_3$:Ce scintillator detectors generated a large interest in the scientific community which works with $\gamma$-rays. Its properties make it the best scintillation detector for gamma detection and spectroscopy. In some cases, the LaBr$_3$:Ce detectors could be a possible alternative to HPGe ones. An experimental setup based on LaBr$_3$:Ce scintillator (eventually coupled with HPGe detectors) will constitute an extremely performing, efficient, cost-effective and easy to use gamma detector array. LaBr$_3$:Ce detectors are the best scintillators to measure high-energy $\gamma$ ray, for example to measure the GDR $\gamma$ decay. Labr$_3$:Ce scintillators coupled to the AGATA Demonstrator (HPGe segmented detectors) were used to measure the isospin mixing in $^{80}$Zr, as discussed in chapters 8 and 9.

In literature, it is possible to find detailed studies of the properties of small or medium size crystals, but no information about large volume ones is available at the moment. The performances of 3.5” x 8” LaBr$_3$:Ce crystals could not easily deduced from those of smaller ones [12], due to, for example, the self absorption or incomplete reflections of the scintillation light, count rate effects, large PMTs, crystal non-homogeneities and a much higher sensitivity to high energy $\gamma$ rays.

We have investigated the properties of 3.5” x 8” crystal of the HECTOR$^+$ array coupled to a HAMAMATSU R10233-1005SEL photomultiplier tube and an active voltage divider, specifically designed for our large volume LaBr$_3$:Ce scintillation detectors, developed by the electronic group of INFN of Milano. The performances measured with the active VD will be compared with those obtained with HAMAMATSU E1198-26 voltage divider, that is a passive one.

The characterization of these detectors was focused on the pulse lineshape (section 6.1), the energy resolution and linearity studied with $\gamma$ rays from 5.7 keV (section 6.3) up to 22.6 MeV (section 6.4), and the stability with the count rate (section 6.2).
6.1. Properties of the signal

The signal of a 3.5” x 8” crystal was measured and compared with the signal properties (for example pulse rise and fall time) of small or medium crystals (1” x 1” and 3” x 3”). To study the effects induced by a large surface PMT and to quantify the scintillation light collection time.

The pulses were measured for different volume LaBr₃:Ce crystals coupled to different PMTs and different voltage dividers. The detectors were supplied with a voltage between 500 up to 1000 V.

<table>
<thead>
<tr>
<th>Size</th>
<th>PMT</th>
<th>VD</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1” x 1”</td>
<td>XP2000B</td>
<td>184K/T</td>
<td>1</td>
</tr>
<tr>
<td>1” x 1”</td>
<td>XP2020</td>
<td>AS20</td>
<td>2</td>
</tr>
<tr>
<td>3” x 3”</td>
<td>R6233</td>
<td>active</td>
<td>3</td>
</tr>
<tr>
<td>3.5” x 8”</td>
<td>R10233-10sel</td>
<td>active</td>
<td>4</td>
</tr>
<tr>
<td>3.5” x 8”</td>
<td>R10233-10sel</td>
<td>E1198-26</td>
<td>5</td>
</tr>
</tbody>
</table>

Tab. 6.1: List of different volume LaBr₃:Ce crystals coupled with different PMTs and VDs used to digitize the signal. In the first column there is the detector size, in the second one the PMT model, in the third one the VD and in the fourth there is the identification number used in Fig. 6.1.

Fig. 6.1: The rise time of different crystals coupled with different PMTs and VDs. The Dimensions of the crystal, the PMT model and the VD model are listed in the legend of the picture. The estimate error in each measurement is about 1-2 ns.
The pulses of five LaBr$_3$:Ce detector configurations listed in Tab. 6.1 were measured in case of 661.6 keV energy pulses, acquired using a 500 MHz bandwidth, 2 GHz sampling frequency digital oscilloscope (Lecroy Wavejet 354). The rise times (defined as the time required to the pulse to rise from 10% to the 90% of its maximal amplitude) of the signals were measured and estimated with 1 ns of uncertainty and they are shown in Fig. 6.1.

The minimum rise time for a large volume crystal (3.5” x 8”) is about 24 ns, instead for a small one (1” x 1”), the minimum rise-time is about 13 ns. The 3.5”x8” crystal shows a longer rise-time with respect to a smaller one due to the scintillation collecting time and to the different PMT intrinsic rise time. Furthermore, the applied voltage is relevant but, for a given PMT, the pulse rise time reaches an asymptotic value as the applied voltage increases.

In situations where a LaBr$_3$:Ce detector is expected to work in a limited energy range, from 100 keV up to 3 MeV, it is not necessary to have an anode pulse of 30 mV amplitude for a deposited energy of 661.6 keV. In this energy range there is no difference between the custom-made active VD and the E1198-26 by HAMAMATSU VD. However, in the case large dynamic ranges from 300 keV up to 30 MeV, a non linear response of the detector is a critical issue. Gamma rays calibration up to 3 MeV has to be used to extrapolate the calibration at higher energy up to 30 MeV. The non linear response is a very important in case, for example, of measurement of GDR $\gamma$ decay in which the expected energy range is from few MeV up to 30 MeV. In this energy range it is necessary to have an anode pulse of 30 mV amplitude for a deposited energy of 661.6 keV. The measurement of the non linear response in the energy response was performed using high-energy $\gamma$ rays as discussed in section 6.4.

A large volume LaBr$_3$:Ce detector (3.5” x 8”) coupled to the active VD has to be supplied at 900 V to produce an anode pulse of 30 mV of amplitude for a deposited energy of 661.6 keV, whereas the same detector coupled to E1198-26 by HAMAMATSU has to be supplied at 600 V to produce an anode pulse of 30 mV amplitude. The rise time is about 25 ns for the large volume crystal coupled to active VD supplied at 900 V, and it is again 25 ns for the same crystal coupled to E1198-26 supplied at 600 V, as shown in Fig. 6.1. The use of the PMT at low voltage, namely in a non
optimal condition, affects both energy and time resolution. Low voltage implies small gain and a worst signal to noise ratio. The variance $\sigma^2$ in the PMT gain for one photoelectron (in case of a constant partition) is $\sigma^2 = 1/(\delta-1)$ [52], where $\delta$ is the dynode gain. As $\delta$ is proportional to the applied voltage. The higher is the voltage the smaller is $\sigma^2$ and therefore the gain fluctuations. Moreover, the signal rise time depends on the applied voltage and consequently the best time resolution is achieved with an high value of the applied voltage. In this case the E1198-26 by HAMAMATSU VD has to be supplied at low voltage (about 500 V), as explained before a low applied voltage provides a worst time and energy resolution.

The detector size effects in the rise time were measured by using H6533 HAMAMATSU PMT. For each of the three detector configurations (1” x 1”, 3” x 3” and 3.5” x 8” coupled to H6533 tube) we acquired a few tens of 661.6 keV energy pulses with a 400 MHz bandwidth, 5 GHz sampling frequency digital oscilloscope (LeCroy Waverunner 44XI) and subsequently estimated the three reference signals (represented in Fig. 6.2), by averaging the corresponding data sets of pulses, in order to improve the signal to noise ratio especially in the case of the last two crystals, for which only a small fraction of the emitted photons were actually collected by the PMT. The measured rise time is 4 ns, 7 ns and 14 ns respectively for 1” x 1”, 3” x 3” and 3.5” x 8” crystals, as shown in Fig. 6.2.

![Fig. 6.2](image-url)

Fig. 6.2: The pulse line-shape measured using a H6533 PMT coupled to three different volume LaBr₃:Ce crystals (1” x 1”, 3”x3” and 3.5” x 8”). The difference in pulse line-shape comes from the different scintillation photons arrival time.
The fall time (defined as the time required to the pulse to fall from 10% to the 90% of its maximal amplitude) were also measured for different detectors coupled to different PMTs and voltage. It was found that the fall time for a large volume crystal is about 70 ns.

6.2. Response to high counting rate

We investigated the response of the LaBr$_3$:Ce to different counting rates. A high counting rate, indeed, increases the average current inside the PMT; in a passive voltage divider this could reduce the potential between the last dynodes and the anode, thus producing an increase in the PMT gain. This gain drift could deteriorate the energy resolution. In the active voltage divider, the effect, on the PMT gain, are not expected at high counting rate.

The centroid drift and the energy resolution deterioration were measured (extracted from digitized pulses) for different counting rates (from a few kHz up to 250 kHz) for a standard voltage and the active one. The centroid and FWHM for the 898 keV full energy peak have been extracted from the signals digitized using a LeCroy wavemeter 44X1 5Gs 400MHz oscilloscope. The deposited energy was obtained using a simple integration algorithm in a time window of 250 ns with baseline subtraction (250 ns integration window for the baseline subtraction). No significant deterioration of the energy resolution was measured for both detectors (see Fig. 6.3 and Fig. 6.4). The centroid drift, for different counting rates is shown in Fig. 6.3 for the crystal coupled to the active voltage divider, while in Fig. 6.4 for the crystal coupled to HAMAMATSU E1198-26. The centroid drift is smaller than 1% for the active VD, at 250 kHz, instead it was about 5% at 250 kHz for the standard VD.
6.3. Response to low-energy $\gamma$ rays

The response of LaBr$_3$:Ce crystal in term of number of photons versus the gamma deposited energy is extremely linear; unfortunately the linearity of the PMT and the VD is not guaranteed, especially for high-energy $\gamma$ rays. The first indication of a non linearity is usually the presence of a distortion in the pulse shape. In order to measure monochromatic $\gamma$ rays in a energy range of 1 MeV up to 22.6 MeV, $(p, \gamma)$ reactions were used [53]. The pulse shape distortions and non linearity was discussed in details in section 6.4.
The energy resolution was measured from 5.7 keV up to 22.6 MeV. In Fig. 6.5 there is the $\gamma$ spectrum measured at the low sides of the energy range. The peak at 5.7 keV and the peak at 32 keV are present due to the internal radioactivity of LaBr$_3$:Ce scintillators. In these scintillators, the unstable isotope $^{138}$La is present as explained in section 8.2. The two peaks, in Fig. 6.5, are originated from the energy released by the cascade products following the refill of the hole, left behind by the captured electron, in the K or L atomic shell of the daughter nucleus $^{138}$Ba. The peak at 80 keV is the gamma emission of $^{133}$Ba source, that was present during the measurement.

![Image](image1.png)

*Fig. 6.5: In this plot it is shown the $\gamma$ spectra in a low-energy range measured with a 3.5" x 8" detector coupled with a custom-design active VD. The first two peaks are originated by the electron capture in K or L shell of $^{138}$Ba that is the daughter nucleus of $^{138}$La.*

### 6.4. Measurement of high energy $\gamma$ rays

Test measurements, concerning detector linearity and energy resolution, were performed in the Institute of Nuclear Research of the Hungarian Academy of Sciences (ATOMKI). Low-energy $\gamma$-rays were studied using $^{60}$Co (1173.2 keV and 1332.5 keV) and $^{66}$Ga ($\gamma$ rays with energy range from 1500 keV to 4800 keV) isotope sources, while the high-energy region was covered by $\gamma$-rays emitted in $(p,\gamma)$ reactions (see Tab. 6.2). Protons were accelerated to the resonance energies (from 441 keV up to 1416.1 keV) by a 5MV Van de Graaff accelerator, and impinged on different
thin evaporated targets: Al, Na₂WO₄, K₂SO₄ and LiBO₂. The produced γ-rays energies are from 1.4 MeV up to 17.6 MeV. Protons were also accelerated at 7250 keV by the cyclotron accelerator of the ATOMKI laboratories and impinged on a LiBO₂ target to produce γ rays of 22.6 MeV. Two large volume LaBr₃:Ce crystals, coupled by a standard HAMAMATSU R10233-1000SEL photomultiplier and to the active voltage divider were used. They were placed in the distance of 15.5 cm from the target and at the angle of 55° in respect to the proton beam line. The same (p, γ) reactions of [53] were populated to produce γ rays up to 17.6 MeV. The details of reactions and target are listed in Tab. 6.2.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Q value [keV]</th>
<th>Eₚ [keV]</th>
<th>E₇ [keV]</th>
<th>Target and its thickness [μg/cm³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>²³Na(p,γ)²⁴Mg</td>
<td>11693</td>
<td>1323</td>
<td>1368.6</td>
<td>Na₂WO₄ 20</td>
</tr>
<tr>
<td>²³Na(p,γ)²⁴Mg</td>
<td>11693</td>
<td>1422</td>
<td>2754.0</td>
<td>Na₂WO₄ 20</td>
</tr>
<tr>
<td>²⁷Al(p,γ)²⁸Si</td>
<td>11585</td>
<td>770</td>
<td>2838.7</td>
<td>Al 15</td>
</tr>
<tr>
<td>³⁹K(p,γ)⁴⁰Ca</td>
<td>8328</td>
<td>1351</td>
<td>3904.4</td>
<td>K₂SO₄ 20</td>
</tr>
<tr>
<td>¹¹B(p,γ)¹²C</td>
<td>15957</td>
<td>676</td>
<td>4438.0</td>
<td>LiBO₂ 75</td>
</tr>
<tr>
<td>¹¹B(p,γ)¹²C</td>
<td>15957</td>
<td>7250</td>
<td>22600.0</td>
<td>LiBO₂ 75</td>
</tr>
<tr>
<td>⁷Li(p,γ)⁸Be</td>
<td>17225</td>
<td>450</td>
<td>17619.0</td>
<td>LiBO₂ 75</td>
</tr>
</tbody>
</table>

Tab. 6.2: Parameters of the (p, γ) reactions populated at the ATOMKI laboratories. Eₚ is the energy of the protons and E₇ is the energy of the emitted γ rays.
6.4 Measurement of high energy (rays

Fig. 6.6: Gamma-ray spectra obtained from $(p, \gamma)$ reactions. It is shown the $\gamma$ peaks at the different energy up to 22MeV.
Due to good energy resolution of the LaBr₃:Ce detectors, the full energy and the first escape peaks are clearly separated up to 22.6 MeV as shown in Fig. 6.6. The energy resolution trend, as expected, follows $FWMH/E \propto 1/\sqrt{E}$ (see Fig. 6.7). The spectra obtained at the various energies up to at 22.6 MeV are shown in Fig. 6.6.

The non linearity, defined as $(E_{\text{true}} - E_{\text{measured}})/E_{\text{true}}$, is smaller than 1% at 17.6 MeV (see Fig. 6.8), instead is 2.6% at 22.6 MeV.
7. Isospin mixing

In this part of this work, the physics case and the preliminary steps of the data analysis of an experiment that aimed to measure the isospin mixing in the $N = Z$ nucleus $^{80}\text{Zr}$ at temperature $T = 2.4 \, \text{MeV}$ will be discussed. This is a follow up of a 2008 GARFIELD-HECTOR experiment, in which isospin mixing was measured in a much higher temperature window, namely at $\sim 3 \, \text{MeV}$ [54]. This new experiment will integrate and complete the previous dataset and, in addition, it will validate the technique which allows to extract the value of isospin mixing at zero temperature from the one measured at $T > 0$. This topic is particularly important, especially for nuclei near A=100 in connection with the properties of the Isobaric Analog States (IAS) and with the Fermi $\beta$ decay of the N=Z nuclei around the proton drip line. The evaluation of the isospin impurity provides an important correction to the Fermi-transition rates allowing the extraction, in a nucleus-independent way, of the up-down quark-mixing matrix element of the Cabibbo-Kobayashi-Maskawa matrix.

The main objectives of this experiment are: the measurement of the temperature dependence of isospin mixing in $^{80}\text{Zr}$, the extraction of the value of isospin mixing at zero temperature, the validation the theoretical calculations to extract the $T=0$ mixing value from the one at $T \neq 0$ and the measurement of the Coulomb spreading width.

The two symmetric fusion-evaporation reactions $^{40}\text{Ca} + ^{40}\text{Ca}$ and $^{37}\text{Cl} + ^{44}\text{Ca}$ to form the nuclei $^{80}\text{Zr}$ and $^{81}\text{Rb}$ were populated in order to extract the isospin mixing probability from the comparison of the high-energy $\gamma$-ray yield from the giant dipole resonance decay. The experimental setup is the AGATA Demonstrator coupled to an array of 7 large volume LaBr$_3$:Ce, named HECTOR$^+$. 

In this chapter the physics case of the isospin mixing experiment will be described. In particular, the concept of the isospin quantum number (section 7.1), the isospin mixing at zero temperature and at finite temperature (sections 7.2 and 7.3), the GDR decay as a tool to measure the
mixing probability (section 7.4) and the existing data (section 7.5) will be described.

### 7.1. Isospin formalism

In the isospin formalism neutrons and protons are assumed to be different states of the same particle, the nucleon. The isospin symmetry is preserved by nuclear interaction; while the isospin symmetry is broken by Coulomb interaction, because it depends on the charge of the nucleon. For this reason the isospin is not a good quantum number due to the fact that it is not a conserved quantity.

The isospin quantum number \( I \) was introduced by Heisenberg in 1932 [55] to describe the wave function symmetry respect neutrons and protons exchange. Neutrons and protons have values of \( \frac{1}{2} \) and \( -\frac{1}{2} \) of the projection \( I_z \) of the isospin operator. According to this definition the projection \( I_z \) of the isospin operator for a nucleus with \( N \) neutrons and \( Z \) protons can be written as:

\[
I_z = \frac{N - Z}{2}. \tag{7.1}
\]

The value of \( I_z \) is the minimum value of the isospin, this means that the possible values of \( I \) are included in the following range:

\[
\frac{1}{2} |Z - N| \leq I \leq \frac{1}{2} (Z + N). \tag{7.2}
\]

The nuclear force drives the nuclei towards a configuration with the lowest possible imbalance between protons and neutrons, that means the lowest possible \( I_z \). The tendency of the nuclear force towards nuclei with \( N = Z \) is opposed by the Coulomb force, which favors an excess of neutrons over protons. Since the Coulomb force does not saturate, its effect becomes eventually dominant for large \( A \) (approximately \( A > 40 \)), leading to a deviation of the \( \beta \)-stability valley from the \( N = Z \) line. The “lowest possible isospin” rule holds well for all even-even and odd-mass nuclei and it breaks down only in some odd-odd self-conjugate nuclei like \(^{34}\)Cl, \(^{42}\)Si, \(^{42}\)Sc and \(^{46}\)V, where \( I = 0 \) and \( I = 1 \) states are almost degenerate [56].
7.2. Isospin mixing at zero temperature

The isospin is not a good quantum number because the operator \( I \) does not commute with the Hamiltonian due to the presence of the Coulomb term. The Coulomb interaction mixes states with isospin \( I \) and states with isospin \( I + 1 \). In the first order perturbation theory the admixture of \( I = I_0 + 1 \) states into \( I = I_0 \) states (isospin mixing) can be written as:

\[
(\alpha^{l_0+1})^2 = \sum_{l=I_0+1} |\langle I = I_0 + 1 | H_c | I = I_0 \rangle|^2 \left( E_{l=I_0+1} - E_{l=I_0} \right)^2
\]

where \( H_c \) represents Coulomb interaction. Since the Coulomb potential preserves angular momentum \( J \) and parity \( \pi \), it can couple only states with the same \( J^\pi \) and, more efficiently, with similar spatial wave function. Such states at low excitation energy usually lie at rather different energies, so the mixing probability is kept small by the large denominator in equation 7.3. In light nuclei, at low value of excitation energy, states with a large mixing were found, such as the \( 2^+ \) state of \( ^8\text{Be} \) [57].

At higher excitation energy, the levels come closer and the width \( \Gamma \) becomes larger than the level spacing. This fact can be still accounted for in first-order perturbation theory introducing a complex energy which produce the finite lifetimes in equation 7.3:

\[
(\alpha^{l_0+1})^2 = \sum_{l=I_0+1} \left| \frac{\langle I = I_0 + 1 | H_c | I = I_0 \rangle}{(E_{l=I_0+1} + i\Gamma_{l=I_0+1}/2)^2 - (E_{l=I_0} + i\Gamma_{l=I_0}/2)^2} \right|^2.
\]

Theoretical calculations of isospin mixing in the ground state, therefore at zero temperature, were performed and the results of these calculations of isospin mixing in \(^{80}\text{Zr}\) are summarized in Tab. 7.1 and the mixing probability \( (\alpha^{l_0+1})^2 \) ranges from 1\% to 4.5\%.

Fig. 7.1 displays the \( A \) dependence of the isospin mixing probability, found in [9], for several self-conjugated nuclei with \( Z \) up to 50.
<table>
<thead>
<tr>
<th>$(\alpha l_0^{l_0+1})^2$</th>
<th>Method</th>
<th>Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1%</td>
<td>analytic</td>
<td></td>
</tr>
<tr>
<td>3.6%</td>
<td>HF + TDA</td>
<td>SG2</td>
</tr>
<tr>
<td>3.1%</td>
<td>HF + TDA</td>
<td>SIII</td>
</tr>
<tr>
<td>3%</td>
<td>HF spherical</td>
<td>SIII</td>
</tr>
<tr>
<td>2.5%</td>
<td>HF deformed</td>
<td>SIII</td>
</tr>
<tr>
<td>3.9%</td>
<td>HK</td>
<td>SIII</td>
</tr>
<tr>
<td>2.21%</td>
<td>analytic</td>
<td></td>
</tr>
<tr>
<td>4.5%</td>
<td>EDF</td>
<td>SLy4</td>
</tr>
</tbody>
</table>

Tab. 7.1: Available theoretical calculations of $(\alpha l_0^{l_0+1})^2$ are quoted from the references [9], [58]–[61]. The abbreviation HF stands for Hartree-Fock, EDF for Energy Density Functionals, TDA for Tamm-Dancoff approximation. In the third column the parameterization of Skyrme interaction used is given only for non-analytic approaches.

Fig. 7.1: The $A$ dependence of the isospin mixing probability, found in [9], for several self-conjugated nuclei, the blue triangle represent the value for the $^{80}$Zr nucleus [9].

### 7.3. Isospin mixing at finite temperature

As the excitation energy increases the level width become larger than the level spacing. In this case a definition of isospin mixing in term of levels is not valid anymore and consequently, it is necessary a description in term of level density. To describe the isospin mixing it is useful to introduce the concept of the Coulomb spreading width $\Gamma^1$, that is the energy range in
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which the state is distributed because of Coulomb interaction. The value of the spreading width is not expected to depend on the populated nucleus and on the excitation energy [62].

A compound nucleus can directly decay via \( \gamma \) or particle emission. The decay process can be described associating to the states a finite decay width \( \Gamma_1 \) corresponding to a lifetime \( \tau \) through the Heisenberg rule:

\[
\Gamma_1 \sim \frac{2\hbar}{\tau} \quad (7.5)
\]

Due to the limited CN lifetime, a time-dependent approach to the isospin mixing problem is demanded as suggested by Wilkinson [56] and later formalized by Harney, Richter and Weidenmuller [63]. In this approach, the mixing probability is determined by the competition between CN lifetime and the timescale of isospin mixing process. A simplified model used in reference [57], it is useful to understand isospin mixing in this new scenarios. In this model it is supposed to have \( I = 0 \) states with the same level spacing energy \( D \), stretching to plus and minus infinity. A state of isospin \( I = 1 \) in the unperturbed Hamiltonian lies in their midst at energy \( E_{I=1} \). Consider a perturbation with a constant matrix element \( v \) between the state and each underlying states. One can solve the resulting Hamiltonian matrix analytically. In the limit of \( v \gg D \), the result for the probability \( P_{I=1}(E) \) to find the system in the \( I = 1 \) configuration per unit energy interval of the spectrum is given by:

\[
P_{I=1}(E) = \frac{1}{2\pi} \frac{\Gamma_{c}^1}{(E_{I=1} - E_{I=0})^2 + (\Gamma_{c}^1/2)^2} \quad (7.6)
\]

where \( \Gamma_{c}^1 \) is the spreading width of \( I = 1 \) state due to the Coulomb interaction, the so called Coulomb Spreading Width. The probability at the time \( t \) of finding the system initially populated in the \( I=1 \) state still in the \( I=1 \) state is given by the Fourier transform of the equation 7.6:

\[
P_{I=1}(t) = \exp \left( -\frac{\Gamma_{c}^1}{2\hbar} t - \frac{i}{\hbar} E_{I=1} t \right) \quad (7.7)
\]

from where one can deduce that a relation similar to equation 7.5 also links the Coulomb spreading width \( \Gamma_{c}^1 \) and the timescale \( \tau_{mixing} \) of isospin mixing:
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With increasing temperature, CN lifetime becomes too short to allow a complete mixing, therefore a decrease of isospin mixing parameter $\alpha$ is expected, corresponding to a partial restoration of isospin symmetry at high temperature. The values of CN decay width, Coulomb spreading width and the corresponding timescales are listed in Tab. 7.2 for three different temperatures along the decay path of the CN $^{80}$Zr.

\[
\Gamma_C^i = \frac{2\hbar}{\tau_{\text{mixing}}}. \quad (7.8)
\]

Harney, Richter and Weidenmuller [63] take into account two classes of CN states with pure isospin, $|I_\varphi\rangle = |l, l_2\rangle$ and $|I_\pi\rangle = |l + 1, l_2\rangle$. By analogy with other symmetry breaking mechanisms, they describe the isospin mixing of states $|I_\varphi\rangle$ into states $|I_\pi\rangle$ in terms of the spreading width $\Gamma_C^i \equiv \Gamma_C^\pi$ defining the timescale of symmetry breaking induced by the Coulomb interaction $H_C$:

\[
\Gamma_C^\pi = 2\pi \langle I_\pi | H_C | I_\varphi \rangle^2 \rho(I_\varphi). \quad (7.9)
\]

$\Gamma_C^\varphi$ can be defined exchanging $>$ and $<$ and it is linked to $\Gamma_C^\pi$ by the following relation:

\[
\Gamma_C^\varphi = \frac{\rho(I_\varphi)}{\rho(I_\pi)} \Gamma_C^\pi. \quad (7.10)
\]

The fraction $\alpha_\varphi^\pi$ of states $|I_\varphi\rangle$ that mix to states $|I_\pi\rangle$ can be written in term of the Coulomb spreading width $\Gamma_C^i$ and CN decay width $\Gamma^i$ as:

\[
\alpha_\varphi^\pi = \frac{\Gamma_C^i \rho(I_\varphi)}{1 + \frac{\Gamma_C^\pi \rho(I_\varphi)}{\Gamma_\varphi^\pi}}. \quad (7.11)
\]

<table>
<thead>
<tr>
<th>T[MeV]</th>
<th>$\Gamma_C^i$ [MeV]</th>
<th>$\tau$ [s]</th>
<th>$\Gamma_C^\pi$ [MeV]</th>
<th>$\tau_{\text{mixing}}$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>0.23</td>
<td>2.8 $10^{-21}$</td>
<td>0.01</td>
<td>6.4 $10^{-21}$</td>
</tr>
<tr>
<td>1.9</td>
<td>0.15</td>
<td>4.4 $10^{-21}$</td>
<td>0.01</td>
<td>6.4 $10^{-21}$</td>
</tr>
<tr>
<td>1.8</td>
<td>0.13</td>
<td>4.9 $10^{-21}$</td>
<td>0.01</td>
<td>6.4 $10^{-21}$</td>
</tr>
</tbody>
</table>

Tab. 7.2: The CN decay width $\Gamma_C^i$ [MeV] and Coulomb mixing width $\Gamma_C^\pi$ followed by the corresponding lifetime $\tau$ and $\tau_{\text{mixing}}$ for the CN $^{80}$Zr calculated within the Statistical Model.
Similarly, the fraction $\alpha_>^2$ of states $|I_\ge>$ that mix to states $|I_\le>$ can be written as:

$$
\alpha_>^2 = \frac{\Gamma_{c>}/\Gamma_>}{1 + \frac{\Gamma_{c>}}{\Gamma_>} + \frac{\Gamma_{c<}}{\Gamma_<}}.
$$
(7.12)

### 7.3.1. Theoretical description

A theoretical model to study the isospin mixing probability as a function of the temperature was developed [62], [64]. It is based on microscopic calculations. This model was applied at $^{208}$Pb but it could be adapted at $^{80}$Zr.

The Hamiltonian is divided in two part, the first one $H_0$ isospin conserving and the second one $H_1$ that does not conserve the isospin, as follows:

$$
H = H_0 + H_1.
$$
(7.13)

The whole model space of nuclear configurations is built up with states which are eigenstates of the isospin-conserving nuclear Hamiltonian $H_0$ and is divided in two subspaces P and Q. The P space contains only two states, the parent ground state and the Isobaric Analog State (IAS), that is the state obtained by changing a neutron with a proton, which have isospin $|I, I - 1\rangle$. The other nuclear states in the daughter nucleus form the space Q. This state can be written as:

$$
|P\rangle = |\pi\rangle, |IAS\rangle
$$
$$
|Q\rangle = 1 - |P\rangle
$$
(7.14)

where $|\pi\rangle$ is the ground state and $|IAS\rangle$ is the isobaric analog state. The IAS has a spreading width due to the presence of $H_1$ that connects the subspaces P and Q. The spreading width of the IAS can be formally written as:

$$
\Gamma_{IAS}(E) = 2\text{Im} \sum_q \frac{|\langle IAS|H_1|q\rangle|^2}{E - E_q + i\Gamma_q(E)/2}
$$
$$
= \sum_q \Gamma_q(E) \frac{|\langle IAS|H_1|q\rangle|^2}{(E - E_q)^2 + (\Gamma_q(E)/2)^2}
$$
(7.15)
where $\Gamma_q$ and $E_q$ are the total width and the energy of the states belonging to the $Q$ space.

For many nuclei near the shell closure, the dominant contribution to the sum in equation 7.15 comes from the isovector monopole state (IVM) with isospin $I_0 - 1, I_0, I_0 + 1$ and therefore equation 7.15 can be rewritten as:

$$\Gamma_{IAS}^I(E) = \sum_M \Gamma_M (E_{IAS}) \frac{|\langle IAS|H_I|M\rangle|^2}{(E_{IAS} - E_M)^2 + (\Gamma_M(E_{IAS})/2)^2} \quad (7.16)$$

where $\Gamma_M(E_{IAS})$ is the width of the IVM state at the energy of the IAS. From equations 7.4 and 7.16 it is possible to obtain the isospin mixing probability at finite temperature as:

$$(\alpha_{l_0 + 1})^2 = \frac{1}{(l_0 + 1)F(l_0)\Gamma_{CN}^{l_0}(E^*) + \Gamma_M(E^*)} \quad (7.17)$$

where $F(l_0)$ is a geometrical factor that include the isospin dependence of the width of the IVM state, $E^*$ is the excitation energy of the nucleus, $\Gamma_{IAS}^l(E^*)$ is the spreading width of the isobaric analog state and $\Gamma_M(E^*)$ is the width of the IVM state.

Equation 7.17 shows the relation between the IAS spreading width and the isospin mixing probability of the parent nucleus as a function of the nuclear temperature. $\Gamma_{CN}^{l_0}(E^*)$ is expected to vary in a significant way with excitation energy, instead $\Gamma_M(E^*)$ and $\Gamma_{IAS}^l(E^*)$ are expected to be rather constant with the excitation energy. In Fig. 7.2 it is represented the temperature dependence of isospin-mixing probability $(\alpha_{l_0 + 1})^2$ in $^{208}$Pb. The two curves correspond to two different parameterization of the temperature dependence of $\Gamma_{IAS}^l(E^*)$ (the temperature dependence is defined in [62]: $\Gamma_{IAS}^l(E^*) = \Gamma_{IAS}^l(T = 0)(1 + cT)$, the $\Gamma_{IAS}^l(E^*)$ slightly vary with the temperature); the two curves are very similar, this conform the fact that the $\Gamma_{IAS}^l(E^*)$ is weakly dependent on the nuclear temperature.
7.4 GDR as a tool to measure the isospin mixing

The GDR decay is used as a tool to measure the isospin mixing probability, this means that the isospin mixing value will be deduced from the decay of the GDR built on the excited state of the compound nucleus. In the case of the $\gamma$ decay of the GDR the selection rule for the isospin quantum number is $\Delta I = \pm 1, 0$ (with the transition $0 \rightarrow 0$ forbidden) due to the isovector nature of the GDR (see section 1.1.1). In the ground state, the value of isospin is the lowest possible as consequence in case of the $N \neq Z$ nuclei are allowed the $\Delta I = 1, 0$ transitions, while for the $N = Z$ nuclei are allowed only $\Delta I = 1$ transitions. A schematic view of the GDR transition rules in $^{80}$Zr is show in Fig. 7.3. For this reason, there will be a strong inhibition of the first step of GDR decay in the case of $N = Z$ nuclei.

The Coulomb interaction mixes the states with isospin $I = 0$ with states with isospin $I = 1$, as a consequence, if the mixing is present, $I = 1$ states are present in the wave function and the GDR decay to $I = 0$ states becomes possible. In such situation one can imagine two extreme scenarios: in the first mixing by Coulomb interaction is not present and in this case there will be a strong inhibition of the first step of the gamma decay of the

![Graph showing temperature dependence of isospin-mixing probability in $^{208}$Pb [62]. Solid and dashed curves correspond to two different parameterizations of the (mild) temperature dependence of $\Gamma_{AS}$ and $\Gamma_{IVM}$ adopted in [62].]
GDR (represented by a red line in Fig. 7.4); in the second one a full mixing is present and there is no inhibition of the gamma decay of the GDR (represented by a black line in Fig. 7.4).

Fig. 7.3: The GDR decay selection rules in $^{80}$Zr. The CN is populated in a state with $I = 0$, but the GDR decay from states with $I = 0$ to states with $I = 0$ is forbidden. Strong inhibition of GDR decay if there is no Coulomb mixing. Instead if there is mixing due to the Coulomb interaction some states with $I = 1$ are available. The GDR decay between states with $\Delta I = 1$ is allowed.

Fig. 7.4: Measured $\gamma$-ray spectrum of $^{80}$Zr compared with Statistical Model calculations without isospin mixing (red), with isospin mixing that reproduce the experimental data (blue) and with a large degree of isospin mixing (black) [65].
It is expected a value of the mixing probability that is between these two extreme case (in Fig. 7.4 is represented by a blue line). Fig. 7.4 shows the result obtained from the previous experiment in which the isospin mixing was measured at \( T = 3 \text{ MeV} \) [54], [65]. The isospin mixing in \(^{80}\text{Zr}^*\) at \( T=2.4 \) MeV is expected to be in an intermediate case between these two extreme scenarios, as found in the case of \(^{80}\text{Zr}^*\) at \( T=3 \) MeV.

### 7.5. Existing data

In literature some experimental data are present which provide the isospin mixing probability. If we restrict the comparison to the results obtained using the same experimental technique, the data available for systems with \( Z=16-40 \) at \( T=2-3 \) MeV were studied. Even though these data are not homogeneous in CN temperature, Coulomb spreading width, angular momentum spread, there is a clear increase of the degree of isospin mixing with increasing \( Z \) and a decrease with increasing temperature (if the triangles in Fig. 7.6 were not considered) [10], [11], [66], [67]. A list of the parameters involved in this measurement are shown in Tab. 7.3.

![Fig. 7.5: The dependence of isospin mixing probability on atomic number Z. Systematic of isospin mixing probability measured via GDR decay of the hot CN with Z=13-14 and T=3-4 MeV (triangles) and with Z=16-40 and T=2-3 MeV (dots). The result obtained for \(^{80}\text{Zr}^*\) at T=3 MeV belongs to the second group and is plotted with a red dot.](image-url)
Fig. 7.6: The dependence of isospin mixing probability on temperature. Systematic of isospin mixing probability measured via GDR decay of the hot CN with Z=13-14 and T=3-4 MeV (triangles) and with Z=16-40 and T=2-3 MeV (dots). The result obtained for $^{80}$Zr at T=3 MeV belongs to the second group and is plotted with a red dot.

As previously described, the fact that both T and Z are different for each measurement does not allow to completely separate the two effects.

$$
\begin{array}{|c|c|c|c|}
\hline
Z & T [\text{MeV}] & \alpha^2 & \text{Ref.} \\
\hline
16 & 2.7 & 0.022 & [66]-[69] \\
18 & 2.8 & 0.022 & [66]-[69] \\
22 & 2.5 & 0.033 & [66]-[69] \\
30 & 2.5 & 0.043 & [66]-[69] \\
13 & 3.3 & 0.017 & [10] \\
13 & 3.4 & 0.032 & [10] \\
13 & 4 & 0.061 & [10] \\
14 & 3.4 & 0.032 & [10] \\
14 & 3.1 & 0.047 & [10] \\
40 & 2.1 & 0.050 & [54] \\
\hline
\end{array}
$$

Tab. 7.3: A list of the existing data about isospin mixing. Z is the number of the protons, T is the nuclear temperature and $\alpha^2$ is the isospin mixing probability. The data are from [10], [54], [66]-[69].
There are not measurements of the isospin mixing probability for the same system changing one parameter at time. For this reason, the present experiment intends to measure the temperature dependence of isospin mixing in $^{80}$Zr in the same condition as those measured in [54]. The possibility to explore $Z > 40$ is currently limited by the technical difficulties involved in the production of nuclei close to the proton drip line.

### 7.5.1. Isospin mixing in $^{80}$Zr

The experiment, that is described in this part of the thesis, aims to measure the isospin mixing probability in $^{80}$Zr at $T=2.4$ MeV. The data for the same system at different temperature ($T = 3 \text{ MeV}$) have been already analyzed and the results are reported in [54] and in Tab. 7.4.

<table>
<thead>
<tr>
<th>$T$ [MeV]</th>
<th>$\Gamma_c^J$ [keV]</th>
<th>$\alpha^2$</th>
<th>$(J)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>10</td>
<td>$0.05 \pm 0.01$</td>
<td>38</td>
</tr>
</tbody>
</table>

*Tab. 7.4: The results found for the isospin mixing probability of $^{80}$Zr [54]. $Z$ is the number of the protons, $T$ is the nuclear temperature, $\Gamma_c^J$ is the Coulomb spreading width, $\alpha^2$ is the isospin mixing probability and $(J)$ is the average angular momentum.*

The $^{80}$Zr was populated in a state of $I = 0$ using the $^{40}$Ca + $^{40}$Ca fusion-evaporation reaction (isospin in entrance channel equal to zero), this compound nucleus could decays only in state with $I = 1$ due to the selection rules in section 7.4. The number of states with $I = 1$ are smaller than those with $I = 0$ as consequence there will be an inhibition of the GDR decay. It is important to point out that this description is true only for the first step of the GDR decay, because when the nucleus emits protons or neutrons the isospin of the daughter nucleus is not anymore equal to zero.

From the value of the isospin mixing probability at $T = 2.4$ MeV and from the value at $T = 3$ MeV [54], [65] it will be possible to obtain the value at zero temperature following the theoretical approach of [64]. In Fig. 7.7 the trend of the isospin mixing probability as a function of $T$ for $^{80}$Zr is represented.
Fig. 7.7: The trend of the isospin mixing probability as a function of $T$. The blue triangle is the value of the isospin mixing at $T = 0$ MeV obtained in [9]. The red point is the value obtained from the experimental data at $T = 3$ MeV reported in [54]. The orange region to be studied in this thesis.
8. Experimental set up for the isospin mixing experiment

The experiment was performed in May 2011 in Laboratori Nazionali di Legnaro. During this experiment, two reactions were studied, the principal characteristics of these reactions are shown in Tab. 8.1.

<table>
<thead>
<tr>
<th>Projectile</th>
<th>Target</th>
<th>CN</th>
<th>( E_{\text{beam}} ) [MeV]</th>
<th>( \sigma ) [mb]</th>
<th>( E^* ) [MeV]</th>
<th>( I_z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{37}\text{Cl})</td>
<td>(^{44}\text{Ca})</td>
<td>(^{81}\text{Rb})</td>
<td>95</td>
<td>338.1</td>
<td>54</td>
<td>7/2</td>
</tr>
<tr>
<td>(^{40}\text{Ca})</td>
<td>(^{48}\text{Ca})</td>
<td>(^{80}\text{Zr})</td>
<td>136</td>
<td>548.2</td>
<td>54</td>
<td>0</td>
</tr>
</tbody>
</table>

Tab. 8.1: Principal characteristics of the reactions. \( \sigma \) is the reaction cross section, \( E^* \) is the CN excitation energy, while \( I_z \) is the projection of isospin operator.

The beams of \(^{37}\text{Cl}\) and of \(^{40}\text{Ca}\) were produced by TANDEM accelerator of Legnaro. The beam current was 3.5 pnA for the \(^{40}\text{Ca}\) and 3 pnA for the \(^{37}\text{Cl}\). The data taking was of \( \sim 110 \) h for the \(^{40}\text{Ca} + ^{40}\text{Ca}\) reaction and \( \sim 70 \) h for the \(^{37}\text{Cl} + ^{44}\text{Ca}\) reaction.

Moreover, eight hours of calibration beam of \(^{11}\text{B}\) to produce high energy \( \gamma \) rays of 15.1 MeV were performed. The reaction was \(^{11}\text{B} + \text{D}\), the beam energy was 45 MeV, but was reduce to 19 MeV with a gold degrader to populate a \((n,\gamma)\) reaction.

The experimental set up used during this experiment is the AGATA (Advanced GAmma Tracking Array) Demonstrator coupled to the HECTOR* array, shown Fig. 8.1. The AGATA Demonstrator [70], consists of 5 triple cluster of segmented HPGe detectors (during the experiment only 4 triple clusters were available). The HECTOR* array consists of seven large volume \( \text{LaBr}_3: \text{Ce} \) scintillation detectors (6 of them are 3.5” x 8” and one is 3” x 3”).
Experimental set up for the isospin mixing experiment

Fig. 8.1: A picture of the experimental set-up, in the middle there are 4 AGATA triple clusters surrounding by 6 large volume LaBr₃:Ce detectors.

To extract physical information, it is necessary to have an experimental set up that is able to identify the evaporation residues, to measure high-energy gamma rays and the CN temperature. In the previous experiment, which measured isospin mixing in $^{80}$Zr at higher temperature, the experimental set up was composed by an array of large volume BaF₂ scintillators, called HECTOR, to measure the high-energy gamma rays of the GDR decay; the GARFIELD array (see section 3.3) to measure the light charged particles; an array of phoswich detectors to select a fusion-evaporation reaction, by measuring the evaporation residues. From the measurement of the emitted LCPs it is possible to check if the temperature of the two compound nuclei is the same. For more details, on the GARFIELD-HECTOR apparatus, see chapter 3.
In the experiment discussed in this thesis, the evaporation residues were identified by the low-energy gamma rays, thank to the good energy resolution of the AGATA Demonstrator. The high-energy gamma rays from the GDR decay were measured by HECTOR+ array. The use of LaBr$_3$:Ce scintillators, instead of BaF$_2$ scintillators, provides a better energy resolution and the possibility to identify the evaporation residues also with HECTOR+ array. With this set up, however, it is not possible to measure the temperature of the compound nuclei, but that is not necessary because it was already verified that the $^{80}$Zr and $^{81}$Rb nuclei are produced at the same temperature in the previous experiment.

In this chapter, the main features of the AGATA Demonstrator (section 8.1) and HECTOR+ (section 8.2) arrays will be described, as well as the data acquisition (section 8.3) and the trigger for the experiment (section 8.4).

8.1. The AGATA Demonstrator

AGATA is a project, within an European collaboration, aimed at developing, building and employing a $4\pi$ gamma-ray tracking array for nuclear spectroscopy. The principle of gamma-ray tracking is to reconstruct the sequence of interactions of each gamma-ray inside the array, in order to achieve a good suppression of the Compton background and a high efficiency, overcoming the limits of Compton-suppressed HPGe arrays.

The present phase of the AGATA project is the so called AGATA Demonstrator, an array composed by 15 HPGe detectors, divided in 36 segments, organized in 5 triple-clusters. The Demonstrator has been employed from the beginning of 2009 to the end of 2011 in an experimental campaign at Legnaro National Laboratories.

At the time of our experiment, however, one of the triple-clusters was not yet available, therefore we had to perform the measurement with only 4 triple-clusters, for a total of 12 HPGe detectors.

More details on AGATA project can be found for example in [70], [71].
8.2. The HECTOR$^+$ array

LaBr$_3$:Ce detectors are the best scintillators for $\gamma$ rays detection and spectroscopy, providing energy resolution of 2.7-3.3% at 662 keV, a time resolution better than 1 ns, they have a good efficiency due to the density of 5.1 g/cm$^3$. Moreover, pulse shape analysis techniques allow to discriminate between alpha and gamma-rays [14]. In Tab. 8.2, the properties of this scintillator are compared with the properties of the most common scintillators used in nuclear physics. The energy spectra obtained using a $^{60}$Co source from different scintillators are compared and shown in Fig. 8.2.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Light Yield [10$^3$ photon/MeV]</th>
<th>Decay Time [ns]</th>
<th>Density [g/cm$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaI:Tl</td>
<td>38</td>
<td>250</td>
<td>3.67</td>
</tr>
<tr>
<td>LaCl$_3$:Ce</td>
<td>49</td>
<td>28</td>
<td>3.85</td>
</tr>
<tr>
<td>LaBr$_3$:Ce</td>
<td>63</td>
<td>16</td>
<td>5.08</td>
</tr>
<tr>
<td>BaF$_2$</td>
<td>1.8</td>
<td>0.7</td>
<td>4.88</td>
</tr>
<tr>
<td>BGO</td>
<td>9</td>
<td>300</td>
<td>7.13</td>
</tr>
</tbody>
</table>

Tab. 8.2: Properties of the scintillator detectors used in nuclear physics. The light yield is correlated with the energy resolution, the decay time with the time resolution and the density with the efficiency.

The LaBr$_3$:Ce crystal is characterized by an internal activity. The internal activity of the LaBr$_3$:Ce crystal is due to the presence of an unstable isotope, $^{138}$La, and the contamination with the $^{227}$Ac element, chemical homologue of lanthanum.

Fig. 8.3 displays a self-activity spectrum of a LaBr$_3$:Ce detector [12]. The peak at 1460 keV was found to have a structure. This peak, in fact, consists of a superposition of the two components, the centroids of the two structure are at $\sim$1440 and $\sim$1470 keV, respectively. The difference is approximately equal to the energy of the X-ray of $^{138}$Ba (32 keV) which is not always detected with the 1436 keV $\gamma$-ray of $^{138}$Ba. The structure superimposed over the $\beta$ continuum, observed in the 800–1000 keV energy range is produced by the sum of the 789 $\gamma$-ray and a the associated
continuum $\beta^-$ decay of $^{138}$La. At higher energy, between 1600 and 2800 keV, one can observe a more complex structure which is due to the $\alpha$ emission from $^{227}$Th, $^{223}$Ra, $^{219}$Rn, $^{215}$Po, and $^{211}$Bi populated by the $^{227}$Ac $\alpha$ decay chain.

Fig. 8.2: The comparison between the energy spectra obtained with three different scintillator detectors. It is possible to see that the two peaks of the $^{60}$Co source are completely solved only by the LaBr$_3$:Ce detector.

Fig. 8.3: The internal activity of a LaBr$_3$:Ce detector. The events with energy smaller than 1.5 MeV are mainly due to the decay of $^{138}$La while the structure between 1.5 and 3 MeV is produced by the decay chain of $^{227}$Ac. In the inset, the peak structure centered around 1460 keV is shown together with the result of a fit procedure. There are two peaks centered at $\sim$1440 and $\sim$1470 keV [12].
The energy resolution and the efficiency are a crucial factors in case of high-energy $\gamma$-rays measurement. The possibility to have crystal volume larger than $1000 \text{ cm}^3$ offers a valid alternative to the HPGe detectors; LaBr$_3$:Ce detectors are a good compromise between efficiency, energy resolution and time resolution. Lanthanum bromide detectors allow clear separation of the full energy from the first escape peak up to 25-30 MeV (which was previously possible only with HPGe detectors). For this reason, they are particular suited for measurements of the Giant resonances that are characterized by the emission of high-energy $\gamma$ rays.

Large volume crystals are also available only from few years. An array of 10 LaBr$_3$:Ce scintillators with a size of $3.5'' \times 8''$ was built in Milano, called HECTOR$^+$. These crystals are the largest produced till now. The measure of the isospin mixing in $^{80}$Zr is the first experiment performed with the HECTOR$^+$ array. This means that this experiment could be used as a commission to study the performances of these detectors in beam experiment. A measured high-energy monochromatic $\gamma$-ray spectra acquired with one of the crystal of the array HECTOR$^+$ is shown in Fig. 8.4, it is possible to see the full energy peak and the first escape peak clearly resolved.

![Image](image.jpg)

*Fig. 8.4: The gamma spectrum of the reaction $^{11}B(p,\gamma)^{12}C$ at 17.6 MeV. It is possible to see the clear separation between the full energy peak and the first escape peak.*
8.3. Data acquisition system

The HECTOR+ data were acquired by an independent data acquisition system run on a KMAX environment [72]. The AGATA data were acquired by NARVAL data acquisition system. The two system communicate via TCP/IP.

A data acquisition system for the HECTOR+ array based on VME standard modules was designed for test setup and for small and medium size nuclear physics experiments. The system is composed of a VME crate housing different kind of front-end modules (in our case TDC and ADC) and of a personal computer physically connected to the hardware by means of a gigabit PCI to VME interface optical fiber. VME transactions are handled by a DSP server sequencer that collects data from front-end modules and organizes them in formatted buffers that are read by a complete application based on a KMAX environment. Diagnostic functions and error report messages are also available to detect hardware failures or incorrect setting for the used modules. Integration in a more complex data acquisition system, for example in our case with NARVAL acquisition, was already performed in several experiments performed in different laboratories. The data from the HECTOR+ array were insert in the NARVAL acquisition of AGATA and there are synchronized by AGAVA (AGATA Ancillary VME Adapter) module.

As discussed above, the AGATA data are acquired by NARVAL acquisition. The pulses of each of the 36 segments of each crystal of the AGATA Demonstrator is digitised with a frequency 100 MHz. For every accepted event, a pulse trace of 60 samples (600 ns) is extracted and acquired. With a counting rate of 50 kHz/crystal the dataflow for each detector is therefore of the order of 100 MB/s (with zero suppression). Furthermore, in order to have an online analysis, the PSA has to be performed in real time for each of the acquired traces, and tracking algorithms must reconstruct the detected gamma-rays from the PSA information.

This means that the DAQ software for AGATA has to be able to handle large quantities of data, control a computing farm for the PSA and
tracking algorithms, and coordinate the flow of information between the
digitizers, the computing farm, and the disk server where all the data are
written. All of this is performed by a NARVAL-based DAQ software [73].

In NARVAL, each task is performed by an actor, associated to a
process running on a Linux machine. There are 3 types of actors:

- producer: they interface with the hardware and read out the data
- intermediary: they perform operations on the data, receiving input
  and sending output from/to one or more other actors
- consumer: they can only receive input from the other actors, and
  store the data to disk or act as histogrammers

From the point of view of NARVAL, each AGATA crystal is
considered as a separate entity and the whole detector may be considered as
the aggregation of synchronized data supplied by the individual crystals.
The synchronization is guaranteed by the AGATA Global Trigger and
Synchronization (GTS) hardware with a common 100 MHz digital clock.

For each AGATA detector there is a producer actor reading the pulse
traces from the front-end electronics; the traces are sent (together with the
timestamp information) to an intermediary that performs the PSA and to a
consumer that writes them to disk; the PSA data from all detectors are sent
to an intermediary that acts as event builder, matching the data from
different detectors through the timestamp information.

For the HECTOR+ array, there is a producer actor that receives the
data from the KMAX acquisition, kept synchronized to the GTS via the
AGAVA module. The producer sends the VME data to a consumer that
writes them to disk and to an intermediary that decodes the VME words and
sends only the actual data words to the event builder, discarding VME
header and trailer words. The builder then matches the ancillary data to the
AGATA data and sends the event to another intermediary that performs the
online tracking.
8.4. Triggers and acquired events

In this experiment, a standard NIM electronic was used to build, the energy and the time chain of the HECTOR+ detectors and the Master Gate signal. A scheme of the Master Gate is shown in Fig. 8.5, it is the OR logic signal of 4 conditions:

- Coincidence between AGATA & HECTOR+
- HECTOR+ gamma multiplicity equal or larger than 2 ($M_y \geq 2$)
- AGATA singles scaled down
- HECTOR+ singles scaled down

![Scheme of the triggers](image)

*Fig. 8.5: Scheme of the triggers. The logic signal, the single or the coincidences, coming from the detectors and were sent to the trigger system.*

The logic signal “OR AGATA” was obtained by using the signal of NIM Constant Fraction Discriminator (CFD) of the AGATA Demonstrator. The logic signal “OR HECTOR+” is given directly by the CFD of the BaFpro module [74]. The logic multiplicity signal was produced by a multiplicity module that sum the CDF outputs of the LaBr$_3$:Ce detectors. To identify the 4 event classes 4 TDC channels were used as marker of the acquired event.
These markers allow to know what it is the activated trigger during that event and to select different type of events in the sorting code.

In Tab. 8.3 there are the events acquired for the different triggers for the two reaction studied in this experiment. The total of the event is larger than the 100% because one event could be triggered by two different triggers.

<table>
<thead>
<tr>
<th></th>
<th>(^{40}\text{Ca} + ^{40}\text{Ca})</th>
<th>(^{37}\text{Cl} + ^{44}\text{Ca})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N. of events: (8.9 \times 10^8)</td>
<td>N. of events: (9.5 \times 10^8)</td>
</tr>
<tr>
<td>Trigger</td>
<td>Events [%]</td>
<td>Trigger</td>
</tr>
<tr>
<td>AGATA &amp; LaBr(_3):Ce</td>
<td>85%</td>
<td>AGATA &amp; LaBr(_3):Ce</td>
</tr>
<tr>
<td>LaBr(<em>3):Ce (M)</em>\gamma \geq 2)</td>
<td>20%</td>
<td>LaBr(<em>3):Ce (M)</em>\gamma \geq 2)</td>
</tr>
<tr>
<td>AGATA single</td>
<td>4%</td>
<td>AGATA single</td>
</tr>
<tr>
<td>LaBr(_3):Ce single</td>
<td>2%</td>
<td>LaBr(_3):Ce single</td>
</tr>
</tbody>
</table>

Tab. 8.3: Number of the events in percent for the different triggers. The single were scaled down.

To better understand the different type of events, some conditions in the sorting code were inserted to complete the information obtained from the electronic trigger conditions. In the sorting code the triggers were redefined as:

- **Software trigger AGATA & LaBr\(_3\):Ce**: the marker AGATA and LaBr\(_3\):Ce has to be \(> 0\), there has to be at least a \(\gamma\) ray in AGATA with an energy signal in the range of 50-24000 keV and time signal in the range of 500-3000 ns, there has to be at least a \(\gamma\) ray in HECTOR\(^*\) with an energy signal in the range of 200-24000 keV and time signal in the range of 2-490 ns;
- **Software trigger LaBr\(_3\):Ce \(M)_\gamma \geq 2\)**: the marker LaBr\(_3\):Ce \(M)_\gamma \geq 2\) has to be \(> 0\), there has to be at least 2 \(\gamma\) rays in HECTOR\(^*\) with an energy signal in the range of 200-24000 keV and time signal in the range of 2-490 ns, there has not to be events in AGATA;
- **Software trigger LaBr\(_3\):Ce single**: the marker LaBr\(_3\):Ce single has to be \(> 0\);
8.4 Triggers and acquired events

- **Software Trigger AGATA single**: the marker AGATA single has to be $> 0$.

In the sorting code, four types of “event” was defined. Two of these type have a physical meaning and these types are used for the data analysis, while the other two are the single of the detectors.

- **AGATA event**: in this type of event the trigger AGATA & LaBr$_3$:Ce was on, the ToF was selected and the singles were rejected. To do this in the sorting code the following condition were used: there were the trigger AGATA & LaBr$_3$:Ce, there has to be at least a $\gamma$ ray in AGATA with an energy signal in the range of 50-24000 keV and time signal in the range of 1600-1900 ns and at least a $\gamma$ ray in HECTOR$^+$ with an energy signal in the range of 50-24000 keV and time signal in the range of 2-490 ns, the marker AGATA single has to be $= 0$.

- **LaBr$_3$:Ce event**: in this type of event the trigger LaBr$_3$:Ce $M_\gamma \geq 2$ was on and the singles were rejected. To do this, in the sorting code the following condition were used: the trigger LaBr$_3$:Ce $M_\gamma \geq 2$ was on, the marker LaBr$_3$:Ce single has to be $= 0$. There has to be at least two $\gamma$ ray in HECTOR$^+$ with an energy signal in the range of 50-24000 keV and time signal in the range of 2-490 ns

- **LaBr$_3$:Ce single event**: in this type of event the trigger LaBr$_3$:Ce single was on.

- **AGATA single event**: in this type of event the trigger AGATA single was on.

In Tab. 8.4 there are the events acquired for the different events defined in the sorting code for the two reaction studied in this experiment, it is important to point out that the single were scaled.
### Experimental set up for the isospin mixing experiment

**\(^{40}\text{Ca} + ^{40}\text{Ca}\)**  
N. of events: \(7.3 \times 10^8\)

<table>
<thead>
<tr>
<th>Event</th>
<th>Events [%]</th>
<th>Event</th>
<th>Events [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGATA</td>
<td>81%</td>
<td>AGATA</td>
<td>76%</td>
</tr>
<tr>
<td>LaBr(_3):Ce</td>
<td>11%</td>
<td>LaBr(_3):Ce</td>
<td>12%</td>
</tr>
<tr>
<td>AGATA single</td>
<td>1.8%</td>
<td>AGATA single</td>
<td>1.8%</td>
</tr>
<tr>
<td>LaBr(_3):Ce single</td>
<td>4.3%</td>
<td>LaBr(_3):Ce single</td>
<td>5%</td>
</tr>
</tbody>
</table>

**\(^{37}\text{Cl} + ^{44}\text{Ca}\)**  
N. of events: \(7.5 \times 10^8\)

*Tab. 8.4: Number of the events in percent for the different events defined in the sorting code.*
9. Preliminary data analysis of the isospin mixing experiment

In this chapter the first steps of the analysis of the isospin mixing experiment will be described. The aim of this process is to select high-energy $\gamma$-rays emitted by a hot $^{80}$Zr CN formed in a complete fusion reaction, which come mostly from the $\gamma$ decay of the GDR.

The GDR decay is going to be used in later analysis to extract a measure of the isospin mixing probability in $^{80}$Zr, but in the scope of this thesis its study is useful to compare the performances of the HECTOR$^+$ and AGATA demonstrator arrays.

In order to measure the isospin mixing probability we need to compare the GDR $\gamma$ decay in $^{40}$Ca + $^{40}$Ca and $^{37}$Cl + $^{44}$Ca reactions. Unfortunately the $\gamma$ decay from the GDR has a branching ratio of approximately 0.1% if compared to neutron proton decay. Neutrons interacting with $\gamma$ detectors create a spurious increase of counts in the 8-10 MeV energy region which can compromise the physical interpretation of the spectra. For this reason, neutron emission has to be identified and rejected.

Typically, neutrons are identified by the ToF information, therefore it is necessary to have a good time resolution to separate them from the prompt $\gamma$ peak. This means that if neutron emitting channels are populated it is not possible to use the AGATA demonstrator data at high energy, due to its bad time resolution ($\sim$ 25 ns). However, the good energy resolution of the AGATA Demonstrator make it possible to identify all reaction channels where only protons are emitted, removing the need of ToF identification.

As will be shown in sections 9.4 and 9.5, the $^{40}$Ca + $^{40}$Ca reaction only populated proton and alpha particle emitting channels, therefore the full efficiency of the AGATA Demonstrator plus HECTOR$^+$ set up can be exploited. In case of the $^{37}$Cl + $^{44}$Ca reaction, however, all dominant channels are neutron emitting, and only LaBr$_3$:Ce data can be used for the GDR analysis.
The data analysis was focused up to now on 1) the detector calibrations (section 9.1), 2) Doppler correction (section 9.1), 3) evaporation residues identification (section 9.2) and 4) the extraction of low-energy ($E_\gamma \leq 2$ MeV) and high energy ($E_\gamma \geq 4$ MeV) $\gamma$-rays spectra (sections 9.3, 9.4, 9.5 and 9.6) with different conditions for the two arrays (AGATA Demonstrator and HECTOR+).

**9.1. Detector Calibration and Doppler correction**

The energy calibration of the detectors (AGATA and HECTOR+) was done in low energy range (100-2000 keV) before and after the experiment with standard $\gamma$ sources ($^{60}$Co, $^{137}$Cs, $^{133}$Ba, $^{88}$Y and $^{152}$Eu). The calibration in high-energy range was performed by a composite AmBe(Fe) source and with $^{11}$B + D reaction that produce 15.1 MeV $\gamma$ rays.

Time calibration was performed using the different arrival time of the detectors signal. The TDCs were calibrated using a pulse generator and some known delay cables.

The evaporation residues produced in our experiment, have a $\beta = v/c$ that is about 4%, for this reason, as the detectors were positioned at angles different than 90°, a Doppler correction is necessary to have the true value of the energy of the low energy transition of the evaporation residues.

**9.1.1. AGATA Demonstrator calibration**

The spectroscopic performance of the AGATA array is based on the principles of pulse-shape analysis (PSA) and $\gamma$-ray tracking. During the experiment, these operations are performed in real time on a subset of the data by the NARVAL Acquisition system (see also section 8.3), but they also can be performed again after the experiment with a C++ emulator of NARVAL.

The acquisition writes to disk a list-mode file for each detector, containing for each event the digitized pulse signals from the segments and the timestamp information. The emulator mimics the data taking processing
all the files, performing the PSA and the time matching of the data from different crystals, as well as the time matching between AGATA and ancillary data. This procedure is called "replay", because from the point of view of the data processing it is essentially a repetition of the experiment.

The replay was performed in two steps: in the first one, the Pulse Shape Analysis (PSA) was performed for all AGATA detectors, and data with energy, position, and time information for all the segments were saved to disk. In the second step, the data from all the segments were merged and the tracking was performed. The advantage to perform two different steps lays in the fact that the PSA is a very slow process, taking up a large amount of computing power and memory: it took about 1 week to perform the first step with 6 computers working in parallel. The tracking, instead, is a much faster task and could be repeated several times to optimize the parameters, without having to perform the PSA again.

After PSA and tracking processes are completed, the process provides a list-mode file in ROOT tree format (see [37] for more information on ROOT). For each event, the file contains the list of reconstructed gammas, together with their energy, timestamp information and the position of the first interaction, as well as the data of the ancillary detectors received from the VME crate spectra. A sorting code was developed by R. Nicolini and modified to be adapted to our experiment.

9.1.1.1. Time Calibration

Each γ-ray reconstructed by the tracking algorithm is associated to a timestamp, which measures the absolute time from the start of the GTS clock in steps of 10 ns. A more precise information is given by the PSA, that uses a linear interpolation algorithm to determine the start time of the signal. The sum of these two values gives the detection time of the gamma relative to the start time of the GTS.

To have a measurement of the time between an event in AGATA and an event in HECTOR+ it is necessary to compare the AGATA time information (from the timestamp) with the time information provided by AGAVA and processed by the GTS. To achieve the precision required for fast scintillators it is necessary to add to AGATA timestamp the so-called
“phase shift”, which is acquired by one channel of the TDCs and measures when the VME master gate was opened relatively to the GTS clock. In simple words the phase shift is the time difference between the clock of the trigger timestamp (10 ns) an the real arrival time of the trigger measured with a precision of 0.1 ns. A schematic view of the trigger signal and the GTS clock is shown in Fig. 9.1, the AGATA phase shift is enlighten in red.

The AGATA time relative to the trigger time was therefore built as:

\[ t_{\text{gamma}} = T_{\text{AGATA}} + T_{\text{PSA}} - T_{\text{AGAVA}} - T_{\text{phaseshift}} \]  

where \( T_{\text{AGATA}} \) and \( T_{\text{AGAVA}} \) are the timestamps for the gamma and for the ancillary branch of the acquisition system.

Fig. 9.1: A schematic view of the AGATA phase-shift.

In Fig. 9.2 the time spectra of AGATA and LaBr\(_3\):Ce detectors for the two reaction are shown without conditions. Different peaks are associated to different triggers (as shown in Fig. 9.3). The most intense peak is associated to the trigger AGATA & LaBr\(_3\):Ce and has a FWHM of \(~25\) ns. The second most intense peak is associated to the trigger AGATA single and it has a FWHM of \(~21\) ns. This difference become more clear in Fig. 9.3, in which the time spectra of AGATA with different trigger conditions are shown. It is evident that the time resolution is characterized by the HPGe AGATA detectors. AGATA detectors were not aligned but this is a minor correction that does not change the overall resolution.
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Fig. 9.2: The time spectra of AGATA without conditions in the sorting code. The red line is for the $^{40}$Ca + $^{40}$Ca reaction, while the black line is for the $^{37}$Cl + $^{44}$Ca reaction.

Fig. 9.3: The time spectra of the AGATA detectors for the $^{40}$Ca +$^{40}$Ca reaction with different trigger conditions.

It is important to point out that the time resolution of AGATA, that is about 25 ns, is not enough to discriminate a $\gamma$ from a neutron using the ToF technique. The neutrons emitted in this kind of reaction (fusion-evaporation reactions) has an energy of about 2-3 MeV, and for this reason, the time difference between $\gamma$ rays and neutrons is expected to be about 10 ns.
9.1.1.2. Energy Calibration and Doppler correction

The energy calibration of the AGATA detectors was performed together with the PSA. The calibration coefficients for each segment of the 12 detectors, as well as for the core signals, were calculated using data from $^{60}$Co (1173 keV and 1332 keV) calibration run, performed at the beginning of the experiment and verified with the $\gamma$ transitions measured during the experiment.

The $\gamma$ radiation, measured in the experiment, was emitted in flight by the residues nuclei, moving with respect to the laboratory system. The $\gamma$-ray energy is not the same in the laboratory system and in the center of mass system, from the special relativity it is possible to connect the measured energy at the energy in the center of mass system, as follows:

$$E_{\gamma 0} = E_{\gamma} \frac{(1 - \beta \cos \theta)}{\sqrt{1 - \beta^2}} \quad (9.2)$$

where $E_{\gamma 0}$ is the $\gamma$-ray energy in the center of mass system, $E_{\gamma}$ is the detected $\gamma$-ray energy in the laboratory system, $\beta = v/c$ and $\theta$ is the angle between the direction of motion and the emitted $\gamma$ ray. Using equation 9.2 a recalibration of the experimental data was perform to obtain the measured $\gamma$-ray energy in the center of mass system.

It is important to take into account that the uncertainty on the angle ($\Delta \theta$) introduce an uncertainty on the value of the $\gamma$-ray energy in the center of mass system, called Doppler broadening [75]:

$$\Delta E = 2E_{\gamma 0}\beta \sin \theta \sin \theta \Delta \theta. \quad (9.3)$$

However PSA allows to achieve a ~5 mm precision on the position of the interaction, therefore reducing the Doppler broadening.

As a first step, it is necessary to identify the correct value of the $\beta$ parameter. Since a great precision is required for $\beta$ parameter, a value of $\beta$ with an uncertain smaller than 1% cannot calculated from the reaction kinematics only but must directly extracted from data. A code that spans a range of different values of $\beta$ was used to find the one that maximizes the peak intensity and better reproduces the tabulated value of the $\gamma$-ray energy. This procedure was done only for the most populated residues nuclei for the
two reactions (see section 9.2 for the population of the evaporation residues), that are $^{76}$Kr (for $^{40}$Ca + $^{40}$Ca) and $^{78}$Kr (for $^{37}$Cl + $^{44}$Ca).

In Tab. 9.1, the values of $\beta$ obtained from the code are shown. These values are slightly smaller than the expected value, due to the fact that in theoretical calculation, performed to find the $\beta_{\text{expected}}$ value, the energy loss in the target was not included.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>$\beta_{\text{expected}}$</th>
<th>$\beta_{\text{simulation}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{40}$Ca + $^{40}$Ca</td>
<td>0.042</td>
<td>0.038</td>
</tr>
<tr>
<td>$^{37}$Cl + $^{44}$Ca</td>
<td>0.035</td>
<td>0.028</td>
</tr>
<tr>
<td>$^{11}$B + D</td>
<td>0.050</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Tab. 9.1: Comparison between theoretical values of $\beta$ ($\beta_{\text{expected}}$) and the same values obtained from the code $\beta_{\text{simulation}}$. This values maximize the peak intensity and they are the values of $\beta$ that better reproduced the expected value of the $\gamma$-rays energy.

Fig. 9.4 shows the energy spectra of the $^{11}$B + D reaction before and after the Doppler correction.

![Energy spectra](image)

Fig. 9.4: The energy spectra at 15.1 MeV before (black line) and after the Doppler correction (red line).

After the Doppler correction, it is possible to extract the energy resolution (for the two reaction) and the linearity of the AGATA Demonstrator up to 15 MeV, that the detectors providing during the data
taking. The AGATA energy resolution trend for the two reactions is shown in Fig. 9.5. The linearity of AGATA Demonstrator (defined as $|E_{\text{meas}} - E_{\text{true}}|/E_{\text{true}}$ where $E_{\text{true}}$ is the tabulated value for the $\gamma$ line and $E_{\text{meas}}$ is the measured value after the Doppler correction) is shown in Fig. 9.6. As can be observed in the plots the resolution is the order of 6 keV at 1 MeV and the linearity is below the 0.2% up to 15.1 MeV.

Fig. 9.5: The energy resolution of the AGATA Demonstrator for the two reaction (top panel $^{40}$Ca + $^{40}$Ca, bottom panel $^{37}$Cl + $^{44}$Ca) is shown. The black line represents the energy resolution trend ($\text{FWHM}/E \propto 1/\sqrt{E}$). In the top panel the points that are not exactly on the curve are the $\gamma$ lines from the residues $^{74}$Kr and $^{77}$Rb; the optimization of $\beta$ parameter was done only for the residue $^{76}$Kr.
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9.1.2. HECTOR$^+$ calibration

The aim of this section is to describe the calibration of the HECTOR$^+$ array. In particular, in section 9.1.1.1 the time calibration will be presented, while in section 9.1.1.2 the energy calibration and the Doppler correction will be discussed.

9.1.2.1. Time Calibration

The same data analysis procedure described in the previous section was applied for LaBr$_3$:Ce event. The timing information was obtained from the CFD output of the BaFpro module, sent through a delay unit and then to the TDCs. During the experiment, a time signal was acquired for each LaBr$_3$:Ce crystal using a TDC. The TDCs worked in "common start" configuration, indeed all the TDCs have as start the master gate signal (described in section 8.4) and the stop is given by the CFD delayed signal of each detector. The time spectra are defined as the time difference between two events in HECTOR$^+$ or one event in HECTOR$^+$ and one event in AGATA (due to the definition of the event classes in section 8.4).

In Fig. 9.7 the LaBr$_3$:Ce time spectra are shown for the two reaction are shown without conditions. The different peaks were associated to different

![Graph showing linearity vs energy for AGATA Demonstrator.](image)

*Fig. 9.6: The linearity of AGATA Demonstrator is shown. It is important to note the value at 15.1 MeV (the blue point).*
triggers. The large structured peak was associated to the trigger AGATA & LaBr3:Ce and it has a FWHM of ~25 ns. The different peaks, between 75 and 80 ns, were associated to the trigger LaBr3:Ce $M_T \geq 2$ and they have a FWHM of ~2 ns. The spike at 70 ns is the auto coincidence peak. The other structures were associated to the trigger LaBr3:Ce single and AGATA single. The peaks associated to the different triggers are displayed in a clearer way in Fig. 9.8, in which the time spectra of LaBr3:Ce detectors are shown with different trigger conditions.

![Graph showing time spectra](image)

**Fig. 9.7:** The time spectra of one of LaBr3:Ce detector without conditions in the sorting code. The red line is for the $^{40}$Ca $+ ^{40}$Ca reaction, while the black line is for the $^{37}$Cl $+ ^{44}$Ca reaction.

![Graph showing time spectra with different trigger conditions](image)

**Fig. 9.8:** The time spectra of one of the LaBr3:Ce detectors for the $^{40}$Ca $+ ^{40}$Ca reaction with different trigger conditions.
The spectra, in Fig. 9.9, are produced by selecting in the sorting code the $\text{LaBr}_3:\text{Ce}$ event conditions, defined as in section 8.4 (in this type of event the trigger $\text{LaBr}_3:\text{Ce} M_y \geq 2$ was on, the singles were rejected. In the sorting code the following condition were used: the trigger $\text{LaBr}_3:\text{Ce} M_y \geq 2$ was on, the marker $\text{LaBr}_3:\text{Ce}$ single has to be $= 0$). These time spectra were obtained by selecting one of the HECTOR$^+$ detector in coincidence with another one. The peak, centered at 90 ns, has a time resolution of $\sim 1.8$ ns as shown in the right panel of Fig. 9.9 (that is a typical in beam $\text{LaBr}_3:\text{Ce}$ time resolution produced using BaFpro module). There is also an evident background due to random coincidences. The background of the two reactions is different, in the $^{37}\text{Cl} + ^{44}\text{Ca}$ reaction is larger than in the $^{40}\text{Ca} + ^{40}\text{Ca}$ reaction. In the spectrum of $^{37}\text{Cl} + ^{44}\text{Ca}$ there is a second “bump” about 10 ns after the coincidence peak, that correspond to the neutrons peak.

![Fig. 9.9: The time spectra of one HECTOR$^+$ detectors with respect to another one is shown. The black line is for the $^{40}\text{Ca} + ^{40}\text{Ca}$ reaction, while the red line is for the $^{37}\text{Cl} + ^{44}\text{Ca}$ reaction. In left panel in log scale to enhance the neutron peak in $^{37}\text{Cl} + ^{44}\text{Ca}$ and the background, in the right one in linear scale to enhance the good time resolution of $\text{LaBr}_3:\text{Ce}$ detectors (FWHM $\sim 1.8$ ns).](image)

In Fig. 9.10 the time spectra of one HECTOR$^+$ detectors, in coincidence to AGATA Demonstrator are shown for the two reactions. The time peak is not symmetric due to the bad alignment of the AGATA crystals. In the preliminary part of the data analysis the crystals were not aligned, because of time resolution of the AGATA Demonstrator that is about 20 ns and alignment does not produce a significant improvement in time resolution, for the neutron rejection. As for Fig. 9.9, the background of the two reactions
is different: in the $^{37}\text{Cl} + ^{44}\text{Ca}$ reaction it is about 9 times larger than in the $^{40}\text{Ca} + ^{40}\text{Ca}$ reaction.

![Fig. 9.10: The time spectra of one HECTOR detector in coincidence to AGATA Demonstrator is shown. The black line is for the $^{40}\text{Ca} + ^{40}\text{Ca}$ reaction, while the red line is for the $^{37}\text{Cl} + ^{44}\text{Ca}$ reaction.](image)

**9.1.2.2. Energy Calibration and Doppler correction**

LaBr$_3$:Ce were calibrated in energy with standard radioactive sources such as $^{60}\text{Co}$, $^{137}\text{Cs}$, $^{133}\text{Ba}$ and $^{88}\text{Y}$ before and after the experiment. Energy drifts were checked during all the experiment by using the internal activity peak (about 1460 keV) (see section 8.2). There were no energy drifts during the measurement. For this reason, from the different calibration runs, we have chosen those which were performed exactly after and before the data taking.

The Doppler correction of LaBr$_3$:Ce detectors was much more complicated than for the AGATA Demonstrator. There were a great uncertainty on the detector positions due to the size of the crystal and to the mechanical supports used in the experiment. Furthermore, it was not possible to exactly evaluate the distance of the detector from the target and their orientation with respect to the target. As consequence, the most intense gamma line, of the two reactions, was chosen; the angle (the detector position) was calculated in such a way that the Doppler-corrected energy corresponds to the tabulated value for that $\gamma$ line. The used $\beta$ was the same.
that was calculated for the AGATA Demonstrator (see last column of the table Tab. 9.1).

**Fig. 9.11:** The energy resolution of the LaBr₃:Ce detectors is shown (top panel ⁴⁰Ca + ⁴⁰Ca, bottom panel ³⁷Cl + ⁴⁴Ca). The black line represents the energy resolution trend (FWHM/E \(\propto 1/\sqrt{E}\)). The detector six has a worst energy resolution respect the others detectors.

After the Doppler correction, the energy resolution (for the two reaction) and the linearity of the LaBr₃:Ce detectors were evaluated and the results are shown in Fig. 9.11 and in Fig. 9.12. The FWHM was of a order of 40 keV at 1 MeV. The peaks in the ⁴⁰Ca+⁴⁰Ca reaction appear larger than in the ³⁷Cl + ⁴⁴Ca because a larger number of residues were populated and some \(\gamma\) transitions cannot be properly resolved with LaBr₃:Ce detectors. The
linearity is defined as $|E_{\text{meas}} - E_{\text{true}}|/E_{\text{true}}$ where $E_{\text{true}}$ is the tabulated value for the $\gamma$ line and $E_{\text{meas}}$ is the measured value after the Doppler correction as shown in Fig. 9.12.

![Graph showing linearity of HECTOR+ array](image)

Fig. 9.12: The linearity of HECTOR+ array is shown (top panel $^{40}\text{Ca} + ^{40}\text{Ca}$, bottom panel $^{37}\text{Cl} + ^{44}\text{Ca}$).

After the Doppler correction procedure, the energy spectra of LaBr3:Ce detectors were aligned. The aligned spectra were summed to have a spectrum, that will called LaBr3:Ce sum. The energy resolution of the LaBr3:Ce sum for the two reaction is shown in Fig. 9.13; as expected there is a little variation with respect to the energy resolution of the single detectors. The points also in this case generally follow the FWHM/E $\propto 1/\sqrt{E}$ trend. The differences in the energy resolution of the different evaporation residues $\gamma$
lines is due to the different β value (the different number of emitted particles could modify the velocity of the residual nucleus). The linearity of the LaBr₃:Ce sum is shown in Fig. 9.14. It is generally better than the one of the single detectors.

![Energy Resolution vs. Energy](image1)

**Fig. 9.13:** The energy resolution of the LaBr₃:Ce is shown (⁴⁰Ca + ⁴⁰Ca black squares, ³⁷Cl + ⁴⁴Ca red points). The grey line (⁴⁰Ca + ⁴⁰Ca) and the orange (³⁷Ca + ⁴⁴Ca) represent the energy resolution trend (FWHM/E ∝ 1/√E). The point are not exactly on the curves because they are obtained by the sum, and the curves are normalized on a specific γ line.

![Linearity vs. Energy](image2)

**Fig. 9.14:** The linearity of the LaBr₃:Ce sum is shown (⁴⁰Ca + ⁴⁰Ca black squares, ³⁷Cl + ⁴⁴Ca red points).
9.2. Identification of the evaporation residues

In the first stage of the statistical decay of the CN, when the excitation energy is larger than the nucleon separation energy, there is the particles evaporation process; as the excitation energy become smaller than the neutron separation energy $\gamma$ emission is the only possible process to dissipate energy (see section 2.1). The evaporation residues are the nuclei that remains after the particles emissions. The particles emission probability and as consequence the evaporation residues population could be theoretical calculated by using DCASCADE code [44]. The theoretical calculation results are shown in Tab. 9.2 ($^{37}$Cl + $^{44}$Ca reaction) and in Tab. 9.3 ($^{40}$Ca + $^{40}$Ca reaction).

The evaporation residues population confirm the fact that, in the $^{40}$Ca + $^{40}$Ca reaction, neutron emitting channels are not populated. Theoretical calculations are consistent to the experimental data as shown in Fig. 9.9 in which the neutrons peak is present only for the $^{37}$Cl + $^{44}$Ca reaction.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Z</th>
<th>N</th>
<th>Emitted particles</th>
<th>Population [%]</th>
<th>Strongest $\gamma$-line [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Even-even</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{78}$Kr</td>
<td>36</td>
<td>42</td>
<td>1p, 2n</td>
<td>38.6</td>
<td>454.9</td>
</tr>
<tr>
<td>$^{74}$Se</td>
<td>34</td>
<td>40</td>
<td>1\alpha, 1p, 2n</td>
<td>4.5</td>
<td>634.6</td>
</tr>
<tr>
<td>Even-odd</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{77}$Kr</td>
<td>36</td>
<td>41</td>
<td>1p, 3n</td>
<td>17.2</td>
<td>724.3</td>
</tr>
<tr>
<td>$^{75}$Br</td>
<td>35</td>
<td>40</td>
<td>1\alpha, 2n</td>
<td>8.6</td>
<td>518.0</td>
</tr>
<tr>
<td>$^{77}$Br</td>
<td>35</td>
<td>42</td>
<td>1\alpha</td>
<td>7.3</td>
<td>575.9</td>
</tr>
<tr>
<td>$^{75}$Se</td>
<td>34</td>
<td>41</td>
<td>1\alpha, 1p, 1n</td>
<td>6.1</td>
<td>76.8</td>
</tr>
<tr>
<td>Odd-odd</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{80}$Rb</td>
<td>37</td>
<td>41</td>
<td>3n</td>
<td>8.3</td>
<td>773</td>
</tr>
<tr>
<td>$^{78}$Br</td>
<td>35</td>
<td>43</td>
<td>2p, 1n</td>
<td>4.3</td>
<td>180.9</td>
</tr>
</tbody>
</table>

Tab. 9.2: The list of the evaporation residues populated in the $^{37}$Cl + $^{44}$Ca reaction. Z is the number of protons and N the number of neutrons. In the column “Emitted particle”, n stay for neutrons and p for protons and \alpha for alpha particles. The decay of the $^{81}$Rb nucleus was calculated by using DCASCADE code [44].
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<table>
<thead>
<tr>
<th>Residue</th>
<th>Z</th>
<th>N</th>
<th>Emitted particles</th>
<th>Population [%]</th>
<th>Strongest $\gamma$-line [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Even-even</td>
<td>(^{76}\text{Kr})</td>
<td>36</td>
<td>40</td>
<td>4p</td>
<td>33.2</td>
</tr>
<tr>
<td></td>
<td>(^{74}\text{Kr})</td>
<td>36</td>
<td>38</td>
<td>1$\alpha$, 2p</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>(^{70}\text{Se})</td>
<td>34</td>
<td>36</td>
<td>2$\alpha$, 2p</td>
<td>3.3</td>
</tr>
<tr>
<td>Even-odd</td>
<td>(^{77}\text{Rb})</td>
<td>37</td>
<td>40</td>
<td>3p</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td>(^{73}\text{Br})</td>
<td>35</td>
<td>38</td>
<td>1$\alpha$, 3p</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>(^{77}\text{Sr})</td>
<td>38</td>
<td>39</td>
<td>2p,1n</td>
<td>2.9</td>
</tr>
<tr>
<td>Odd-odd</td>
<td>(^{76}\text{Rb})</td>
<td>37</td>
<td>39</td>
<td>3p,1n</td>
<td>13.1</td>
</tr>
</tbody>
</table>

Tab. 9.3: The list of the evaporation residues populated in the \(^{40}\text{Ca} + ^{40}\text{Ca}\) reaction. Z is the number of protons and N the number of neutrons. In the column “Emitted particle”, n stay for neutrons and p for protons and $\alpha$ for alpha particles. The decay of the \(^{80}\text{Zr}\) nucleus was calculated by using DCASCADE code [44].

The evaporation residues decay is characterized by the emission of a low-energy $\gamma$ rays. These low-energy $\gamma$ lines were detected by the AGATA Demonstrator and by the HECTOR$^+$ array.

In Fig. 9.15, in Fig. 9.16, in Fig. 9.17 and in Fig. 9.18 the low-energy spectra for AGATA Demonstrator and the HECTOR$^+$ array are shown. In the AGATA $\gamma$ spectra it is possible to have a clear separation from the lines of one of an evaporation residue to the lines of another one; instead in LaBr\(_3\):Ce detectors the separation is less clear, and it is not possible to have a complete separation of the gamma rays from different residues, especially in the \(^{40}\text{Ca} + ^{40}\text{Ca}\) reaction. For the \(^{37}\text{Cl} + ^{44}\text{Ca}\) reaction, also in LaBr\(_3\):Ce detectors there is a good separation between the low-energy $\gamma$ lines (see Fig. 9.18), because only a residue, \(^{78}\text{Kr}\), was populated with a great intensity.

To check that the measured $\gamma$-rays emitted from the evaporation residues are populated as predicted from the theoretical model, the spectra of the AGATA Demonstrator are weighted with the efficiency curve, for both reactions. The efficiency curve was calculated by using a calibration run in which a \(^{152}\text{Eu}\) source was used. The comparison of the evaporation residues population between the theoretical model and the experimental data was done for both reaction, but it is more interesting for \(^{40}\text{Ca} + ^{40}\text{Ca}\).
reaction, because in case of $^{37}$Cl + $^{44}$Ca reaction only a residues ($^{78}$Kr) was populated in most of cases.

Fig. 9.15: Low-energy spectrum of AGATA Demonstrator for $^{40}$Ca + $^{40}$Ca reaction. The $\gamma$ lines indicated by points are the identified emissions for different evaporation residues (red points $^{76}$Kr, green points $^{77}$Rb and blue points $^{74}$Kr). There are some peaks, that are not marked by point. These peak are the $\gamma$ lines of other residues (see Tab. 9.3).

Fig. 9.16: Low-energy spectrum of LaBr$_3$:Ce detectors for $^{40}$Ca + $^{40}$Ca reaction. The $\gamma$ lines indicated by points are the identified emissions for different evaporation residues (red points $^{76}$Kr, green points $^{77}$Rb and blue points $^{74}$Kr).
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Fig. 9.17: Low-energy spectrum of AGATA Demonstrator for $^{37}$Cl + $^{44}$Ca reaction. The $\gamma$ lines indicated by points are the identified emissions for different evaporation residues (green points $^{78}$Kr and red points $^{78}$Rb). There are some peaks, that are not marked by points. These peaks are the $\gamma$ lines of other residues (see Tab. 9.2).

Fig. 9.18: Low-energy spectrum of LaBr$_3$:Ce detectors for $^{37}$Cl + $^{44}$Ca reaction. The $\gamma$ lines indicated by points are the identified emissions for different evaporation residues (green points $^{78}$Kr).

The residues that are mostly populated in $^{40}$Ca + $^{40}$Ca reaction are three: $^{76}$Kr, $^{74}$Kr and $^{77}$Rb. The theoretical prediction of the DCASCADE code is compared to the experimental results in Tab. 9.4. The experimental data confirm the prediction of the model. The values of the DCASCADE model
reported in Tab. 9.4 are slight different from the ones of Tab. 9.3, because in this case only these three main residues are considered.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Population DCASCADE</th>
<th>Population Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>^76Kr</td>
<td>48%</td>
<td>47%</td>
</tr>
<tr>
<td>^74Kr</td>
<td>27%</td>
<td>22%</td>
</tr>
<tr>
<td>^77Rb</td>
<td>25%</td>
<td>31%</td>
</tr>
</tbody>
</table>

Tab. 9.4: Population of residues of the ^40Ca + ^40Ca reaction. The theoretical prediction of the DCASCADE code is compared to the experimental results.

**9.3. Analysis of types of events**

The CN could decay by emitting $\gamma$ rays of different nature, as explained in section 2.1. The $\gamma$ rays of different nature were detected in the different arrays of the experimental set up.

To select the events that satisfy trigger conditions, it is necessary to detect at least two $\gamma$ rays in coincidence (see section 8.4) and to select $\gamma$ rays coming from the target (their time signal has to be in the prompt-$\gamma$ peak). The selection of the $\gamma$-line coming from the target was used to reduce the random coincidences.

In the following data analysis, the two classes of event (the AGATA event and the LaBr$_3$:Ce event), explained in section 8.4, will be consider separately. In these two classes of event was already included the conditions of detecting at least two $\gamma$ rays in coincidence. The two classes of event were analyzed separately in sections 9.4.1 and 9.4.2 for the ^40Ca + ^40Ca reaction and in sections 9.5.1 and 9.5.2 for the ^37Cl + ^44Ca reaction.

In case of the AGATA event, the $\gamma$ multiplicity in AGATA was selected equal to 1 or 2 ($M_{\gamma,AGATA} = 1$ or $M_{\gamma,AGATA} = 2$) and the $\gamma$ multiplicity of LaBr$_3$:Ce detectors was selected equal to 1 ($M_{\gamma,LaBr_3} = 1$). These conditions imply a loss of statistic of 3% with respect to the case in which there is not selection on the gamma multiplicity in AGATA and in HECTOR$^+$. Otherwise in case of LaBr$_3$:Ce event, the $\gamma$ multiplicity in HECTOR$^+$ was selected equal to
2 \( (M_{\gamma}, \text{LaBr}_3 = 2) \) and the value of multiplicity larger than two were rejected. This condition implies a loss of statistic of 6%.

In the AGATA event the time resolution is dominated by the resolution of the AGATA Demonstrator (FWHM ~ 25 ns), instead in the LaBr\(_3\):Ce event the time resolution is about 1.8 ns that is the typical resolution of the LaBr\(_3\):Ce detectors during an experiment (see Fig. 9.19). The selection on the prompt \( \gamma \) peak was done only in the case of LaBr\(_3\):Ce event, because only in this case it is possible to distinguish the prompt peak from the neutron peak. In LaBr\(_3\):Ce time spectrum, for the LaBr\(_3\):Ce event, in the \( ^{37}\text{Cl} + ^{44}\text{Ca} \) reaction (black line in Fig. 9.19) it is possible to see the neutrons peak.

![Time spectra for the \( ^{37}\text{Cl} + ^{44}\text{Ca} \) reaction of one of LaBr\(_3\):Ce for an AGATA event (red line) and for a LaBr\(_3\):Ce event (black line). The time resolution of the LaBr\(_3\):Ce event is better than the time resolution of AGATA event, because the black spectrum has the time resolution of the LaBr\(_3\):Ce detectors (about 2 ns), instead the red one has the time resolution of the AGATA Demonstrator.](image)

9.4. Data analysis of the \( ^{40}\text{Ca} + ^{40}\text{Ca} \) reaction

The \( ^{40}\text{Ca} + ^{40}\text{Ca} \) reaction produces the compound nucleus \( ^{80}\text{Zr} \), a proton rich nucleus (it is near the proton drip line) and as consequence it decays by emitting protons and gammas. The neutron emitting channels were not expected as shown in section 9.2.
9.4.1. \textit{LaBr}_3:Ce events

To produce the high-energy spectra, it is necessary to select the prompt $\gamma$ peak to reduce the background.

The time spectrum of one of the HECTOR$^+$ detectors is shown in Fig. 9.20. A gate on the prompt gamma emission was done. The region of the gate is identified by red lines in Fig. 9.20. The low-energy spectrum obtained with this gate is shown in Fig. 9.21 with a blue line. While, the off gate spectrum (red line in Fig. 9.21) was obtained by selecting the area outside the red lines in Fig. 9.20. The off gate spectrum (red line in Fig. 9.21) is composed only by the background (internal radioactivity and 511 keV) instead the time gated spectrum (blue line in Fig. 9.21) shows only the peaks that are from the evaporation residues without the background.

Fig. 9.22 shows the energy versus time matrix that was used to better understand the time spectra and to do more precise gate. The five regions in Fig. 9.22 correspond: 1) the prompt $\gamma$ peak, 2) the auto coincidence peak, 3) the region between the auto coincidence and the prompt peak, 4) the region in which is expected the neutron peak and 5) the random coincidences background.

![Fig. 9.20: The time spectrum of one of the HECTOR$^+$ detectors. The two vertical-red lines indicated the gate on the prompt $\gamma$ peak. The spike at the beginning of the spectrum is the auto coincidence peak.](image)
9.4 Data analysis of the $^{40}\text{Ca} + ^{40}\text{Ca}$ reaction

Fig. 9.21: The low-energy spectra of one of $\text{LaBr}_3$:Ce detector with different gate conditions are shown. The black line represents the spectrum without gate, the blue line represents the spectrum with gate on the prompt peak and the red line represents the spectrum with the gate in the regions outside the prompt peak.

Fig. 9.22: Energy versus time matrix of one $\text{LaBr}_3$:Ce detector in the case of $\text{LaBr}_3$:Ce event.

The high-energy spectrum of $\text{LaBr}_3$:Ce sum, obtained in coincidence with the prompt $\gamma$ peak, is shown in Fig. 9.23 by black squares. This spectrum it is characterized by a constant background in the energy range of 20-22 MeV. In Fig. 9.23 it is possible to see also the same spectrum with a background subtraction, represented by red points. The background was obtained by fitting with a constant between 20-22 MeV. Using more
restrictive time gate it is possible to reduce (or to eliminate) the background without the constant subtraction. The spectrum obtained in this way is practically identical to the one shown in Fig. 9.23 by red points.

![Fig. 9.23: The energy spectrum of LaBr₃:Ce sum with the time gate shown in Fig. 9.20 (black squares) and the same spectrum with background subtraction (red points).](image)

### 9.4.2. AGATA events

To have a good high energy spectrum it is important to reject the neutrons, because they modify the shape of high energy spectrum in the energy range of 8 to 10 MeV. The time resolution in case of AGATA event is about 25 ns, and with this time resolution it is not possible to distinguish the neutrons from γ rays. In the case of the $^{40}\text{Ca} + ^{40}\text{Ca}$ reaction neutron evaporation is not expected (see section 9.2), for this reason the high energy spectrum produced in case of LaBr₃:Ce event is expected to be identical of the one produced in case of AGATA event.

The time spectrum of one of the HECTOR* detectors in coincidence with the AGATA Demonstrator is shown in Fig. 9.24. A gate on the prompt gamma peak was done. The region of the gate is identified by the two red lines in Fig. 9.24 as of in the case of LaBr₃:Ce event. The low-energy spectrum
obtained with this gate is shown in Fig. 9.25 with a blue line. The energy off gate (the area outside the red lines in Fig. 9.24) spectrum is shown by a red line in Fig. 9.25. This spectrum is composed by the internal radioactivity but in this case there are also some evaporation residues $\gamma$ lines, due to the bad time resolution of the AGATA Demonstrator; indeed it is not possible to do a selective gate as in the case of LaBr$_3$:Ce event. Time gated spectrum (blue line) shows only the peaks that are from the evaporation residues of the reaction with a smaller background with respect to the black spectrum (the total one).

Also in case of AGATA event, the energy versus time matrix is reported in Fig. 9.26. In this case it is not possible to do different cuts so as to select the different time structures due to the bad time resolution of AGATA Demonstrator.

![Image](image.png)

*Fig. 9.24: The time spectrum of one of the HECTOR* detectors in coincidence with AGATA Demonstrator. The two vertical-red lines indicated the gate on the prompt $\gamma$ peak.*
Fig. 9.25: The low-energy spectra of one of LaBr$_3$:Ce detector with different gate conditions. The black line represents the spectrum without gate, the blue line represents the spectrum with gate on the prompt peak for AGATA event (see Fig. 9.24) and the red represents line the spectrum with the gate in the regions outside the prompt peak.

Fig. 9.26: Energy versus time matrix of one LaBr$_3$:Ce detector in the case of AGATA event.

The high-energy spectrum of LaBr$_3$:Ce sum, obtained in coincidence with the $\gamma$ peak (using the gate of Fig. 9.24), is shown in Fig. 9.27 by black squares. This spectrum it is characterized by a constant background in the energy range of 20-22 MeV. In Fig. 9.27 it is possible to see also the same spectrum with a background subtraction, represented by red points (the background was obtained by fitting with a constant between 20 and 22
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MeV). Using more restrictive time gate it is possible to reduce (or to eliminate) the background without the constant subtraction. The spectrum obtained in this way is practically identical to the one shown in Fig. 9.27 by red points.

In Fig. 9.28 there is the AGATA Demonstrator high-energy spectrum with time gate.

![Graph showing energy spectrum comparison](image)

Fig. 9.27: The energy spectrum of $\text{LaBr}_3:\text{Ce}$ sum with the time gate shown in Fig. 9.24 (black squares) and the same spectrum with background subtraction (red points).

In Fig. 9.29 there is the comparison between the $\text{LaBr}_3:\text{Ce}$ sum high-energy spectrum, in case of AGATA event (black squares) with a time gate of 30 ns (as shown in Fig. 9.24) and in the case of $\text{LaBr}_3:\text{Ce}$ event (red points) and with a time gate of 2 ns (as shown in Fig. 9.20). There is not significant differences between the two spectra in the energy range of 8-10 MeV, and as consequence we can conclude that, as expected (see section 9.2) there is no neutron contribution, as is clearly shown in Fig. 9.30. This Fig. shows the ratio between the two spectra ($\text{LaBr}_3:\text{Ce}$ event and AGATA event) represented by red points.
Fig. 9.28: The energy spectrum of AGATA Demonstrator with the time gate in Fig. 9.24 is shown.

Fig. 9.29: Comparison between the LaBr$_3$:Ce sum spectrum in case of LaBr$_3$:Ce event (red points) and the one in case of AGATA event (black squares). The two spectra are normalized at 4 MeV.
9.5 Data analysis of the $^{37}$Cl + $^{44}$Ca reaction

The $^{37}$Cl + $^{44}$Ca reaction produces the compound nucleus $^{81}$Rb, that is a nucleus near the stability valley, and as a consequence it decays by emitting neutrons, protons, alpha particles and gammas. The expected evaporation residues are shown in section 9.2. In this reaction is expected a contribution from neutron evaporation. The neutrons contribution modifies the high-energy spectrum in the energy region of 8-10 MeV, and for this reason, it will be very important to separate neutrons from γ-rays.

9.5.1. LaBr$_3$:Ce events

To produce the high-energy spectra, it is necessary to have a coincidence with the prompt γ peak. To have a good high energy spectrum it is important to reject the neutrons (that are present in $^{37}$Cl + $^{44}$Ca reaction). The time resolution of the HECTOR$^+$ array in case of LaBr$_3$:Ce event is about 1.8 ns, that allows to distinguish neutrons from γ rays.
The time spectrum of one of the HECTOR$^+$ detectors is shown in Fig. 9.31. A gate on the prompt gamma peak was done (the region of the gate is identified by the red lines in Fig. 9.31). The low-energy spectrum obtained with this gate is shown in Fig. 9.32 with a blue line. The energy off gate (that is the area outside the red lines in Fig. 9.31) spectrum is shown by red line in Fig. 9.32. This spectrum (red line) is composed manly by the background (internal radioactivity and 511keV) whereas the time gated spectrum (blue line) shows only the peaks from the evaporation residues of the reaction with a reduced background with respect to the total spectrum (black line).

Fig. 9.33 shows the energy versus time matrix that was used to better understand the time spectra and to do more precise gates. Five regions were selected: 1) the prompt $\gamma$ peak region between 88 ns and 92 ns, 2) the auto coincidence peak region between 69 ns and 71 ns, 3) the region between the auto coincidence and the prompt peak (between 72 ns and 82 ns), 4) the neutron peak region between 94 ns and 104 ns and 5) the random coincidences background region (between 110 ns and 160 ns).

![Fig. 9.31: The time spectrum of one of the HECTOR$^+$ detectors. The two vertical-red lines indicated the gate on the prompt $\gamma$ peak. The spike at the beginning of the spectrum is the auto coincidence peak. The peak centered in 100 ns is due the presence of neutron evaporation.](image-url)
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Fig. 9.32: The low-energy spectra of one of LaBr$_3$:Ce detector with different gate conditions. The black line represents the spectrum without gate, the blue line represents the spectrum with gate on the prompt peak of Fig. 9.31 and the red line the spectrum with the gate in the regions outside the prompt peak.

Fig. 9.33: Energy versus time matrix of one LaBr$_3$:Ce detector in the case of LaBr$_3$:Ce event.

The high-energy spectrum of LaBr$_3$:Ce sum, obtained in coincidence with the prompt $\gamma$ peak (the used gate was the same of Fig. 9.31), is shown in Fig. 9.34 by black squares. This spectrum is characterized by a constant background in the energy range of 20-22 MeV. In Fig. 9.34 it is possible to see also the spectrum with a background subtraction, represented by green points (the background was obtained by fitting with a constant between 20-
Preliminary data analysis of the isospin mixing experiment

Using more restrictive time gate it is possible to reduce (or to eliminate) the background without the constant subtraction. The spectrum obtained in this way is practically identical to the one shown in Fig. 9.34 by green points.

![Energy spectrum comparison](image)

*Fig. 9.34: The energy spectrum of LaBr$_3$:Ce sum with the time gate shown in Fig. 9.31 (black squares) and the same spectrum with background subtraction (green points).*

### 9.5.2. AGATA events

As it was discussed before, the rejection of the neutrons is very important because neutron events modify the shape of high-energy spectrum in the energy range of 8 to 10 MeV. The time resolution, in case of AGATA event, is about 25 ns; with this time resolution it is not possible to distinguish the neutrons from $\gamma$ rays. The $^{37}$Cl + $^{44}$Ca reaction produces the compound nucleus $^{81}$Rb, and as a consequence neutron emitting channels were expected as discussed in section 9.2. Therefore the high-energy spectrum produced in case of LaBr$_3$:Ce event is expected to be different with respect to the one produced in case of AGATA event, in the region between 8 and 10 MeV.
9.5 Data analysis of the $^{37}$Cl + $^{44}$Ca reaction

The time spectrum of one of the HECTOR$^+$ detectors in coincidence with the AGATA Demonstrator is shown in Fig. 9.35. A gate on the prompt-gamma peak was done (the region of the gate is identified by the red lines in Fig. 9.35 as of in the case of LaBr$_3$:Ce event). The energy spectrum obtained with this gate is shown in Fig. 9.36 with a blue line. The energy off gate (that is the area outside the two vertical-red lines in Fig. 9.35) spectrum is represented by a red line in Fig. 9.36. This spectrum (red line) is composed by the background but in this case there is also a contribution of the $\gamma$ lines associated to fusion-evaporation residues, due to the bad time resolution. In case of AGATA event it is not possible to do a selective gate as in the case of LaBr$_3$:Ce event. Time gated spectrum (blue line) shows only the peaks from the evaporation residues of the reaction with a smaller background with respect to total spectrum (black line).

Also in case of AGATA event, the energy versus time matrix is reported in Fig. 9.37. In this case it is not possible to distinguish different regions due to the bad time resolution of AGATA Demonstrator. It is therefore not possible to separate the neutron contribution from the prompt gamma peak.

![Image of time spectrum](image-url)  

Fig. 9.35: The time spectrum of one of the HECTOR$^+$ detectors in coincidence with AGATA Demonstrator. The two vertical-red lines indicated the gate on the prompt $\gamma$ peak.
Fig. 9.36: The low-energy spectra of one of LaBr₃:Ce detector with different gate conditions. The black line represents the spectrum without gate, the blue line represents the spectrum with gate on the prompt peak for AGATA event (see Fig. 9.35) and the red line represents the spectrum with the gate in the regions outside the prompt peak.

Fig. 9.37: Energy versus time matrix of one LaBr₃:Ce detector in the case of AGATA event.

The high-energy spectrum of LaBr₃:Ce sum, obtained in coincidence with the prompt γ peak (using the gate of Fig. 9.35), is shown in Fig. 9.38 by black squares. This spectrum it is characterized by a constant background in the energy range of 20-22 MeV. In Fig. 9.38 it is possible to see also the same spectrum with a background subtraction, represented by green points (the background was obtained by fitting with a constant between 20-22 MeV).
9.5 Data analysis of the $^{37}\text{Cl} + ^{44}\text{Ca}$ reaction

Using more restrictive time gate it is possible to reduce (or to eliminate) the background without the constant subtraction. The spectrum obtained in this way is practically identical to the one shown in Fig. 9.23 by red points.

In Fig. 9.39 there is the AGATA Demonstrator high-energy spectrum with time gate.

![Graph](image)

*Fig. 9.38: The energy spectrum of $\text{LaBr}_3:\text{Ce}$ sum with the time gate shown in Fig. 9.35 (black squares) and the same spectrum with background subtraction (green points).*

In Fig. 9.40 there is the comparison between the $\text{LaBr}_3:\text{Ce}$ sum high-energy spectrum, in case of AGATA event (black squares) with a time gate of 30 ns (as shown in Fig. 9.35 and in Fig. 9.24) and the same spectrum in the case of $\text{LaBr}_3:\text{Ce}$ event (green points) and with a time gate of 2 ns (as shown in Fig. 9.31). There is a significant differences between the two spectra in an energy range of 8-10 MeV, due to the presence of the neutrons. Indeed, in the $\text{LaBr}_3:\text{Ce}$ event it is possible to reject the neutrons due to the good time resolution of the $\text{LaBr}_3:\text{Ce}$ detectors instead in case of AGATA event it is not possible to separate the neutron due to the bad time resolution of AGATA Demonstrator.
Fig. 9.39: The energy spectrum of AGATA Demonstrator with the time gate in Fig. 9.35 is shown.

Fig. 9.40: Comparison between the LaBr$_3$:Ce sum spectrum in case of LaBr$_3$:Ce event (green points) and the one in case of AGATA event (black squares). The two spectra are normalized at 4 MeV.
To be sure that there is a significant difference between the two spectra in an energy range of 8-10 MeV in $^{37}$Cl + $^{44}$Ca reaction, due to the presence of the neutrons, the ratio between the LaBr$_3$:Ce sum spectrum for AGATA event and the same spectrum for LaBr$_3$:Ce event was done and it is shown in Fig. 9.41. This ratio is compared with the same quantity for the $^{40}$Ca + $^{40}$Ca reaction; it is possible to see that for the $^{40}$Ca + $^{40}$Ca reaction the ratio is always equal to 1, while for the $^{37}$Cl + $^{44}$Ca reaction the ratio is larger than 1 in the energy range of 8 to 10 MeV, due to neutron evaporation.

![Graph](image)

**Fig. 9.41:** The ratio between the LaBr$_3$:Ce sum spectrum for AGATA event and the same spectrum for LaBr$_3$:Ce event ($^{40}$Ca + $^{40}$Ca red points, $^{37}$Cl + $^{44}$Ca green points). The difference from 1 in the case of $^{37}$Cl + $^{44}$Ca reaction is related to the neutron contribution.

### 9.6. Selection of evaporation residues

In case of AGATA event, the selection of events by a time gate (described in sections 9.4 and 9.5) is not able to reject the neutrons, due to the poor time resolution of the AGATA Demonstrator. To select the events by alternatively it is possible to use the AGATA energy versus LaBr$_3$:Ce sum energy matrix (shown in Fig. 9.42). On the x axis there is the deposited energy in AGATA Demonstrator and on the y axis there is the deposited energy in the HECTOR$^+$ apparatus. It is possible to do a gate on a $\gamma$ line.
detected in one of the two arrays and to study the gated spectrum on the other array. This technique results more accurate in the case of excellent energy resolution. The low energy gate is done on HPGe detectors because their excellent energy resolution. Energy resolution of HPGe allows gates that includes only one γ line and a reduced background, moreover it is possible to separate γ lines that have a very similar energy.

The energy resolution of LaBr$_3$:Ce detectors is good enough to separate most of the γ lines produced in the two reactions analyzed in this thesis (see Fig. 9.16 and Fig. 9.18). For this reason it is interesting to use this technique also on LaBr$_3$:Ce spectra, the results of this technique for the two reaction will be shown in sections 9.6.1 and 9.6.2.

![Figure 9.42: The AGATA energy versus LaBr$_3$:Ce sum energy matrix for the $^{40}$Ca + $^{40}$Ca reaction.](image)

**9.6.1. $^{40}$Ca + $^{40}$Ca reaction**

In the $^{40}$Ca + $^{40}$Ca reaction, the γ line at 1021 keV was chosen to do the gate. This is associate to a transition from an 8$^+$ state to a 6$^+$ state of the rotational band of $^{76}$Kr. The γ lines associated to other bands or to other residues are expected to be suppressed. The results are shown in Fig. 9.43 and Fig. 9.44. In these two figures it is possible to see the effect of the gate on the line at 1020 keV both in the case in which the gate was done on AGATA and the result is shown on LaBr$_3$:Ce sum spectrum (Fig. 9.43) and in the case
9.6 Selection of evaporation residues

in which the gate was done on LaBr₃:Ce sum spectrum and the result is shown on AGATA spectrum (Fig. 9.44). With the selection on AGATA the energy resolution of the LaBr₃:Ce detectors is enough to separate the different γ lines of one residue as shown in Fig. 9.43.

Fig. 9.43: The LaBr₃:Ce sum low-energy spectrum with a gate on AGATA on the line at 1020 keV.

Fig. 9.44: The AGATA low-energy spectrum with a gate on LaBr₃:Ce sum on the line at 1020 keV.
9.6.2. $^{37}\text{Cl} + ^{44}\text{Ca}$ reaction

In the $^{37}\text{Cl} + ^{44}\text{Ca}$ reaction, the $\gamma$ line at 1016 keV was chosen to do the gate. This is associate to a transition from an $8^+$ state to a $6^+$ state of the rotational band of $^{78}\text{Kr}$. The $\gamma$ lines associated to other bands or to other residues are expected to be suppressed. The results are shown in Fig. 9.45 and Fig. 9.46. In these two figures it is possible to see the effect of the gate on the line at 1016 keV both in the case in which the gate was done on AGATA and the result is shown on $\text{LaBr}_3:\text{Ce sum}$ spectrum (Fig. 9.45) and in the case in which the gate was done on $\text{LaBr}_3:\text{Ce sum}$ spectrum and the result is shown on AGATA spectrum (Fig. 9.46). With the selection on AGATA the energy resolution of the $\text{LaBr}_3:\text{Ce}$ detectors is enough to separate the different $\gamma$ lines of one residue as shown in Fig. 9.45.

*Fig. 9.45: The $\text{LaBr}_3:\text{Ce sum}$ low-energy spectrum with a gate on AGATA on the line at 1016 keV*
Fig. 9.46: The AGATA low-energy spectrum with a gate on LaBr₃:Ce sum on the line at 1016 keV
Conclusions

The collective properties of a nuclear system were used to understand the dynamics of the fusion process and to study the restoration of the isospin symmetry at high excitation energy. In the first case the data analysis was completed, while for the second it is still in progress and the results reported in this thesis were mainly finalized to show the performance of a large volume LaBr$_3$:Ce scintillator array in an in-beam experiment.

The main observable used to study the dynamical aspect of fusion-evaporation reactions is the yield of the high-energy $\gamma$-ray emission of the dynamical dipole (DD), which is a process that takes place during the compound nucleus formation in the case of an N/Z asymmetry between projectile and target. The experiment was performed at the Laboratori Nazionali di Legnaro (LNL) and studied the $^{16}$O + $^{116}$Sn reaction at 12 MeV/u. This measurement was a follow up of a previous experiment where the same reaction was studied at 8.1 and 15.6 MeV/u.

The technique used to extract the DD total yield requires the comparison between the high-energy $\gamma$-ray spectrum from an N/Z asymmetric reaction with one that includes only the contribution of the GDR $\gamma$ decay. For both the experiments at 8.1 and 15.6 MeV/u [6] a N/Z symmetric reaction was measured as a reference, forming the same compound nucleus at the same excitation energy and angular momentum as the N/Z asymmetric one. In order to save beam time, the N/Z symmetric reaction was not measured in the case of the present analysis. The statistical model, tuned on the previous reference reactions, was used to obtain a reference spectrum.

The most critical parameter for the analysis is the excitation energy of the compound nucleus, for which the energy removed from the particles emitted in the pre-equilibrium phase has to be taken into account. This energy loss was measured with the GARFIELD array: light charged particles were measured at different angles, and the statistical contribution was separated from the pre-equilibrium one; from the multiplicity of the particles it is possible to estimate the pre-equilibrium energy loss. For the
neutron emission a theoretical estimation was used. In this way a pre-equilibrium energy loss of 13.4 MeV was measured. The same quantity can be estimated with theoretical models: a value of 18 MeV was obtained using [41]. Both values are very different from the one extracted from the parameterization reported in [17], which is 26 MeV.

The measured behavior of the dynamical dipole total yield as a function of the beam energy does not show a rise and fall behavior, as in [3], which is only reproduced if we use the Kelly parameterization for the pre-equilibrium energy loss. Instead, we observe a weak increase in the yield as the beam energy increases, in good agreement with the theoretical BNV model predictions. Since the DD yield depends on the symmetry term of the nuclear equation of state, different parameterizations were used as input for the BNV model, but all predictions fall within the error bars of the experimental data.

The BNV model was not used only to study the $^{16}$O+$^{116}$Sn reaction, but also to predict the DD yield for the very asymmetric $^{132}$Sn + $^{58}$Ni reaction, which could be measured in a future facility with high-intensity exotic beams. In this case, a better sensitivity to the symmetry term of the nuclear equation of state can be achieved.

A detailed analysis of the model predictions also shows that the selection of small impact parameters (low angular momentum) can further enhance the sensitivity of the experiment to the equation of state, and that the theoretical results can be parameterized with a Fermi-like function with parameters which depend only on the value of dipole moment and on the beam energy.

The second experiment studied in this thesis work aims to measure the isospin mixing of $^{80}$Zr at the temperature of 2.4 MeV, and is a follow up of a previous experiment which measured the same quantity at the temperature of ~3 MeV. The final objective of the analysis is the extraction of the zero temperature value of the isospin mixing, which can be a constraint on the different parameterizations of the nuclear interaction. The $^{80}$Zr nucleus was chosen as a case study because it is the heaviest N=Z isotope which can be studied using stable beams, and the isospin mixing effect increases with Z.
The experimental technique is based on the comparison between the high-energy $\gamma$-ray spectrum from a $I=0$ compound nucleus and the statistical model tuned on a reference fusion-evaporation reaction in which the isospin quantum number does not play a role ($I \neq 0$: the GDR $\gamma$ decay is forbidden by selection rules in the case of $I=0$ and the measured GDR decay is only allowed by the presence of mixed states). Therefore, two reactions were studied: $^{40}$Ca + $^{40}$Ca = $^{80}$Zr to have an entrance channel with isospin $I = 0$, and $^{37}$Cl + $^{44}$Ca = $^{81}$Rb as a reference, with $I \neq 0$. The experiment was performed in May 2011 at LNL using the AGATA Demonstrator coupled to the HECTOR$^+$ array.

Neutrons interacting with $\gamma$ detectors create a spurious increase of counts in the 8-10 MeV energy region, which can compromise the physical interpretation of the spectra. For this reason, neutron emission has to be identified and rejected. The evaporation residues populated in the two reactions were identified; in the $^{40}$Ca + $^{40}$Ca reaction, the neutron emitting channels are negligible, whereas in the $^{37}$Cl + $^{44}$Ca reaction only neutron emitting channels are populated. This implies that for the $^{37}$Cl + $^{44}$Ca reaction only the HECTOR$^+$ data can be used at high energy, due to the good time resolution of LaBr$_3$:Ce detectors compared to HPGe detectors, while for the $^{40}$Ca + $^{40}$Ca reaction the full efficiency of both the AGATA Demonstrator and HECTOR$^+$ can be used.

In the present work the high-energy $\gamma$-ray spectra were extracted for both reactions, showing the good performance of the HECTOR$^+$ array coupled to the AGATA Demonstrator. Future analysis will involve the statistical model calculation for the extraction of the isospin mixing parameter.

The isospin mixing experiment was the first in beam test of the HECTOR$^+$ array for the measurement of the $\gamma$ decay of the GDR. In parallel, the performances of large volume LaBr$_3$:Ce detectors were investigated. In this thesis the conclusion of a series of test measurements, performed with standard sources at the Milano laboratories and with proton beams at Laboratori Nazionali di Catania (LNS) and at Institute of Nuclear Research of the Hungarian Academy of Sciences (ATOMKI) in Debrecen, are also reported.
A custom active voltage divider (VD) was developed by the electronics group of INFN of Milano to improve the performances of the detectors. The properties of signal (rise time and fall time) were measured and compared with the ones measured with a standard voltage divider. The non-linearity and the energy resolution were measured from 5.7 keV up to 22.6 MeV. Using the custom active voltage divider the non linearity is 2.2% at 22.6 MeV, while with a standard VD it is already ~10% at 9 MeV. The stability with the counting rate was also studied for both the active VD (centroid drift smaller than 1%) and the standard one (centroid drift about 5%).

The work presented in this thesis shows how LaBr$_3$:Ce detectors are particularly suited to the measurement of high-energy gamma rays. The HECTOR$^+$ array will be a powerful tool to investigate the collective properties of nuclear systems, especially in future measurements with exotic beams.
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