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Chapter 1. Motivations and Thesis’ Structure

Households in developing countries are characttigdow and volatile incomes. High income volajili
is due, for instance, to the variability of weathenditions and commodity prices, as well as toskbolds’
exposure to economic shocks, such as illnessesyplagment, and business failures. Developing sggtin
are also characterized by a lack of formal inswarsavings and credit institutions, which wouldphel
households to increase their consumption and redsiceHouseholds respond to these conditions lyynige
on various informal mechanisms, which increase tteghacity to save and cope with risk.

As outlined by Morduch (1995), households can oglynformal mechanisms to cope with risk at various
stages. They can indeed adeptantebehaviors which help them to smooth income, ptotgachem from
the occurrence of economic shocks. For instancesdiwlds’ diversification into different economic
activities represents an income smoothing stratelgigh is commonly used by households in developing
countries. However, households can also undegaimostehaviors which would help them to smooth their
consumption after the occurrence of negative ecamaimocks. Assets’ sales, borrowing and savings are
examples oéx-postbehaviors used by households to smooth consumiptideveloping countries.

Given the important role that informal savings amglirance mechanisms play in developing settings, i
crucial to understand in which conditions individuand households are more likely to rely on theng
which effects do these strategies have on key enimnariables, such as education and expenditure.

This dissertation focuses on two behaviors, whigh be used by individuals and households in poor
settings to overcome market imperfections, thuseiging savings and reduce risk.

In particular, chapter 2 considers individuals’ tiggpation in rotating savings and credit assooiai
(roscas), analyzing its determinants, and its aqunseces in terms of children’s schooling. Rosca&s ar
frequently found in developing countries, and reprg¢ mostly informal associations, whose membelet me
regularly contributing money to a collective ‘potihich is assigned, usually in rotation, to eacbugr
member (Anderson and Baland, 2002). Roscas cartleasecumulation of savings and help their members
to cope with adverse economic shocks, through dlegalscapital they embed. In my analysis, | focas i
particular on the Indonesian context, where pguditon in arisans (the Indonesian roscas) is relatively
common. My study aims at evaluating the consequemdematernal participation iarisans on their
children’s secondary or tertiary school enrolmdfploying bivariate probit techniques in order tad
with the endogeneity problems associated with methgarticipation inarisars, | estimate that maternal
participation significantly increases the probapilof children’s school enrolment. The bivariateolmt
models, furthermore, provide evidence of a negatweelation between the unobservables determining
rosca participation and the unobservables detengiiachooling. | interpret this result as evideritat in
households that are more vulnerable to shocks, emetimvest less in their children’s education, ehil

increasing their partecipation in roscas, as amarce and savings device.



Chapters 3 and 4, instead, focus on the role oivithaals’ and households’ mobility as a strategy to
overcome various market failures in developingimsgst' In particular, these two chapters consitéernal
migration in Indonesia, highlighting its main detémants, and its consequences on consumption grofwvth
household members who remain at origin.

In chapter 3 the determinants of internal migratioindonesia are analyzed. As for chapter 2, imldbis
study | mainly follow an empirical approach, usihg second and third waves of the Indonesia Falnifiéy
Survey dataset, corresponding to years 1997 and @B0S2-3). | estimate individuals’ migration beten
the two years, as a function of individual and lehwdd characteristics in 1997, before the consiiere
migration episodes. The main contribution of thelgtis the distinction between ‘individual migratiand
‘family migration’, where the first relates to mawents which individuals undertake alone, while leteer
indicates movements they undertake with their fi@sill estimate a Multinomial Probit Model of the
determinants of individual migration, where theiundluals’ choice set entails three alternatives: moving,
moving alone, moving with the family. The estimatperformed on men and women samples separately,
highlight that individual and family migration hawvery distinct determinants. For instance, an iaseein
household assets (proxied by the value of land djvdees not exert a significant effect on the philiig of
individual migration, while having a significantgegtive effect on the probability of family moves.owing
status has a significant effect mainly on individwégration: individuals who are not working at thaseline
are more likely to move aloneeteris paribus These results underline the importance of indiald
migration as a means to reach job and educatioartpyties that are not available at origin.

Moreover, for individual men’s migration, we fourdidence of lower mobility at intermediate levetdtwe
household income distribution. As shown by Baneged Newman (1998), this might be related to tlo¢ fa
that individuals whose household has an intermediatome have a lower incentive to move, compaved t
individuals in households at the extremes of tleemne distribution. Indeed, intermediate levelsngbime at
the village-level are likely to give access to & aievillage-based informal insurance mechanismisiciv
would not be available in the city. Therefore, pgu®rest and the richest would be more likely to eyaiven
that they are less affected by the absence offrdbinsurance mechanisms in urban areas. Thisteffight
create poverty traps, for those individuals atrmtediate household income levels who decide natdee,
even when having economically advantageous job rypities at destination. This effect underlines th
importance of the presence of insurance mechantsmtis,at origin and at destination, confirming steng
link between migration and insurance market impridas, which is one of the key insights of the New
Economics of Labour Migration.

The final chapter (joint with Mariapia Mendola, Weisita degli Studi di Milano Bicocca) studies the
impact of internal migration on the consumptionvgito of origin households. We use IFLS2 and IFLS8 an

we estimate whether households having a migratihénperiod 1997-2000 have a different consumption

! The models of Todaro (1969) and Harris and Toda8y0) explain migration by referring in particutar labour
market imperfections, while the New Economics obdar Migration mainly focus on the role of migrati@as a
strategy to overcome capital and insurance markefserfections (Stark and Levhari, 1982; Stark &hobom, 1985;
Rosenzweig and Stark, 1989).
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growth in the same period, compared to househadtlhaving migrants. The main empirical challenge of
the analysis is the endogeneity of migration. We adifference-in-difference (DID) specificationhiegh
removes all sources of time-constant unobserveerdgneity. Yet, if unobserved characteristics sttap
both the migration process and the living condgiohremaining household members vary in time gades
(e.g. ambition), DID estimates will be still biasedd inconsistent. Thus, we also use an instrurhenta
variable method, as to take time-varying unobseive@rogeneity into account. The main contributbn
the paper lies in the fact that we are able tondés®le the impact of current and return migratiOuor
results show that having a current migrant in teeqa 1997-2000 does not exert a statistically ifigamt
impact on origin households’ consumption growththe same time span, while having a return migrant
significantly reduces per capita consumption growtie data provide evidence that returning migraatse

a significantly lower income in 2000 compared tamoigrants and current migrants. Thus, the negative
effect of return migration is likely to be explathby a lower income potential of returning migranih
respect to current migrants and non-migrants.

Overall, while finding evidence of the importandardormal strategies used by households to ovescom
market imperfections, our results also point to ieed to strengthen formal mechanisms which coald b
used by households in developing settings to rediste and increase their income and consumption
opportunities. As suggested by Morduch (1999), sonportant policies in this regard are public paigs

for savings’ promotion, micro-credit programs, cinpurance and employment guarantee schemes.
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Chapter 2. Mothers’ Participation in Roscas and CHdren’s Schooling:
Evidence from Indonesia

Valeria Groppo

Universita degli Studi di Milano

1. Introduction and motivations

This paper analyses the effect of maternal paetmp in rotating savings and credit associati®osaas)
on children’s education in Indonesia. Roscas am a@nthe most common forms of informal financial
institutions in developing countries and typicallgrk as follows: a group of individuals meet reglyland,
at each meeting, each individual contributes agegmount into a collective ‘pot’. The pot is thalocated
to one member, by drawing lots or bidding. At fetumeetings, each member is still required to coute,
but past winners are excluded from receiving thie Ploe meeting process is repeated until eachgyaatit
receives the pot. Underlining that the main elemarftroscas areegularity androtation, Ardener (1964)
defines roscas as ‘associations formed upon adfgrarticipants who agree to make regular contidmst to
a fund, which is given [...] to each contributor otation’ (1964: 2015.

Roscas are spread in developing settings: fornostahey are found in many African countries (Mige
Sierra Leone, Ghana, Cameroon and Uganda amongsptrad in Asian ones (India, Indonesia, Taiwan,
Vietnam)? In this study, | examine the relationship betweehooling and mothers’ participation anisan
the Indonesian rosca.
| focus on Indonesia mainly for two reasons: fokall, roscasrepresent the most common forms of group
participation for Indonesian women: according te thdonesia Family Life Survey (IFLS) 1997 and 2000
about 40% of Indonesian women participatedamsans during the year prior to the survey. Second,
Indonesia is characterized by a historical traditmf mutual cooperation, which is at the basis lod t
formation of groups by individuals of a communiGeertz, 1962).

Women participate irarisansboth for economic and social reasons. Among tlem@&wic reasons, the
savings and the insurance motives are prevalestasoare often a way to purchase durable goods,ay
for education or wedding expenses. These groupthefumore, can help households to cope with the
economic losses following illnessesses or natusdstiers. Roscas may be also used because theagerov
higher returns compared to other savings devicesid®s economic motivationasisansalso constitute an

important channel of social contact and informateanhangeArisan participation, hence, can be considered

2 The actual functioning of roscas present a widgetyg not only across communities, but often wittd single
community: contributions can be fixed or can vahgy can be in cash or in kind. Sometimes intewdss are paid.
% For a quallitative comparative analysis of roscadifferent countries, see Ardener (1964).
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as a form of ‘social capitaland we may say that this paper also contributéisetditerature on the effects of
social capital in developing countriés.

Maternal social capital can influence children’sieation in different ways: first of all, in a deeping
country, where credit and insurance markets aremptete or nonexistent, participation amisans may
represent a risk-coping mechanism: hence, in tesgmce of unanticipated shocks, participating gnoaip
may help households to smooth their consumptiorttamsialso schooling expenditures.

Second, roscas can ease the accumulation of saWiragsks to which households can afford to pay for
durable goods, and for education expenditures #s we

Third, as highlighted by Baland and Robinson (20p2a)ticipation in roscas may be a way for women to
gain resources, which they can decide how to speitidput being forced by their husbands or othenifa
members in this decision. In a setting like Inddaem fact, women are often excluded or margirealiin
the decision-making process about household expgadandarisansmay provide them the means to have
a ‘say’ in the household. These means can be eitiogretary or informational resources. Furthermore,
women can also acquire confidence and independéoce participation in roscas. Once additional
resources are acquired, they can be spent forehikdwelfare. There is significant evidence, ictfahat the
pattern of household resources’ allocation diffgepending on who is the income provider. For exampl
Pitt and Khandker (1998) showed that in rural Badgkh credit extended to women increases household
expenditure for food and working tools more thaeddr granted to men. Thomas (1990) studies intra-
household resources allocation in Brazil and catesuthat additional non-labour income in the haoids
mothers has a greater impact on children’s helith additional non-labour income under fatherstf
Another channel through which maternal participatio roscas could influence children’s educatiothis
information exchange that takes place within comitgugroups: through this ‘informational channel’,
women could acquire more power in the householdoandould gain better acknowledgment of the
importance of education. These mechanisms couldyirap increase in the percentage of households’
expenditures on education. Following the monetarg aformational channels, thus, greater maternal
participation inarisanswould lead to better children’s education.

However, involvement in community activities alsequires a contribution of time and monetary

resources from participating members: hence, whethens participate in community activities, thewicb

* Throughout the paper, the expressions ‘sociat@ipiosca andirisan participation will be used as synonimous. The
expression ‘social capital’ is used in the literatto indicate that particular kind of asset whiam be constituted and
accumulated through social interaction. For thigraction to generate capital, a sufficient degvédrust among
individuals is needed. Trust, in fact, eases thevipion of private and public goods in the systdmy, lowering
transaction costs. Lower transaction costs meanrdsources have been freed in the system, whiohbeaeither
accumulated or invested. Social capital is a madéfed concept, which can be defined emphasiziffgrelit
dimensions, e.g. Putnaet al. (1993) define social capital as features of somighnizations such as trust, norms and
network that can improve the efficiency of a sogiethile Granovetter (1985) focuses on the assatatterization,
defining social capital as monetary or informatioresources deriving from knowledge of others améraction with
them.
® Indeed, although there might be mismatches betwiertime in which an individual is supposed toeiee the
‘pot’and the time in which economic shocks happamdividuals may be given the ‘pot’ in advance wiéispect to the
due timing, in case they are hit by unexpected lsh¢&rdener and Burman, 1995).
® Strauss and Beegle (1996) provided a survey oévigence on gender differences in resources’ aiioo.
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reduce the amount of money the household can inmestiucation, and/or they might divert time inputs
from child’s supervision.

On the basis of the above reasoning, thus,atpsori unclear whether a greater maternal involvement in
roscas would increase children’s education.

| investigate this issue through an econometridyaisaof household survey data: in particular, ilize
the second and third waves of IFLS (IFLS2-3), mefgrto years 1997 and 2000 respectively, and aanth
information both on children’s education and onledparticipation in community activities.

The main econometric issue encountered in the astm is the potential endogeneity of maternal
participation inarisans in fact, omitted maternal characteristics infloeg children’s education may be
correlated with participation in roscas, thus lgghe estimate of the coefficient of interestir&ates could
also be affected by reverse causality: mothers dmoide whether to participate arisansin part as a
function of the amount of resources they desiliewest in children’s education.

| take into account the possible endogeneity ofigipation in arisansthrough the following strategy:
first, I include in the paper an analysis of théedminants of social capital formation, in ordeutwderstand
which variables have to be included in the equatibimterest, to minimize omitted variable biasc&ed, |
use bivariate probit techniques, taking into actahasimultaneityof maternal decisions pertaining groups’
participation and children’s education.

Though with the limitations determined by possiblmitted variable bias, my analysis suggests that
maternal participation iarisanspositively influences children’s school enrolment.

The paper is structured as follows: Section 2 mesiselected studies relating social capital ansh@ic
outcomes; Section 3 describes the econometricassue strategy. Section 4 contains a descriptiomef
dataset used in the analysis; in Section 5, thera@ants of mothers’ participation anisansare explored,

and in Section 6 the role afisansin determining schooling is analyzed. Section iichades.
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2. Empirical literature on the effects of social cpital

There is a wide literature analyzing the effectssofial capital on economic outcomes, such as firm
productivity (Fafchamps and Minten, 2002) or houdglincome (Narayan and Pritchett, 1999).

Studies on the effects of social capital can bestfi@d along many directions: first of all, mideel
analyses can be separated from macro-level onesa@tknand Keefer, 1997). Looking at the context unde
study, we can distinguish analyses of social chpitaOECD countries from analyses in developing
countries.

Many studies of social capital effects measuredascapital through membership in groups that ptevi
some benefits, in terms of monetary and/or inforomal resources’ sharing and public goods’ produrcti
This kind of measure is particularly frequent indsés of developing countries, while analyses ofCOE
contexts often measure social capital through famil friendship ties (Furstenberg and Hughes, 1995;
Coleman, 1988).

Studies of developing and OECD countries also diffigh respect to the investigated outcomes. Aredysf
developing countries, in fact, generally focused emonomic outcomes, such as per capita household
expenditure (Narayan and Pritchett, 1999) andlifegti adoption (Isham, 2002; Bandiera and Rasud620
The range of outcomes analyzed by OECD studiesdsrwgoing from strictly economic measures, sush a
returns to investments (Fernandetzal, 2001), to outcomes with a more visible socialeaspsuch as
criminal behavior (Hagan and McCarthy, 1995), othwa more intangible value, such as educational
attainment (Furstenberg and Hughes, 1995; Coleh%88).

These differences in the social capital measurels catcomes reflect the different functions thatialoc
capital serves in the two contexts. In developieitirsgs, in fact, social capital serves many fuoithat in
developed countries are served by formal market®s& functions include above all the provision of
insurance and credit. In developed countries, awstevhere credit and insurance are provided by dbrm
markets, the role of social capital is relatedh® functioning of existing markets and is impoveed from

its economic aspect to the advantage of its sasjéct.

For a technical evaluation of studies of socialiteheffects, the most relevant feature that dgiishes
one study from another is the extent to which idradses and solves the potential endogeneity ahlsoc
capital, due to omitted variables, simultaneity measurement error. Following Durlauf (2002), in the
following sections, | first explain the main econetmc issues faced by studies of social capitaat#f, and
then | review selected studies, underlining to Whilegree they address and solve the highlightestsss

Given that my analysis is at the micro-level, Idfe@n micro-level studies of social capital effécts

" However, an interesting macro-level study is tbfiMiguel et al. (2005), which focuses on Indonesia and asks
whether social capital promoted industrializationtihe country. The study utilizes both measure$oohal social
capital, such as number of state-led community ggpandnformal social capital, such as the proportion of per teapi
expenditure on cerimonies. To identify the socaital effect, that study relies on a rich setistritt controls and on
the fact that the social capital measures emplgyetiate the industrialization outcomes. Howevee, #uthors
conclude that initial social capital does not peedubsequent industrial development in Indonesia.
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2.2 Main issues in the empirical analysis of soce@pital effects

The first problem faced by a researcher studyiegettiects of social capital is how definethe concept
of social capital. This is a very important issa@ce the precision with which social capital idimed
strongly influences the empirical identificationtbe investigated relationships.

Durlauf (2002) distinguishedunctional notions of social capital frorsausal ones: the first describe
social capital as norms or values easing cooperatidiciency, and public goods’ provision (Putnatral,
1993; Coleman, 1988). The second, instead, focuhi®@mprocess by which a rational individual, githe
cooperative behavior of others, cooperates guigetust, expectations of reciprocity, and fear aficions.
Fafchamps and Minten (2002) pointed out anothecepiualization of social capital which is foundtime
literature: this notion sees social capital as ssetwhich benefits a single individual or a fir@rgnovetter,
1985).

As highlighted by Durlauf (2002), many studies pdex an imprecise definition of social capital, mix
functional and causal conceptions. This happenedxample in Furstenberg and Hughes (1995), in kvhic
failure in defining precisely social capital ledadack of identification.

Identification problems also arise through the ptiét endogeneity of social capital, mainly related
omitted variables, reverse causality and measuresteor. In the following paragraph, | assess taciwh

degree previous empirical studies address and Hubge issues.

2.3. Assessment of empirical studies

Following Durlauf (2002), the first study | conside that of Furstenberg and Hughes (1995). Thidyst
examined the influence of social capital on sevé&hatomous variables, among which high school
graduation and college enrolment. Social capitabisées are divided in two categorieg@thin family social
capital (e.g. how often the child does activitieishwarents, or whether the father lives in the aprnd
communitysocial capital (e.g. a mother’s religious invohet) or whether the mother has someone to turn
to in hypothetical situations of difficulty).
Performing logistic regressions, the authors fowstatistical significant effects of many social ¢api
measures on different outcomes and concludedhibes exists a statistically significant associabetween
most of their measures of social capital and secimromic success in early adulthood.
As pointed out by Durlauf (2002), the set of colgnased in the analysis of Furstenberg and Hugh@35(
is too small to rule out potential endogeneity afial capital and thus to maintain that social dmiausally
determines youths’ outcomes.
To understand why, we could consider the regresaging whether the family moved: this is a choice
variable, and, as such, it is potentially relathe unobserved heterogeneity embedded in theterra. If,
as suggested by Durlauf (2002), we consider thev&sovariable as a proxy for parental investment in
children, we see that the evidence that moves grbidiher dropping out represents a link betweaeral

investment and children’s outcome, which has ngtlindo with social capital. Given the specificatigsed
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by Furstenberg and Hughes (1995), it is hard teraskat a role for social capital exists, as oppot
parental investment in determining children’s ouates.

Furstenberg and Hughes (1995), furthermore, diddisbinguish between social capital and other izl
and contextual effects: a father's presence inhbigsehold, for instance, matters for child rearimg
number of ways, of which many can be completelelated to social influences. This identificationifiee
mainly derives from the absence of a theory desgithe mechanisms guiding social capital formatemd
the lack of a consistent and precise definitionsotial capital: church attendance, for instancends
necessarily associated with a strong social netwdrich can help to recover from shocks and, instead
captures aspects of individual behavior which arenecessarily related to social capital (e.g. pizoee of
strong constraints on behavior).

Narayan and Pritchett (1999), analyzing the effidcsocial capital on household expenditure in rural
Tanzania, partially addressed issues of identiticatThey measured social capital trough a villbeye
index, constructed by combining village averageugrmmembership and groups’ characteristics. Beglukes
social capital variable, their estimated equatiatuded family- and village-level controls.

The authors acknowledged that social capital cbalgroxying for unobserved characteristics at thage-
level, and, in order to assess the potential lBasaated with omitted village variables, estimatexleffect

of village average variables (e.g. village meancatlon or assets) using two different datasetsniafgto
different period$. Estimates of the village effects across the twaskts are very weakly correlated: on the
basis of this result, the authors maintained thatamitted variable bias is not significant, sincexplained
village variation is almost exclusively associatgth temporary random shocks or measurement emis
not related to time-persistent excluded variabdesa further robustness check, the authors inclucléde
regressions all the village-level variables theyldomeasuré. Adding these controls did not alter the
significance of social capital. Hence, Narayan Britthett (1999) effectively limited omitted varlalbias.

In order to address the potential endogeneity ofat@apital, the authors also used instrumentakbistes
methods. However, the instruments they used ddulfiit all the requirements for identification. Ese
instruments are, in fact, trust in strangers andawernment officials. Considering that trust inasgers
could depend on trustworthiness (i.e. that trusiiccoeflect the actual behavior of others in a styi and
that trustworthiness could influence expenditureyrl®uf (2002) casted doubts on the fact that the
instruments are uncorrelated with the errors inegkgenditure equation and concluded that the aisabfs
Narayan and Pritchett (1999) should be completeditging other instruments that can be plausibly
excludeda priori from the expenditure equation.

Besley and Levenson (1996), analyzing the relatignbetween rosca participation and durable goods’
acquisition in Taiwan, addressed the problem obgedeity of social capital via instrumental vareblThe

instrument they employed is the sector of occupatiore stable occupations, like the one in thelipub

8 The two dataset used are the 1995 Social Capitdl Roverty Survey (SCPS) and the 1993 Human Resourc
Development Survey (HRDS).
° In particular, they add measures of land qualitypulation density and banking facilities (whichultball have a
positive relationship with associational activity).
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sectors, are positively associated with rosca @patiion. The use of this instrument, however,dsdd on
the assumption that the employment sector is uelated to the preference for durable goods, whsch i
rather strong an assumption.

In the study of Fafchamps and Minten (2002), soc#ggital effects are better identified with respiect
Narayan and Pritchet (1999) and Besley and Leve(s886). This study analysed the influence of docia
capital on sales’ value among agricultural tradersladagascar. The authors measured social cajsitad)
the number of traders known: the higher the nunabéraders known, the lower the transaction costs a
thus the better firms’ performance.

The identification strategy of this paper includédee steps: first, the author used instrumentebbkes
methods. Second, they added regressors which coafiture omitted firms’ and entrepreneurial
characteristics potentially correlated with sodapital. Third, they examined the channels throwtiich
social capital boosts firm productivity. As instramal variables, the study used a wide range of
entrepreneurial characteristics, such as humantatagamily and personal backgroutfdSince the
instruments satisfied the requirements for idesdtibn, this analysis represents an empirical pajahe
causal effect of social capital on firms’ perforrari*

Studies ofnetwork effectgsuch as Bandiera and Rasul, 2006; Isham, 2002amket al., 2000) posed
slightly different problems with respect to the egdneity issues analysed so far. Network effectdies,
indeed, focusing on the effect gfoup behavior on individual behavior, also face thecatied reflection
problem (Manski, 1993). In these analyses, researchersaaidistinguishing the role of group behavior
(‘social effects’), from the role of common shodlerrelated effects’) in influencing individual bavior*?
Since | do not consider group effects, but | foonsthe influence of individual maternal social ¢apbn
individual children’s schooling, the problem podsd my research question is partially different freime
one analysed in network effects studies, andntase similar to the endogeneity problem faced lmgpm
evaluation studies. For this reason, | considethia review also the study of Pitt and Khandker9@)9
analyzing the impact of group-based credit programshousehold behavior in Bangladé$fhis study
faced endogeneity problems, similar to those agigihen the social capital effects are analyzed.ddoer,
group credit programs entail a strong componemtust, which is a fundamental dimension of soceglital.
However, the study of Pitt and Khandker (1998)inggtishes from analyses of social capital, becavseit
programs are interventions that are decided outhielgopulation who participates in them. Diffehgnthe

groups considered in studies of social capitalean®st often spontaneously among population members

1% Among personal background instruments, we findagkits square, whether the trader was born ircaipétal city,
and its religion. Family backgroud instruments urt®d whether the trader’s father/mother was a farmbether the
trader’s father/mother attended primary school, taednumber of father’'s/mother’s years of expemeimcagricultural
trade.
" However, some additional regressors included tthéurcontrol for omitted variable bias (e.g. entegyeurial traits
such as entrepreneur’s propensity to save and gayxindividualism and altruism) could be endogesncsince they
could be themselves the result of the number dersknown, the measure of social capital empldyyethe authors.
21n studies of network effects, identification isheved, for instance, using fixed effects (as értBandet al, 2004),
or relying on nonlinear functional forms (as in Bara and Rasul, 2006).
13 Grameen Bank, Bangladesh Rural Advancement Coeen{RAC), and Bangladesh Rural Development Board
(BRDB).
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This difference is what provides to studies of thwact of group-based programs (such as Pitt and
Khandker, 1998) a further device to achieve idamtifon, which is different from instrumental vasias.
While analyzing the impact of group-based programsact, researchers can construct the sampleguay

as to provide identification throughgaiasi-experimental desigithis approach consideedigibility into the
program as a quasi-experiment: the program’s effacstbe identified if the sample also includes kboids

in villages with treatment choice (‘program villajethat are non-eligible, i.e. they are still sedij to
treatment choice, but are non-eligibldn this setting, a comparison of eligible and eligible households,
conditioning on village fixed effects and householthracteristics, is sufficient to identify the anment
effect.

The analysis of social capital effects, if the abotapital measures concerns groups that arise
spontaneously from the population, cannot take matdgge of the eligibility information, and has tdyren
instrumental variables or on functional form to iaek identification.

In my analysis, furthermore, it is particularly faifilt to find a credible instrument, since mosttbé
factors influencing maternal participation @misan are also likely to have a direct impact on chihdse
schooling.

Give the difficulties in finding credible instrumisnfor maternal participation iarisans as | will explain
in Section 3, | rely mainly on functional form assutions to identify the effects of interest.

Table 2.1 summarizes the main characteristics efstiudies on social capital effects here reviewed.

14 The setting considered by Pitt and Khandker (19@8particular, is characterized by the restrictthat households
owning more than one-half acre of land are predudam joining any program.
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Table 2.1. Micro-Level Empirical Studies on SociaCapital (SC) Effects

Outcome

Social Capital Measures

Data

Econometric &ttegy

Conclusions

Potential
Sources of Bias

Furstenberg and - Educational - Within family SC° 1984-87 Baltimore| OLS Logistic Regressions. The following SC - SC assumed
Hughes attainment (e.g. support to/from Study, US measures are significantly exogenous
(J. of Marriage | - Labour force mother, n. of child’'s (longitudinal) Identification via addition of the following related to outcomes: - SCnot
and the Family status friends mother knows) controls - Support to/from precisely
1995) - Avoiding - Outside family SC - Parents’ human capital mother defined
criminal (e.g. mother’s religious - Youth's outcomes 3 years before - N. of child’s friends - Small set of
behavior involvement, mother’s mother knows individual
- Avoiding births help network®, child - Mother’s help network controls
before age 19 changed school due to - Small sample
move) size
Besley and Rate of durable Household participation in 1977-91 OLS and IV. Participation in roscas is | IVs may not
Levenson goods’ ownership by| roscas (dummy=1 if in the hh | Personal Income significantly positively satisfy the
(The Economic | households there is at least one rosca Distribution IVs used linked to durables’ exclusion
J. 1996) participant) Survey, Taiwan - Occupation accumulation restriction
(repeated cross- - Twice-lagged rosca participation
sections)
Narayan and Per capita household Village-level social capital 1995 OLS and IV. SC is an important - Data
Pritchett expenditure index (combining membership| Social Capital and determinant of household aggregation
(Ec. and group characteristics) Poverty Survey, Vs used expenditure - IVs may not
Development rural Tanzania - Trust in strangers satisfy the
and Cultural - Trust in gov't officials exclusion
Change 1999) restriction
Fafchamps and | Firms’ value added | Number of (non-family) traders 1997 OLS and IVs. SC has a strong positive | - Vs may not
Minten and total annual known Survey of effect on traders’ satisfy
(Oxford Ec. sales Agricultural IVs used performance exclusion
Papers 2002) Traders, - Trader's human capital restriction
Madagascar - Location

- Trader’s personal/family background
- Trader’s informal borrowing history

15:5¢’ indicates Social Capital.
% This variable is a dummy which is equal to oneeffondent reported having someone to turn to infdthur hypothetical situations.
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3. Empirical strategy
The equation of interest is in the foffn:

Schooly, = Po+ BiXchy + B2Hmvt BVt YM_Arisany + Uy 1)

where ¢ refers to the child, whildh and v indicate the child’'s household and village of desice,
respectively. As dependent variable, | consideruenrdy which equals one if the child is enrolled in
secondary or tertiary education, and zero otherwisensider secondary or tertiary education bezans
Indonesia primary education is almost universatl dius secondary and tertiary levels represenopepr
target to which policy measures should be addressedier to improve the overall educational outesrof
the populationX4, is a set of individual-level characteristics, wehil,,, andV, are vectors of household-
and village-level variables, respectively. M_Arigans a dummy which equals one if the child’s mother
participated inarisansduring the year previous to the survey and zeherotise.y andp; (j=0, ..., 3) are
parameters, among whiglis the parameter of interest,represents the error term.

As anticipated in the introduction, the main chadje of the analysis is to deal with the potential
endogeneity of social capital, which has two mainrses. First of all, there could lmnitted variables
which are correlated both with the decision to ipgrate inarisansand with the choice of the amount to
invest in education. For instance, mothers thatnamee extroverted and thus more involved in commyuni
activities could also have a greater interest wirtbhildren’s education: if this is the case andol not
control for maternal extroversion, | obtain upwaéidsed estimates of the parameter of interestadt) the
estimated parameter would be capturing not onlyetifiect of arisans but also the influence of maternal
attitude towards education. A second example ofttethivariable bias can be made with reference to
household vulnerability to shocks. More vulnerabtaiseholds could have greater participation rates i
arisans utilized as a way to recover faster from shoéitshe same time, in this kind of households cleildr
may have lower school enrolment rates, since pargiien the higher perceived risk of shocks, cawest
less in education, compared to parents in lessevalte households, and use child labour as a saidirce
household finance. As a result, the omission ofskbold vulnerability to economic shocks among aintr
variables could bias downward the social capitaffacient estimate.

Omitted variables could also imply a failure totisiguish between the effect afisans from that of legal
factors or political institutions.

Reverse causalitgould also be an important source of bias: whemther decides to send her child to
school, she has to acquire monetary resourcesvistinn education and may try to obtain them by
participating inarisans Hence, participation iarisansmay be partly determined as a function of a mdgher
desired level of education for her child.

In order to correct for these potential biasesst fof all | analyze the determinants of social tpi

formation. As pointed out by Durlauf (2002), indead important reason for omitted variable biastudies

Y For notational simplicity, the time index is omitted.
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of social capital effects is their lack of analysisthe determinants of social capital formatiomcs my

measure of social capital is a dichotomous onstitnate a probit model, which is outlined as folkow

Arisan*ahv =agp+ a1 Xahy T 0 oHpy + 03V + Uany (2)

wherea refers to the adult, whille andv indicate his or her household and village of resaé. Arisany, is
not observed, while we observe Arigare 1 if Arisan,,, > 0, 0 otherwiseXg,, is a set of individual level
characteristics, whilél,, andV, are vectors of household- and community-levelaldes, respectively..p,
is an i.i.d. standard normally distributed erroestimate this model across the samples of alltgduien,
women, and mothers.

After having understood which are the variabletugricingarisan participation by mothers, | include in
equation (1) those variables which could influebhoth maternal social capital and education, anithas

the following probit model:

Schoolen, = Bo+ PiXchv + BoHnvt PsVy+ YM_Arisany, + Uy (3)

where Schoo},, is unobserved, while we observe Schqok 1 if Schooly, > 0, 0 otherwise.
M_Arisany, is a dummy equal to one if child’'s mother partitgs inarisansand zero otherwise, whib&.,,
Hn, andV, are the same vectors considered in (g).isl an i.i.d. standard normally distributed error.

In order to take into account the endogeneity afadaapital, | use a bivariate probit regressiwhjch
models jointly mothers’ decisions regardiugsan participation and children’s schooling.

Two stage least squares represent an alternatate@y which has been used in the literature (se&d®
2). However, | could not find a credible instruméot maternal participation iarisans Given that group
activities are highly linked to community charadtics, an ideal instrument would have been a conityu
characteristic unrelated to children’'s schoolingd anfluencing maternal participation iarisans In
particular, since the regressor of interest ishatihdividual level (mother’s participation), thestrument
could have been constructed by interacting a contsnwariable and an individual-level maternal
characteristic, both influencirayisan participation.

The IFLS community level questionnaire, adminisiete community leaders, entails a section regarding
communities’ traditional law, in which the followgnquestion is asked: ‘According to traditional laave
there groups in the community which utilize thenpiple of mutual cooperation?’. Thikistorical
information is a particularly good instrument catade, mainly for two reasons: first of all, it piates
children’s schooling, and, therefore, it is unaféecby village-level random shocks. Second, itespnts a
key determinant of social capital formation. As erithed by Glaesert al. (2002), indeed, ‘small
differences in initial conditions can generate ¢éadjvergence in long-run levels of social capit@002;

F442). This is because social capital has striotgrpersonal complementaritiesvhich imply that an
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increase in individual-level social capital tranetainto a more than proportional increase in agayeesocial
capital @ggregateor social multiplier effecis™®

IFLS data show that the historical presence of pgsobased on the ethic of mutual cooperation is
significantly and positively associated with mottigrarticipation inarisans However, when controlling for
other village-level characteristics proxying folage economic development, this positive assanias no
longer significant. This could be due to the féettsocial capital may contribute to a village’'selepment,
affecting many of its characteristics. Interactihg village-level variable above described with enaal
characteristics determiniragisan participation could have solved the ‘relevancéhefinstrument’ problem.
Unfortunately, it was impossible to find a materoléracteristic which could credibly satisfy thelesion
restriction. | considered for instance mother'®rbicy, which, in most settings represents a negessa
conditions for participation iarisans The information about literacy satisfies the valece requirement, but
the exclusion restriction is violated, since mothditeracy has a direct impact on children’s sdivap In
other words, we cannot maintain that participatiorarisan is the only channel through which mothers’
literacy influences children’s schoolifg.

Given both the difficulties in finding a proper ingment, and the binary nature of both my dependedt
independent variables of interest, | consider atdte probit model. In particular, | estimateegursive
bivariate probit model (Greene, 2003).

Defining Schoak, = Vichw M_Arisann = Yachw andW = [Xcny Hiy V], @and assuming thatcny, €ochy are

standard normally i.i.d. with correlatign the bivariate probit model is written as follows:

y*lchv = 91W+Yy2chv+ €1chv (4)
y*2chv: 0. W+ €5chy (5)

Where yion (I = 1, 2) are ‘latent’ variables for chikthvs schooling and participation @risanby his or
her mother respectively. We only obserygy= 1 if Yy, > 0, and zero otherwisé# 1, 2). Equations (4)
and (5) contain the same set of covariates, wihettception that (4) includes also the dependamdhla of
(5), Yachv The vectoM includes the same variables of models (2) and (3).

Defining qcp= 1 if yicny > 0, -1 otherwisel E 1,2), ancb*chvz Orenllechs the log likelihood is:

Log L =Zcndog®o[01cnd01W+ YYach), Gocnb2W, p*chv] (6)

Where®d,is the cumulative distribution function of the sdard bivariate normal.

18 The information about the historical presence miugs using an ethic of mutual cooperation in thiage is also
utilised as a measure of informal social capitaMiguel et al. (2005).

19 An analogous reasoning can be made with referemeaothers’ occupation. It has been showed (Leversuw
Besley, 1996) that individual participation in rascis positively associated with individual occigmatin ‘stable’,
sectors (e.g. the public sector, as opposed tprih@ry one). This relationship is verified alsoIBy.S data. However,
mothers’ sector of occupation is not a credibldrimeent for her participation iarisans since the stability of a
mother’s occupation matters for children’s schaplior many reasons, not only because it favawisan participation.
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Wilde (2000) shows that exclusion restrictions o€ necessary for the theoretical identificatidrihe
model, if there exists a varying exogenous regreddence, given also that | did not find a credible
instrument for social capital, | first estimate thedel without exclusion restrictions, only relyirog
functional form to achieve identification. As a usitness check, | perform two bivariate probits wth
exclusion restrictions, including different setsaalvariates. The estimation of these two modelsiges
consistent results.

However, Monfardini and Radice (2008) show thatiesion restrictions, though unnecessary to formal
identification, are important because ‘inferencelmnestimated correlation coefficient through\tald test
requires a great deal of sample information andraeaites sharply in the absence of exclusionicéisins’
(2008: 281). Hence, | also perform a bivariate groiodel in which each equation contains one exafus
restriction. These restrictions, though, are netified theoretically, but only empirically: | exaded from
(4) one variable which was insignificant in thatuation, while being strongly significant in (5), dan
viceversa. Results from the model including ‘resions’ are consistent with those from the moddtheut
them.

As a further robustness check, | estimate the thieariate probits (two without restrictions andeon
including restrictions) on subsamples of the obeans, obtaining a confirmation of the results.

All models are estimated using the data from wah@%7 and 2000 of the Indonesia Family Life Survey
(IFLS2-3) in a pooled sample. Furthermore, all esgions have robust standard errors, clusteredeat t

district-level.

4. Data

| use the data originating from the second andithvaves of the Indonesia Family Life Survey (IFLS2-
3), administered in years 1997 and 2000 respegtiB#cause IFLS is a longitudinal survey, IFLS2 and
IFLS3 draw their sample from IFLS1 and IFLS1-2 exgpvely. The ILFS1 sample is stratified by prowenc
and rural/urban location, and includes 13 out @f tthen 27 Indonesian provincésThe resulting sample

contains 83% of the population. In the followingpnahaded areas represent the surveyed provinces.

2 |FLS sample includes: four provinces on Sumatrar(tiNSumatra, West Sumatra, South Sumatra, and Wagjpall
five Javanese provinces (DKI Jakarta, West JavaY@dyakarta, and East Java), and four provincesngmntbe
remaining major islands (Bali, West Nusa Tengg@muth Kalimantan, and South Sulawesi).
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Figure 4.1. IFLS Sampled Provinces

Bsagnia Tanjungkarang-

Telukbatung
R OKIJAKARTA Jawa

JAWA BARA samah > L
Map of Indonesia

Shaded Areas Surveyed in IFLS

Source: Frankenberg and Karoly (1995).

Within the 13 provinces, enumeration areas (EAgewandomly chosen, over sampling urban EAs and
EAs in smaller provinces to ease urban-rural ancridsse-non-Javanese comparisons. Within each EA,
households were randomly selected. As a resulhisf gampling scheme, described by Frankenberg and
Karoly (1995) and outlined in more datails in thexihchapter, IFLS1 interviewed 7,224 households. In
IFLS2, 7,698 households were contacted, meaningweze interviewed, had all members died since last
survey, or had joined another IFLS household, wheld been previously interviewed. Of the IFLS2
contacted households, 6,821 were original IFLS1shbalds and 877 were split-off househdldghus, in
IFLS2 a re-contact rate of 94.4% of the IFLS1 waached. A total of 10,574 households were then
contacted in IFLS3, of which 6,800 are IFLS1 howdd$ and 3,774 are split-off since IFLS1. The rataot
rate in IFLS3 amounts to 95.3% of the IFL815,564 households were interviewed in all three egaof
IFLS: 1, 2 and 3.

Information aboutarisan participation is collected starting from IFLS2:nge, the sample | use in the
analysis only includes individuals who were eitimel~LS2 or in IFLS3, or in both.

IFLS also gathered community-level information, Isues village infrastructures, education and health
facilities, credit opportunities.

The following sections provide decriptive statistiand econometric results for the analysis of the
determinants ofrisan participation by adults (Section 5), and for tmalgsis of the relationship between

maternal participation iarisansand children’s schooling (Section 6).

2L gplit-off householdare new households interviewed in IFLS2 or IFL88duse they containedarget respondent
who is an IFLS1 household member selected for IFb63 either because he/she had provided detaildididual
level information in IFLS1, or had been age 26 loieoin IFLS1, or meet other criteria (for furthaetails, see Strauss
et al, 2004).
% percentage is over IFLS1 households with at ls@asie members living in the last survey.
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5. Determinants of participation in arisans

As explained in Section 3, the first part of themametric analysis explores the determinants oftsidu
participation inarisans by estimating model (2). This preliminary anady$ias mainly the purpose to
understand which control variables ought to beudetl in the schooling equation, to minimize omitted
variable bias.

Previous studies analyzed the role of the followdeterminants of individual’s participation in rasc

i) Gender there is consistent evidence in the literatureualthe fact that being female significantly
increases the probability of joining roscas. Thasult has been verified in different countries,hsas
Taiwan (Levenson and Besley, 1996), and Kenya (fsue and Baland, 2002). As pointed out by
Levenson and Besley (1996), gender differentialsosca participation could be related to two main
factors: on the demand side, women could have atggrdenefit in joining roscas, compared to men,
given that women have smaller opportunities to iabtaedit from the formal financial sector. On the
supply side, women’s social network could be stesrthan men’s, allowing for the presence of more
credible sanction mechanisms and thus the formafiomore effectively functioning roscas.

ii) Position in the lifecycleage and its square significantly influence socagpital formation in general
(Glaesetret al, 2002), and, in particular, rosca participatioeyenson and Besley, 1996). As highlighted
by the authors, this suggests that, in earlierestad the lifecycle, joining roscas may be a savidevice
in order to buy indivisible goods. When individudlecome older, it is plausible that they do notdnee
roscas’ services anymore, either because theydrawmegh savings, or because they are less interigsted
social interaction.

iif) Household incomehis variable is expected to significantly ingeaosca participation, mainly for two
reasons: first, only individuals having a certaitoame flow can contribute regularly a part of iréscas;
second, households having higher incomes are ltkehave higher assets, and thus are viewed as more
reliable rosca members (Levenson and Besley, 1996)vever, past literature reported contrasting
results about the influence of household incomeosca participation. Levenson and Besley (1996), fo
instance, found a positive association between dfmid income and rosca participation in Taiwan.
Anderson and Baland (2002), instead, concludedhbiasehold income does not significantly influence
rosca participation among the inhabitants of thay&a slum of Kibera (Nairobi). In this context,fact,
participation appears to be primarily determinedabywoman’s bargaining power in the household, as
proxied by the her share of the couple’s incomepdrticular, there appears to be an inverted-U ethap
relationship between rosca participation and a wosnincome share in the household. Thus, when
women’s weight in the household is very low or vhigh, women do not join roscas. With low weight,

they do not have access to roscas, while with higleéght they have a smaller need to jBin.

% This result can be related to that of Varadhar@03), who finds an inverted U-shaped relatiopsigtweerarisan
participation and per capita household expenditAsexplained by the author, this suggests thalpwaer levels of
income, individuals are not able to participateaiisan because they lack the resources to contributeerVithcome
increases, they are able to join the group andke advantage of its services, which they preswnadd less when
income reaches a certain threshold. Headsan participation would be highest at intermediateslsof income.
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Hence, the relevance of household income as andi@@nt of participation seems to depend on the
context of analysis: in settings where women argenautonomous from their husbands and have a
greater weight in household’s decision-making,example, women’s share of couple income could play
a smaller role in determining rosca participatiarile household income could be more important.
Differently, in contexts in which women are morergiaalized in the household’s decision-making,

women’s share of income could be the main detemmiogthe decision to join roscas.

iv) Occupation according to Levenson and Besley (1996), rosctacation is related to the stability of

occupation. As a result, individuals who are emptbyn the private sector are less likely to joisaas
than individuals working in the public sector. Fagtmore, individuals working in agriculture, fisgior
forestry have smaller participation rates compaoetiose employed in industry or services.

Human capital there is consistent evidence that more educatdigliduals have higher levels of social
capital (Helliwell and Putnam, 2007; Glaestral, 2002). This mainly depends on three factorst,firs
more educated individuals are more likely to haigdadr income, thus affording to pay for regularcas
contributions. Secondly, educated individuals $atthe literacy requirement needed to participate.

Third, increased education may imply an greateremess of the benefits of rosca participatibn.

vi) Community-level factorghe importance of community characteristics itedmining social capital has

been showed, among others, by Glaestenl. (2002), who underlined above all the importance of
historical factors in influencing investment in Edcapital.

Given the above analysis, | include in equatiorntii)following regressors:

1. Individual (adult) variables:

a. Demographic: sex, age and its square, dummies docation level (elementary and
secondary/tertiary, with no education being the twdi category), a dummy indicating
literacy, and a dummy for Islamic religion.

b. Occupation: I include a dummy indicating whethes thdividual worked during the year
previous to the survey.

2. Household variables:

a. Proxies for household wealth: dummies indicatingid® ownership and availability of
electricity in the household.

b. Household size and composition: dummy indicatingtivbr the household head is a female,

number of children in the household, and their agerage.

24 varadharajan (2003) also finds a strong positiiuénce of education on the probability of joiniagsans The
author also plottedrisan participation and borrowing against education,wshg that less educated individuals are
more likely to borrow than to joimrisansto meet their financial constraints. After a certaducation threshold,
instead arisan participation is more frequent than borrowing. Agjgested by the author, this also might indidad¢ t
individuals joinarisansnot only for economic reasons.
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3. Community variables:
a. Dummy for rural/urban location.
b. Proxies for economic development: dummies indicatihether inside the village a post
office and a formal credit institution are presqrdrcentage of households using electricity.
c. Other variables proxying for community’s statusnuies indicating whether during the
year previous to the survey there was an improver(emnistaster) in the village, which
benefited (damaged) at least 30% of the population.
All specifications also include time dummies andyimce fixed effects, and have robust standardgrro
clustered at the district-level. | estimate thelggiranodels on the following samples: all adults nm&omen,
and mothers. Table 5.1. shows mean characterfstitee adult samples (variable description is giirethe

Appendix). As it can be seen from the talligsan participation is highest for the subsample of mogh

Table 5.1. Summary Statistics for the Adult Samples
(Mean and Standard Deviation)

ADULT MEN WOMEN MOTHERS'
Individual (Adult)
Variables
Female 522 0 1 1
(-499) (0) (0) (0)
Age 36.672 36.352 36.963 41.857
(16.521) (16.318) (16.698) (14.520)
Muslim 921 921 921 .925
(.269) (.269) (.269) (.263)
Elementary 437 426 445 529
(.496) (.494) (.497) (.499)
High School/University 458 515 405 294
(.498) (.499) (.490) (.456)
Literacy .838 .899 .782 .738
(.368) (.302) (.412) (.439)
Worked_Last_Year .612 762 A74 516
(.487) (.425) (.499) (.499)
Arisan .318 .206 421 480
(.466) (.404) (.493) (.499)
Household Variables
House .876 .875 .876 874
(.330) (.330) (.329) (.331)
H_Electricity .933 .932 .934 .926
(.249) (.250) (.247) (.260)
H_Head_Female 131 .088 170 159
(.338) (.283) (.376) (.365)
H_Size 6.495 6.498 6.492 6.351
(2.639) (2.608) (2.666) (2.564)
N_Children 3.136 3.149 3.124 3.012
(1.786) (1.755) (1.813) (1.669)
Age_Children 13.347 13.509 13.199 12.115
(5.054) (5.045) (5.057) (5.06)
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Table 5.1. (Continued)

ADULT MEN WOMEN MOTHERS
Village Variables
Rural 465 471 458 496
(.499) (.499) (.498) (.500)
Post .246 .245 .246 228
(.430) (.430) (.431) (.419)
Credit_Formal .632 .627 .637 .625
(.482) (.483) (.480) (.483)
V_Electricity 85.849 85.708 85.977 84.947
(20.348) (20.489) (20.218) (21.015)
Disaster 134 .138 130 .138
(.341) (.345) (.336) (.344)
Improvement 241 .338 244 247
(.428) (.426) (.429) (.431)
N. 22,606 10,793 11,813 8,250

Notes:

A This column considers all mothers in the sampd&only mothers of children aged 13-24.
Descriptives for mothers of children aged 13-24raported in Table 6.1, which considers as unit of
analysis the child (observations for mothers havimgre than one child aged 13-24 are repeated).
However, considering only one observation per motiwe descriptives do not change substantially.

Table 5.2. shows the marginal effects for the grotuidels ofarisan participation:

Table 5.2 Probit Models ofArisan Patrticipation
(Marginal Effects at Average Characteristics)

Dependent Variable:
Arisan = 1 if the individual participated arisansduring the year previous to the survey

ALL MEN WOMEN MOTHERSA
Individual (Adult)
Variables
Female .288***
(.0102) i i i
Age .026*** .009*** .039*** .026***
(.001) (.002) (.002) (.003)
Age_sq -.000%** -.000*** -.000%** -.000%**
(.000) (.000) (.000) (.000)
Muslim .093*** .049** .135%** 127%**
(.023) (.024) (.034) (.048)
Literacy . 116%** .066*** .154%** .145%**
(.014) (.016) (.018) (.021)
Elementary 11 3xx* .065** L119x** 132%**
(.022) (.027) (.026) (.029)
High School/University .192%** 123%** 229%** 2T 4x**
(.025) (.026) (.032) (.034)
Worked_Last_Year .086%** 107x** .09 *** .086***
(.010) (.011) (.014) (.016)
Household Variables
House .020 .034** .031 .026
(.014) (.015) (.018) (.022)
H_Electricity .011 -.001 .024 .033
(.032) (.029) (.041) (.045)
H_ Head Female -.038*** -.028 -.043** -.038*
(014) (.018) (.018) (.021)
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Table 5.2 (Continued)

Dependent Variable:
Arisan = 1 if the individual participated in arisdaring the year previous to the survey

ALL MEN WOMEN MOTHERS'
Household Variables
H_Size -.005** -.004 -.007** .000
(.002) (.003) (.003) (.004)
H_N_Children -.000 .001 -.001 -.009
(.003) (.003) (.005) (.006)
H_Age_Children -.001* -.000 -.004*** .002
(.001) (.000) (.001) (.001)
Village Variables
Rural -.041* -.021 -.061** -.096***
(.024) (.020) (.029) (.035)
Post .033 017 .048* .072**
(.023) (.023) (.020) (.035)
Credit_Formal ..039** .031* 047+ .053**
(.017) (.015) (.020) (.022)
V_Electricity .000 .000 .000 .000
(.000) 0 (.000) (.002)
Disaster -.011 -.024 .003 .007
(.022) (.021) (.028) (.031)
Improvement -.024 -.022 -.023 -.024
(.017) (.015) (.022) (.026)
N. 22,606 10,793 11,813 8,250
Pseudo-R2 A7 12 .15 17

Notes:

**x ** and * denote statistical significance atehl%, 5% and 10% level respectively.

Robust standard errors clustered at district lavelreported in parentheses.

Province fixed effects and year dummy are included.

A This column considers all mothers in the samplépnty mothers of children aged 13-24.Estimations

of the determinants of arisan participation for news of children aged 13-24 are reported in Tat8ewhich
considers as unit of analysis the child: henceeofadions for mothers having more than one chiledat3-24
are repeated. However, when we consider only oserghtion per mother, results do not change sutieisin

Results in the first column of Table 5.2 confirnattlarisans are mainly female’s associations: being
female increases the probability of joinigisans by 29 percentage points. Life-cycle effects amsoal
significant and consistent with expectations: thebpbility of investing in social capital has awenied-U
shaped relationship with age. As expected, moreatdd individuals are more likely to participateascas.
The influence of education is particularly impottéor women and mothers, while it is less importont
men: having secondary or tertiary education, is@aged with an increase in mothers’ probabilityadhing
arisansby 27 percentage points, compared to having na@atatun, while the impact is of 12 percentage
points in the male sample. Also in the case ofditg, the effect referred to men is much lower tti@none
referred to women or mothers. Having worked dutimg year previous to the survey also increases the
probability of joiningarisans The impact effect is about .09, and it is slightdwer for mothers, than for

women and men. This is consistent with mothersgkdas likely to work than men and childless woriren
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general, and could suggest that, when working, erstitan devote less time &risan participation,
compared to men and childless women, because iotitv@estic duties.

Among household characteristics, we can considasd@wnership and female headship as proxies for
household wealth, given that, on average, housstmiahing the house they occupy are wealthier tleam n
owner households, and female headed householdgoarer than male headed ones. Column 2 shows a
positive statistically significant association oeaith with arisan participation by men. The influence of
wealth on participation declines, when considemnen and mothers, for whom female headship is the
only wealth proxy which is significantly associateih arisan participation. Hence, we see that education is
more relevant than wealth for women’s participatihile for men wealth is more relevant. If we thiof
women’s education as being positively related trtbower in the household, these results may sigge
that, for women'’s patrticipation, weight in the helsld decision making is more relevant than wedltiese
results could also suggest that women patrticipatgisansnot only for financial reasons. In other words,
the social component afisanscould be more relevant for women than it is fonme
The number of children in the household does netnsi influencearisan participation, while average
children’s age increases participation only for vemmin particular, one year increase in averagklmem’s
age decreases women’s probability of joingmggansby .04 percentage points. This negative margifiate
could suggest that, when children are older, ttaytribute to household expenses through some wprkin
activities, and could thus reduce women'’s neearishins’financial services.

Among village-level characteristics, the presenica post office and of a formal credit institutionthe
village are significantly positively associated lwérisan participation, indicating that a sufficient lewef
economic development is required foisansto be formed? The positive association betwearisansand
formal credit institutions again suggests thasansare not a perfect substitute for formal financd #rat
people may join them not only for financial reasons

Table 5.3 reports the estimation of probit modélarcsan participation for mothers of children aged 13-
24. In this estimations, the unit of analysis is thild: hence, observations relative to mothexsngamore
than one child aged 13-24 are repeated. Considenihg one observation per mother does not change
substantially the results. Regressions in TableiticBides all variables which are included in thehit
models having as dependent variable children’'sdofg Hence, father’'s characteristics are alsduinhed
(see Section 6). Furthermore, three models areatd, and indicated asRASAN PROBIT 1-2-3: ARISAN
PrOBIT 1 includes individual, household, and village corgrofRISAN PROBIT 2 differs from ARISAN
PROBIT 1 since it excludes two village variables which wea significant in &RISAN PROBIT 1 (percentage
of households having electricity in the village addmmy indicating whether there was a village
improvement during the year previous to the survagll includes a new regressor, the number of msthe
children aged 0-6. RISAN PrROBIT 3 excludes from the regressors’ set aRigwN PROBIT 2 another

insignificant regressor, the number of childrertia household. The three probit models corresporttie

% This interpretation is consistent with the quailea analysis of Geertz (1962), according to whagtsan formation
can be related to the achievement of a certainegegf monetization in the economy and can be vieagea product of
the ‘shift from a traditionalistic agrarian socigtyan increasingly fluid commercial one’ (1962¢0).
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probit models of the determinants of school enrolir{@able 6.1.1), and can be compared with theltesu
from the bivariate probit models (Tables 6.2.1 &rii2).

Estimations in Table 5.3 confirm the results of [€ah2. | underline the following differences: metis age
and its square are not significant, while, from [€ab.2, they resulted to be significant determinaoit
mother’s participation irarisans Moreover, regressions in Table 5.3 indicate thather’s participation in
arisansis significantly negatively associated with themer of children in the household, which is instead

insignificant in the estimation referred to all imets (Table 5.2).

Table 5.3. Probit Models ofArisan Participation for Mothers of Children Aged 13-24
(Marginal Effects at Average Characsgios)

Dependent Variable:
M_Arisan = 1 if the mother participatedanisansin the year prior to the survey

ARISAN ARISAN ARISAN
PROBIT 1 PROBIT 2 PROBIT 3
Individual (Child)
Variables
Female .026* .025* .025*
(.014) (.014) (.014)
Age -.003 -.003
(.002) (.002) i
Muslim 225%** 222%** 221 %**
(.059) (.058) (.058)
M_Age .013 .012 .012
(.015) (.015) (.015)
M_Age_sq -.000 -.000 -.000
(.000) (.000) (.000)
M_Literacy .068* .068* .068*
(.039) (.039) (.039)
M_Elementary .027 .028 .028
(.055) (.055) (.055)
M_High 137 142%* 142%*
School/University (.060) (.060) (.060)
M_Worked_Last_Year .089*** .086*** .087***
(.022) (.022) (.022)
Individual Variables
F_Literacy 110%** 113 113
(.036) (.036) (.036)
F_Elementary .049 .048 .048
(.054) (.054) (.054)
F_High School/University 73k 173 L7227
(.063) (.063) (.063)
F Worked Last Year -.017 -.021 -.019
(.038) (.042) (.042)
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Table 5.3. (Continued)

Dependent Variable:
M_Arisan = 1 if the mother participatedanisansin the year prior to the survey

ARISAN ARISAN ARISAN
PROBIT 1 PROBIT 2 PROBIT 3
Household Variables
House .065* .060 .060*
(.038) (.037) (.037)
H_Electricity .010 .038 .038
(.065) (.058) (.058)
H_Head Female -124 -.124 -.123
(.118) (.118) (.118)
H_Size .019** .018** .018**
(.008) (.008) (.008)
H_N_Children -.038*** -.034%** -.034%**
(.011) (.012) (.012)
H_Age_Children .002 .001 .000
(.003) (.003) (.003)
M_N_Children_0-6 -.020 -.021
i (.026) (.026)
Village Variables
Rural - 114" -126" -126"
(.040) (.037) (.037)
Post .084 .088 .088
(.045) (.045) (.045)
Credit_Formal .060 062 062
(.032) (.032) (.032)
V_Electricity .001
(.001) i i
Disaster -.044 -.053 -.053
(.043) (.042) (.042)
Improvement -.050
(.034) i i
N 5,349 5,349 5,349
Pseudo-R2 .18 .18 .18

Notes:
*** ** and * denote statisal significance at the 1%, 5% and 10% level retpely.
Robust standard errors elest at district-level are reported in parentheses.
Province fixed effects arehydummy included.

After having seen which variables determine mo#ham'san participation, the following section analyzes

the relationship between children’s schooling amdh@rs’ participation imrisans
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6. Relationship between maternal social capital andhildren’s school enrolment

| analyze the relationship between mothenssan status and children’s enrolment by using IFLS2 and
IFLS3 data, in a pooled sample. | consider youtjsdal3-24, which is the age range of secondary and
tertiary education, and restrict the sample to tthe major islands, Sumatra and Java, thus inclu@ng
provinces. Considering Java and Sumatra only, iiisatton is improved, not only because Java and
Sumatra contains more similar provinces, and sbsgrwed heterogeneity is reduced, but also be¢hase
two islands have the most important tradition omowunity participation compared to other Indonesian
islands (Geertz, 1962; Ardener, 1964). The finahda comprises 5,349 youths, whose characteriaties

summarized in Table 6.1.

Table 6.1. Summary statistics for the children’s saple

Standard
Mean .

Deviation
Individual (Child) Variables
Female AT72 499
Age 17.336 3.218
Muslim .918 274
M_Age 43.326 7.264
M_Age_sq 1929.941 661.276
M_Arisan .539 .498
M_Elementary .630 .482
M_High School_University 243 429
M_Literacy .758 429
M_Worked_Last_Year 571 494
F_Elementary 547 497
F_High School_University 373 483
F_Literacy .868 .338
F_Worked Last Year .937 .242
School .533 498
Household Variables
House .889 .313
H_Electricity 944 .228
H Head Female .010 .100
H_Size 6.937 2.326
N_Children 3.834 1.729
Age_Children 14.983 3.517
Village Variables
Rural 432 495
Post 267 442
Credit_Formal .618 .485
V_Electricity 87.118 19.193
Disaster 145 .352
Improvement 231 421
N. 5,349
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Table 6.2 shows average children’s school enrolreges by mothersirisan status: we see that both in
1997 and in 2000, and both in urban and in rurehsraverage enrolment rates of children whose mothe
participates irarisansare greater than those of children whose mothes dot participate. The differences

in average enrolment are statistically significainthe 1% level.

Table 6.2. Average children’s enrolment rates by ntbers’ arisan status

School
M_Arisan=1 .665
Urban M_Arisan=0 .539
Diff 126***
1997 M_Arisan=1 .585
Rural M_Arisan=0 440
Diff 145%**
M_Arisan=1 .597
Urban M_Arisan=0 466
Diff 131%**
2000 M_Arisan=1 517
Rural M_Arisan=0 .338
Diff 179

Notes:

School is a dummy which is equal to 1 if the clidlénrolled in secondary or tertiary
school, and zero otherwise.

*** jndicates that theffdirence between means is significant at the 1%llev

The positive association between children’s enralnandarisan participation is also showed in Figure
6.1, plotting average enrolment rates by distigetiast averagarisan participation by district. In both years

and areas there is a positive association betwe#mens’ participation and children’s enrolment.

Figure 6.1 Average Children’s EnrolmeihRates byArisan Status of Mothers
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Notes:School_District indicates average school enrolnbgrdistrict.
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6.1 Univariate probit model of children’s enrolment

The first model | estimate to understand whethesan participation has an influence on children’s
schooling is the univariate probit, indicated asleiq3) in Section 3. Estimation results are showebable
6.1.1: £HooL PROBIT A only includes the regressor of interest (motheesticipation inarisang, SCHOOL
PROBIT B adds other individual and household charactesstvhile in 8HooL PROBIT 1 village controls are
included.

ScHooL ProBIT 1, 2, and 3 of Table 6.1.1 correspond to the probidei® of maternalarisan
participation of Table 5.3:&iooL PROBIT 2 differs from £HooOL PROBIT 1, since it excludes two village
variables which were not significant irtiSOOL PROBIT 1 (percentage of households having electricityhen t
village and dummy indicating whether there was llag®e improvement during the year previous to the
survey), and includes a new regressor, the nunflraother’s children aged 0-6CB00L PROBIT 3 excludes
another insignificant regressor, the number ofdekih in the householdcBooL PrRoOBIT 1, 2, and 3 can be

compared with bivariate probit’'s results of Sectto, Tables 6.2.1 and 6.2.2.

Table 6.1.1. Probit Models of School Enrolment
(Marginal Effects at Average Characteristics)

Dependent Variable:

School = 1 if the child was in enrolled in seconydar tertiary education, and 0 otherwise.
ScHoOL ScHooL ScHooL ScHooL ScHooL
PROBITA PROBITB PrROBIT 1 PROBIT 2 PrROBIT 3

Individual (Child)

Variables
Female -.014 -.014 -.014 -.014
(.021) (.021) (.021) (.021)
Age - 157%** - 152%** - 152%** - 152%**
(.005) (.005) (.005) (.005)
Muslim -.064 -.070 -.067 -.066
(.046) (.048) (.050) (.050)
M_Age .015 .013 .010 .008
(.014) (.014) (.014) (.013)
M_Age_sq -.000 -.000 -.000 -.000
(.000) (.000) (.000) (.000)
M_Literacy 135%** 128*** .130%** 131
(.025) (.025) (.025) (.025)
M_Elementary .043 .044 .042 .042
(.032) (.033) (.033) (.032)
M_High .208*** 197*** .202%** .203***
School/University (.040) (.041) (.042) (.042)
M_Worked_Last_Year .000 .008 .005 .006
(.020) (.020) (.020) (.020)
M_Arisan 148*** .083*** .068*** .067*** .068***
(.020) (.026) (.026) (.025) (.025)
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Table 6.1.1. (Continue) Probit Models of School Ermiment
(Marginal Effects at Average Characteristics)

Dependent Variable:
School = 1 if the child was in enrolled in secornydar tertiary education, and 0 otherwise.

SCHOOL SCHOOL SCHOOL SCHOOL SCHOOL
PrOBITA ProBITB ProBIT1 ProBIT 2 ProBIT3
Individual Variables

F_Literacy 127%xx 119 119%** 119%**
(.033) (.033) (.033) (.033)
F_Elementary .006 -.002 .000 .001
(.038) (.038) (.038) (.038)
F_High .188*** 172%xx 176%** 176%**
School/University (.042) (.041) (.042) (.042)
F_Worked_Last_Year .013 .021 .020 .018
(.033) (.032) (.032) (.033)
Household Variables
House -.008 .023 .020 .021
(.035) (.038) (.037) (.037)
H_Electricity 192™ 148" 167" 165"
(.055) (.063 (.055 (.055)
H_Head Female 174 168" 174 179
(.073) (.075) (.080) (.079)
H_Size .007 .005 .004 -.001
(.007) (.007) (.007) (.005)
H_N_Children -.014 -.014 -.010 -
(.010) (.010) (.010)
H_Age_Children 017" 016" 013" 013"
(.040) (.039) (.004) (.004)
M_N_Children_0-6 -.028 -.034
) ) (.020) (.020)
Village Variables
Rural -.054" -.065 -.065
(.027) (.028) (.028)
Post 089" .089™ .088"
(.031) (.031) (.031)
Credit_Formal .008 .007 .008
(.024) (.025) (.025)
V_Electricity .000 - -
(.000)
Disaster -.026 -.027 -.028
(.029) (.028) (.028)
Improvement .027 - -
(.025)
N 5,349 5,349 5,349 5,349 5,349
Pseudo-R2 .03 41 41 41 41
Notes:

*#* ** and * denote statistical significance ahe 1%, 5% and 10% level respectiveRobust standard errors
clustered at district level are raped in parentheses. Province fixed effects and year dummy included.
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From Table 6.1.1 we see that the positive assoadidbetween maternal participation amisan and
enrolment is robust to the inclusion of individaald household characteristicci®oL PROBIT B), and of
village controls (8HooL ProBIT 1): controlling for individual, household and vij@a characteristics,
children whose mother participates ansansare 6.8 percentage points more likely to be irostlthan
children of non-participant mothers. As it can eersfrom the table, including village variabless #ocial
capital coefficient declines: this could be duehte fact thatrisan participation is positively correlated with
economic development. Hence, the estimatasan coefficient in the model without proxies for vija
economic development ¢B8ooL PROBIT B) could be capturing also part of the effect obremmic
development on educatiéh.

| briefly describe in more details the resultsiué tichest specifications ¢€8ooL PROBIT 1-2-3). Among
demographic variables, only age is significantlgoagated with enrolment: in particular, the proligbiof
being in school decreases with age. Religion is sigmificantly associated with enrolment, as itfas
maternal age and its square. Having more educateshis is strongly positively associated with emet
in secondary or tertiary education: in particuldrildren of mothers having secondary or tertiarycadion
are about 20 percentage points more likely to vellexd, compared to children’s of non educated racth
Parents’ literacy has also an important positisoaistion with enrolment.

Among household characteristics, wealth as prokiedvailability of electricity is positively reladeto
children’s schooling. Female headship is also Siamtly and positively associated with children’s
schooling: this could suggest that female headaddiwlds, despite being on average poorer than male
headed ones, invest a greater amount of resouncelsildren’s education. The number of childrenhe t
household seems not to influence enrolment, whicteases instead with average children’s age.ctukl
indicate that older children contribute to housdhimicome, combining schooling and working actiatie
thus making possible for the household to incréhse=ducation investment. Among village-level colstr
rural residency is negatively and significantlyasated with enrolment, which instead is positivishked
with the presence of a post office in the villagalicating that enrolment is higher in more develbp
communities.

The positive association between maternal socigitalaand children’s schooling obtained by the
univariate probits is not sufficient to maintairathmothers’ participation iarisanscauses higher children
school enrolment. Women who participateaitisans indeed, are likely to differ from women who dat no
participate for a series of characteristics, asit be seen from Table 6.1.2, which refers to @mpée of

mothers of children aged 13-24.

% This interpretation is consistent with the resoltshe model exploring the determinantsanisan participation, in
which we saw thaarisanformation is positively associated with economéwelopment (see Section 5).
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Table 6.1.2. Average maternal characteristics bgrisan participation status

M_Literac M_High M_Worked Last Ye
y School_University ar
M_Arisan=1 .885 423 .506
Urban M_Arisan=0 .764 217 .387
1997 Diff 121 .206*** 1197+
M_Arisan=1 .702 .108 732
Rural M_Arisan=0 .580 101 .536
Diff 122%** .006 .196***
M_Arisan=1 .865 425 577
Urban M_Arisan=0 787 .187 .538
2000 D.iff .078*** .238*** .039
M_Arisan=1 754 .155 792
Rural M_Arisan=0 .601 .085 .642
Diff 153 .070*** .150%**

Note: *** indicates that the difference between me#s significant at the 1% level.

From the table, we see that participant motherg haw average, a greater probability of beingdiesrof
having secondary or tertiary education, and of m@worked during the year previous to the interview
compared to non-participants. While using a setoottrols as rich as possible helps in isolatingetfiect of
arisan participation from the effect of oth@bservablematernal characteristics, there would probably be
unobservablematernal characteristics, correlated with mothargan participation, which also influence
children’s schooling. This is why, besides inclgdthe most comprehensive as possible set of reysesge

use the bivariate model.

6.2 Bivariate probit models of children’s enrolmeahd maternal participation in arisan

As anticipated in the empirical strategy sectioastimate two bivariate probit models without esabn
restrictions, and one bivariate probit includingtrietions. The three estimations corresponds ¢otlinee
univariate probit models which were estimated fasthmer's participation irarisan (Table 5.3), and for
children’s schooling (Table 6.1.1).

Both equations of the first bivariate probittFROBIT 1) contain the same set of regressors, with the only
exception that the schooling equation containsdéygendent variable of the equation explaining msthe
participation inarisans In the second bivariate estimationKBoBIT 2), | add to the regressors’ set of both
equations the variable indicating the number ofhads children aged 0-6, and | exclude the regmssso
indicating the percentage of household having ettst in the village and the dummy saying whethesre
was an improvement in the village during the yeavipus to the survey. | exclude these regressarse
both were insignificant in both equations. In thnrd bivariate probit (BPROBIT 3), starting from the
regressors’ set @IPROBIT 2, | introduce one exclusion restriction for eaglation: in particular, | exclude
from the schooling equation the variable countihg humber of children in the household (so that thi

equation contains the same regressorscefo®L PROBIT 3in Table 6.1.1), and from therisan equation the

38



variable indicating child’s age (so that this eduratcontains the same regressors &iSAN PROBIT 3in
Table 5.3). As explained in Section 3, these exalusestrictions are not justified theoreticallytonly
empirically: | exclude from the schooling equatibe number of children in the household, sinced 8am
BIPROBIT 2 that this variable was not relevant in determgnéchooling, while being strongly significant in
explaining mother’s participation iarisans Similarly, | exclude children’s age from tlaisan equation
since this variable was not significant in that &tpn, while being strongly significant in the soling
equation. Estimation results are showed in Tal#€l6.
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Table 6.2.1. Bivariate probit for school enrolmentand maternal participation in arisans

(Marginal Effects Computed at Average Charastas)

Dependent Variables:

School = 1 if the child is enrolled in secondaryeatiary school, and O otherwise.
M_Arisan = 1 if the mother participatedamisansin the year previous to the survey, and 0 otherwise

BIPROBIT1 BIPROBIT 2 BIPROBIT3
School M_Arisan School M_Arisan School M_Arisan
Individual (Child)
Variables
Female -.018 .025* -.018 .024* -.018 .025*
(.018) (.014) (.018) (.014) (.018) (.014)
Age Lges 008 | -1287% 002 | -128% _
(.013) (.002) (.013) (.002) (.012)
Muslim -118** [ 229%** -.114** 225%** -.115** 224%**
(.052) (.060) (.052) (.059) (.051) (.059)
M_Age .008 .012 .006 .011 .006 .011
(.012) (.015) (.012) (.015) (.016) (.014)
M_Age_sq -.000 -.000 -.000 -.000 -.000 -.000
(.000) (.000) (.000) (.000) (.000) (.000)
M_Literacy .089*** .066* .090*** .066* .089*** .065*
(.028) (.039) (.028) (.039) (.027) (.039)
M_Elementary .032 .032 .029 .033 .029 .033
(.030) (.054) (.030) (.054) (.029) (.054)
M_High 149%** 47 47 152%* 145%** 152%*
School/University (.046) (.059) (.046) (.059) (.046) (.059)
M_Worked_Last_Year -.014 .087*** -.016 .084x** -.016 .085***
(.019) (.022) (.019) (.022) (.019) (.022)
M_Arisan 370%** 3747+ .380***
(.086) - (.084) - (.078) -
F_Literacy 070* 107 .069** .109*** .067** 110%**
(.030) (.035) (.030) (.035) (.030) (.035)
F_Elementary -.012 .050 -.010 .049 -.010 .048
(.035) (.054) (.035) (.054) (.035) (.054)
F_High School/University — .109**  173*** .109** 173 107** 172%xx
(.047) (.063) (.047) (.063) (.046) (.062)
F Worked Last Year .023 -.020 .024 -.024 .023 -.022
(.027) (.042) (.026) (.041) (.026) (.041)
Household Variables
House .004 .066* .002 .061 .002 .061
(.033) (.038) (.032) (.037) (.032) (.037)
H_Electricity 116%*+* .013 124%** .039 123%** .040
(.043) (.065) (.042) (.058) (.041) (.057)
H_Head_Female 190**  -.125 .193** -.126 .193** -.125
(.084) (.116) (.087) (.116) (.087) (.116)
H_Size -.000 .020** -.000 .019** -.001 .018**
(.006) (.008) (.006) (.008) (.004) (.008)
H_N_Children -.003 -.039%** -.000 -.034*** - -.035*
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(.009) (.0112) (.009) (.012) (.012)
H_Age_Children 013*** .002 011%** .001 011%** .001

(.003) (.003) (.004) (.003) (.004) (.003)
M_N_Children_0-6 -.019 -.019 -.018 -.021

) ) (.017) (.026) (.016) (.026)

Village Variables YES,  YES, r;ii’e 4 YES YES, YES,

full set full set cet reduced set reduced set reduced set
N 5,349 5,349 5,349 5,349 5,349 5,349
rho -.48 -.49 -.50
P-value of rho .0042 .0028 .0013
Notes:

k%% and * denote statistical significance ahe 1%, 5% and 10% level respectively. Robust stahderors
clustered at district level are reported in paresdis. Province fixed effects and year dummy incude

Considering BPROBIT 1, we see that mother’s participationansan positively influences enrolment: in
particular, the effect is about .37, thus gredtantthat obtained fromcsiooL PrRoBIT 1 (.068). Hence, the
univariate model’'s social capital coefficient isndawvard biased with respect to the bivariate modetis:
the unobservables of tlaisan equation are negatively correlated with the unolzdses of the schooling
equation. This is confirmed by the statisticallgréficant negative estimate of thko coefficient from the
bivariate probit model. A possible interpretatidntiltese results is the following: among the unobesigles
of the univariate model there could be householderability to shocks. In more vulnerable househpld
once controlling for household wealth and villagmmcteristics, mothers could increase their ppdion
in arisans as a risk-coping device. At the same time, thesest less in children’s education, since this
investment is perceived by them as highly riskyn@osely, less vulnerable households are charaetehy
a smaller need to insure against shocks, companedte vulnerable ones. At the same time, lessevabie
households can invest a higher amount in educat@mmpared to more vulnerable ones. Hence, thegéiges
confirm the role ofarisansas insurance devices. These estimates are alssisom with the role odrisans
as savings mechanisms: households having moreudiffis in accumulating savings will utilizgrisan
more, ceteris paribus, compared to households wddchmulates savings more easily. In this cagean
represents a way to afford durable goods’ experaittamong which education can be considered. ét th
same time, mother's in households having less gayiwill, ceteris paribus, invest less in childsen’
education.

The size of mothers’ past social network could &dls@among the unobservables: mothers’ having alemal
network, in fact, would participate more in arisamprder to increase their network. At the sameetithey
would invest less in children’s education, becatisy would perceive the investment as more risky,
compared to better connected mothers.

BIPROBIT 2 includes among regressors the number of childgad 0-6, while excluding two village
variables which were not significant in the predospecification (the percentage of households lyavin

electricity in the village and the occurrence opmwvements during the year previous to the survélig
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estimatedarisan coefficient and marginal effect slightly increa3dis estimate, thus, confirms the role of
arisanas a determinant of the investment in childrenigcation.

Results concerning the other covariates confirm dbeclusions of the univariate analysis: parents’
education is a significant determinant of childeeischooling and this is particularly true for matbe
education: the impact effect is .15, indicatingtthaving a mother with secondary or tertiary edocat
increases the probability the child is in schoollBypercentage points, compared to having a mettkemo
education. Wealth as proxied by the availabilityetgfctricity in the household is also significanlysitively
associated with schooling, as it is female headshgppreviously pointed out, female headed housEhol
though being on average poorer than male heades] oray invest more in children’s education, because
women tend to spend a greater share of househmdchmfor children’s education, if compared to men.

BIPROBIT 3 considers one exclusion restriction for each eguoain particular, age is excluded from the
arisan equation and the number of children is excludednfithe schooling equation. The presence of
exclusion restrictions further improves precisitime(p-value of the estimateto coefficient declines from
.0028 to .0013). Furthermore, results ¢fOBIT1 and2 are confirmed.

As a further robustness check, | estimate the faiteaprobit models restricting the sample to theadase
provinces, thus dropping the Sumatra ones. | do llkcause the Javanese provinces are the oneheith t
strongest tradition of community participation, asfdarisan in particular’’ Results are reported in Table
6.2.2.

" Geertz (1962).
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Table 6.2.2. Bivariate Probit for School Enrolmentand Maternal Participation in Arisan
(Marginal Effects Computed at Average Charactersstdavanese Provinces Only)

Dependent Variables:

School = 1 if the child is enrolled in secondaryeatiary school, and O otherwise.
M_Arisan = 1 if the mother participatedamisan during the year previous to the survey, and Orotise.

BIPROBIT 1, JAVA BIPROBIT 2, JAVA BIPROBIT 3, JAVA
School M_Arisan School M_Arisan School M_Arisan
Individua (Child)l
Variables
Female -047**  035** -.048*** 037** -.048*** .037**
(.018) (.016) (.018) (.016) (.018) (.016)
Age ppee 002 | -122%% 002 | -124m _
(.015) (.002) (.015) (.002) (.015)
Muslim -.096 .154* -.094 .151* -.094 151*
(.066) (.080) (.065) (.081) (.066) (.081)
M_Age .004 .008 .002 .009 .003 .008
(.013) (.015) (.012) (.015) (.012) (.015)
M_Age_sq -.000 -.000 -.000 -.000 -.000 -.000
(.000) (.000) (.000) (.000) (.000) (.000)
M_Literacy .086*** .067 .088*** .067 .089*** .067
(.029) (.041) (.028) (.041) (.029) (.041)
M_Elementary .029 .031 .028 .032 .029 .032
(.029) (.057) (.029) (.057) (.029) (.057)
M_High .145%** A37** 144xx% .139** 146%** .139**
School/University (.048) (.062) (.048) (.062) (.049) (.062)
M_Worked_Last_Year -.027 .085*** -.027 .082*** -.027 .083***
(.017) (.023) (.018) (.023) (.013) (.023)
M_Arisan A15%** A1 2%** A406***
(.076) - (.074) - (.077) -
F_Literacy 044 [122%** .042 .129%** .043 129%**
(.028) (.036) (.028) (.035) (.030) (.035)
F_Elementary .003 .056 .003 .055 .004 .055
(.033) (.055) (.034) (.055) (.034) (.055)
F_High School/University .140*** .168*** 142*%* .168** .145%** .168**
(.052) (.069) (.052) (.069) (.051) (.069)
F Worked Last Year -000 -.051 .024 -.055 .000 -.054
(.027) (.044) (.026) (.044) (.027) (.044)
Household Variables
House 001 .147% .003 142%*% .004 142%xx
(.035) (.045) (.035) (.045) (.035) (.045)
H_Electricity .089* -.061 .079 .003 .080*** .004
(.052) (.082) (.053) (.070) (.053) (.070)
H_Head_Female 244** - 212* 243** -.209* 242** -.208*
(.101) (.120) (.103) (.120) (.103) (.120)
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Table 6.2.2. (Continued)
(Marginal Effects Computed at Average Charactersstdavanese Provinces Only)

Dependent Variables:
School = 1 if the child is enrolled in secondaryeatiary school, and O otherwise.
M_Arisan = 1 if the mother participatedamisansin the year previous to the survey, 0 otherwise.

BIPROBIT 1, JAVA BIPROBIT 2, JAVA BIPROBIT 3, JAVA
School M_Arisan School M_Arisan School M_Arisan
Household Variables
H_Size .001 .016* .000 .016* .002 .015*
(.007) (.008) (.007) (.008) (.005) (.008)
H_N_Children 001  -.0471%** .003 -.041%** -.040***
(.009) (.013) (.009) (.014) ) (.014)
H_Age_Children .014%*= .000 .012%*= .002 .012%** .001
(.003) (.003) (.004) (.003) (.004) (.004)
M_N_Children_0-6 -.019 -.016 -.017 -.014
) ) (.018) (.025) (.017) (.025)
Village Variables YES. YES. r;ﬁiéd YES. YES. YES.
full set full set set reduced set reduced set reduced set
N 4,147 4,147 4,147 4,147 4,147 4,147
rho -.55 -.54 -.53
P-value of rho .0007 .0005 .0011
Notes:

** ** and * denote statistical significance atehl1%, 5% and 10% level respectiveBobust standard errors
clustered at district level are raped in parentheses. Province fixed effects and year dummy included.

Results regarding the restricted Javanese samplearsistent with findings from the non-restricted
sample. The estimated coefficient of the variabble@rest slightly increases and the marginalaffés now
.40, indicating that maternal participation @misan determines a 40 percentage points increase in the
probability a child is enrolled in secondary ottisey education.
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7. Conclusions

The univariate probit analysis show a positiveistigally significant association between childien’
enrolment in secondary and tertiary education aattmal participation iarisans This result is confirmed
by the bivariate probit estimations, which alsohfight a negative significant correlation betwedm t
unobservables of the schooling equation and thésereables of tharisan equation. On the basis of the
analysis so far, however, this negative correlati@s not a clear-cut interpretation. For examphe, t
negative correlation is consistent with the presesichouseholds’ vulnerability to economic shocksoag
the unobservables. The size of mother’s past snetatork could also be among the omitted variables.

The absence of a clear explanation of the ressiles limitation of the analysis, besides the probt#m
potential poor identification, which could stem rfirtathe absence of proper exclusion restrictionshin t
bivariate probit model.

Future research will aim at giving a more apprdpriaterpretation of the results, and at understend
the channels through which motheasisan participation influences children’s schooling. Fr¢he analysis
of arisan determinants we see that a certain level of weaklly be necessary for participation. Hence, the
benefits ofarisan would be highest for intermediate level income deholds. However, this seems to hold
mainly for men’s participation, while for women amdpecially for mothers wealth is a less important
determinant of participation. This suggests tr&anscould influence household behavior not only thioug
a monetary channel, but also via information exgeaand the acquisition by mothers of a greater eness
of the importance of education, and of a highemgiein the household decision making.

In order to understand the channels through whiokhers’ arisan participation influences children’s
schooling, | will look for more information aboutd actual functioning ofrisans In particular, it is
important to understand which is the prevalent wiésed for the ‘pot’ allocation. If the pot weedlocated
mainly randomly, in fact, the insurance roleasfsanswould be limited. Another step of future analysis
consists in estimating the models in sub-samplestiied on the basis of wealth: a higlegisan effect for

the poorer sample could give support to the insteaale ofarisan
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Appendix

Variable Definitions

Children

Age.Age of individual (years).

M/F_ElementaryDummy=1 if mother’s/father’s highest educationdkei¢ elementary.

M/F_High School_UniversityDummy=1 if mother/father has secondary or tertedycation.
M/F_Literacy.Dummy=1 if mother/father can read in Indonesiaamuther language.
M/F_Worked_Last_Yeabummy=1 if mother/father worked during the yeag\pous to the survey.
M_N_Child_0-6 Number of mother’s children aged 0-6.

Muslim.Dummy=1 if the individual is Muslim, and zero othése.

School Dummy=1 if the child is enrolled in secondarntentiary education.

Sex.Dummy=1 if the individual is a male.

Adults

ElementaryDummy=1 if mother’s/father’s highest educationdeis elementary.

High School_Universitypummy=1 if mother/father has secondary or terteaycation.
Literacy. Dummy=1 if mother/father can read in Indonesiaamuther language.
Sex.Dummy=1 if the individual is a male.

Worked_Last_YeaDummy=1 if mother/father worked during the yeasg\pous to the survey.

Household

H_Electricity. Dummy=1 if the household utilize electricity.
H_Head_F.Dummy=1 if the household head is a female.
House Dummy=1 if the households owns the house it ocaupie
N_H_Child.Number of children in the household.
Age_H_Child Average age of children in the household

Community

Credit_Formal.Dummy=1 if at least one formal credit institutiagresent in the community.

Post.Dummy=1 if a post office is present in the commynit

Rural. Dummy=1 if the household lives in a rural area.

Improvement/DisasteDummy=1 if during the year previous to the surtbgre was an improvement/a
disaster in the community, which benefited/damagedleast 30% of the population (e.g. road
construction, construction of a health facilitys@nool/fire, flood, earthquake).

V_Electricity.Percentage of households using electricity inciramunity.
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Chapter 3. Patterns of Internal Migration in Indonesia: Evidence From A
Longitudinal Survey

Valeria Groppo

Universita degli Studi di Milano

1. Introduction

This chapter analyses the characteristicetd@rnal migrants in Indonesia, comparing them to those of
non-migrants. The analysis entails the estimatibra onodel of individuals’ migration decisions, as a
function of a set of individual- and household-leebaracteristics. The study sheds light on the wf
different factors in shaping internal mobility d&icins in Indonesia. The main contribution of thalgsis is
the distinction among different forms of internabliity. In particular, | distinguish between indival and
family moves.

The analysis is performed using the Indonesia Bahbife Survey (IFLS) dataset. This dataset entails
section on migration, in which respondents provfdgr complete migration histories, by reportingthéir
movements across villages which lasted at leaghsixths, since age 12. | use the second and taive svof
dataset (IFLS2 and IFLS3), corresponding to ye&7land 2000. Taking advantage of the longitudinal
nature of the dataset, | estimate individuals’ muiign decisions between 1997 and 2000 as a funcfion
their individual- and household-level characteeistin 1997, before the considered migration episotie
particular, | estimate a Multinomial Probit modelwhich the individuals choose among the followthgee
alternatives: do not migrate, migrate alone, angrate with the family. The estimates are perforrnad
women and males sample separately.

The analysis shows that migrants select diffeyeatticording to gender and migration type. Some
dimensions of selection are common to both gendéfsying only by migration types (for instanceantal
status and the value of household business lanidigsld Other dimensions of selection, instead, have
differential impact both by migration type and gend

This chapter also highlights that the main motiwagi of individual moves, both for males and females
are own work and education. Hence, this study dim#sr that there might be a lack of educational
infrastructures and job opportunities in migrarsshding areas. Hence, from a policy perspectivestidy
shows the importance of interventions which incecjad opportunities and educational services iforegy
where they are scarcer.

Our results also confirm the strong link betweegration and insurance market imperfections, which i

one of the key insights of the New Economics ofdwaiMigration.
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The paper is structured as follows. Section 2 pedithe main theoretical and empirical studiesuoal+
urban migration. Section 3 describes the main citeniatics of internal migration in Indonesia. lac8on 3,
the characteristics of the Indonesia Family Lifev@y dataset are illustrated. Sections 5 and 6Gigeothe
statistical and econometric analyses of individaatl family migration determinants, while Section 7

concludes.

2. Literature on the determinants of rural-urban migration in developing countries

This section reviews the main theoretical and eicgdirstudies on the determinants of migration
decisions. | mainly follow the framework providey baylor and Martin (2001), and, given that theeabjof
this chapter are primarily internal migrants indndsia, | mainly include studies dealing with indrrather

than with international mobility.

2.1 Theories of rural-urban migration

The majority of the theoretical studies of intermaigration focus on rural-urban mov&sThe first
strands of literature examining internal migrataecisions focus on the role of sectoral or spatieme
differentials.

The classical model of Lewis (1954) assumes theaipitalist and a non-capitalist sector exist, whiakie
then been associated with urban and rural areass.c@jitalist sector hires labour and sells outputaf
profit, and, as it expands, it draws labour frora titon-capitalist sector. If the two sectors areted in
different areas, the growth of the capitalist secketermines migration of workers across areas. mam
assumption of this model is that labour is avaéahlunlimited supply to the capitalist sectoradixed real
wage. The unlimited surplus of labour in the nopHadist sector implies that, in this sector, tharginal
product of labour is zero and labour can be transfiewithout loss of agricultural output. Key tds&a
assumptions of the model are that rural out-migrais not associated with a decrease in agricuilowgout
or with an increase in urban or rural wages. Theclassical two-sector model of Ranis and Fei (1961)
extends the model of Lewis (1954), by assumingttiraugh migration the marginal products of labmnd
thus wages) are equalized across areas. The kapleeprediction of this model is the convergeniceages
across sectors. The above considered models agslimeployment in the urban sector and focus darin
sector wage differences in explaining rural-urbaigration. These models have been criticised mainly
because they are not consistent with empiricalesdd of continuing rural-urban migration even ie th
presence of high urban unemployment and of pengistiéferences in the returns to homogeneous labour
across sectors.

The models of Todaro (1969) and Harris and Tod&t®7Q), by incorporatinglabour market
imperfections provide an explanation of why migration continumgen in the presence of high urban

unemployment. Also these models emphasize the ablimcome differentials in explaining rural-urban

% However, there are exceptions. For instance, tieeretical model considered by Rosenzweig and SE9R9),
explicitly refers also to rural-to-rural migratiom my analysis about Indonesian migration, | witinsider rural-to-
urban, urban-to-urban, and rural-to-rural migration
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moves, but depart from the neoclassical modelsusecthey do not assume full employment in the urban
sector. In the Todaro models, the urban sectardedd characterised by unemployment, which impkias
migrants’ earnings depend not only on the leveliifan wages, but also on the probability to fingta
Indeed, migration decisions depend on the diffezsrizetween rural and urbawrpectedather tharactual
earnings, where expected earnings are definedegsréisent valueof urban real income streams over the
worker time horizor?? Expected earnings are determined by the actualwiban wage differentials and by
the probability for migrants to find a job at theban destination. Given these quantities, rurakorb
migration continues as long as rural earnings eneeit than expected urban ones. In particular, tinal-r
urban gap in actual earnings may be so high tlat) én the face of high urban unemployment (and thu
lower probability for migrants to find a job), urb@xpected income is higher than the rural onethuod
migration is economically rational. This model Bnsistent with migration happening even in the fate
low probability to find a job in the initial peridd urban areas, as long as the present valugwkfincome
streams compensate for the initial losses. Thezefdrodaro (1969) concludes that any effort devated
decreasing urban unemployment might be worthless i not accompanied by a concomitant effort in
reducing the gap in living standards between udrahrural locations.

The models above adopt a macro perspective, andoti@xplain how migrants self-select, i.e. why
certain individuals migrate and others do not, gigecertain level of wage differentials. The hursapital
models of migration adopt instead a micro perspecfocusing on the roles of human capital in deiging
migrants’ selection. According to the seminal citmttion of Sjaastad (1962), spatial earnings défifttials
have certainly a role in determining migration dems. However, there are cases in which earnings
differentials are not necessarily associated wiidgraion from the lowest to the highest earningsatmns,
at least within certain age groups. Hence, earniiffsrentials are only part of the stofyTo clarify which
other factors influence migration decisions, théhautreats migration as a form of investment, énta
private and social costs and returns. Thereforethan important factor influencing migration &e
migration is especially undertaken by young indinat$, given that they have a longer time horizoarov
which to amortize investment costs and to reapatsefits. However, the author observes a sharpnaeicl
migration rates at very young ages, which is nohmetely explained by migration costs and length of
amortization period. In this respect, the studyarhdes the role ofkills: it may be possible that, upon
migration, migrants are required to change occapatThis means that migration only happens if the
complementary human capital investment is undentddesides the migration one. It is clear that dhky
youngest (among the young) would find it profitatweinvest in further human capital accumulatioenkie
the author concludes that the migration investnaarinot be treated in isolation, and any analysis of
migration decisions must take into account compldary investments that the individual may

concomitantly decide to (or be required to) undertanost importantly investments in human capitale

2 |n other words, the decision to migrate is takerite basis of a “permanent income calculation”@od1980).
%0 Differently from Todaro (1969) and Harris and Towlg1970), Sjaastad (1962) refersdarrent not to expected
earnings differentials.
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importance of human capital investments besidesigjeation one can also explain why in certaindnses
migration does not take place in face of spatiedime differences.

The models outlined above focus on the individsaihee decision-making unit, and are unable to éxpla
a range of common phenomena in LDCs, such as #eepce of geographically extended families and the
consistent flow of remittances from higher earninggrants to lower earnings families at origin. Tiew
Economics of Labour Migration (NELM) explains thdaets, modelling migration decisions as the restilt
complex interactions between households as a vdrokbeir individual members, and focusing on tHe ro
of insurance and capital market imperfectidng particular, departing from Todaro’s assumptidra risk
neutral individualas decision making entity, Stark and Levhari ()98&derline the role of migration as a
strategy undertaken hysk averse household® spread and thus mitigate risk. According te thiudy,
households which lack risk diversification oppoiti@s and access to insurance markets in rurakagiea
able to reduce total income risk by sending memimeusban locations characterised by risk profitest are
imperfectly correlated with the rural on®sThis study, which maintains the so called ‘poitiol
diversification approach’, underlines that incregsgains from longer migration distanceiyersification
gains) come at increasing costs from monitoring and meiment (Contractual costy. However, the
family ties which characterise household’'s membmigration loosen this trade-off, thus making the
migration investment enforceable (Lucas and Stagg5; Rosenzweig, 1988). Rosenzweig and Stark
(1989), starting from the observation that in Indigal to rural women’s moves predominate relagiviel
rural to urban men’s moves, focus on the role ofnmeo’'s marriage migration as a means allowing
households to diversify income risk. The authorghhght that in rural developing settings this type
migration improves households’ welfare even in @hsence of inter-village wage differentials, andhe
presence of identical village-specific risk disttilons, as long as the timing of events are nofepdy
synchronized® This ‘risk-theoretic approach to marriage migratipredicts that individuals of the same
household will go to different destinations andttkgalthier households (which are those with better
insurance) will invest less in marriage migratiohposing shorter distances locations. As underlmethe
authors, these predictions contrast with the origbeostandard marriage models of Becker (19734197
These models, indeed, predict that individuals ftbmmsame household will go to the same destinasiod
that individuals with relatively more rare traits.q. wealthier individuals) will invest more in sefa, by
choosing longer distances locations. Hence, thimis-wealth relationship represents a relativeigng
test of the two approaches to marridge.

Katz and Stark (1986), assumingisk averse individuabs decision making unit, focus on the role of

capital market imperfectiorsndrelative wealthin determining rural-urban migration. The authanglerline

31 See Stark and Bloom (1985).
%2 The role of migration as a risk diversificatiomasegy equally holds when migration is viewed asiratividual
decision. In the face of a highly risky rural emviment, a risk-averse individual would find it opél to accept a
temporary increase in risk by migrating, as londhesexpected risk in future periods in urban aisdswer than the
one prevailing in rural areas Stark and LevharBg)9
% Rosenzweig and Stark (1989), p. 909.
3 Rosenzweig and Stark (1989), p. 911.
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that in rural developing settings, characterisedifmted information, high transaction costs, andrked
barganing power asymmetries, poor individuals mawiable to access capital markets, and thus lieaea
the full potential values of their wealth. In thesmntexts, migration may provide an alternative mseto
fully reap these gains. They also provide a seaexplanation of migration, focusing on the fact that
individuals’ utility depends also on the statusvided by wealth. With this assumption, migratiopresents

a way to increase individual’s utility, through tmelividual’s advancing in his or her position lmetwealth
ranking relative to other individuals.

The study of Hoddinott (1994) includes both theiviglial’s and the household’s role in determining
migration and remittances behavior, generalizirgTbdaro and NELM approaches. This study shows that
both household-level and individual-level charastars influence the migration decision. In partauy the
study considers the role of househtddd in determining migration decisions, and highligthiat from a
theoretical point of view households’ landholdifgeze an ambiguous effect on the probability of atign
by household members. Indeed, higher landholdirgg maquire more labour, thus discouraging migration
However, they may also be associated with highettvewhich favours migration by allowing houselwld
to pay the costs of their members’ moves. In theted of Kenya, the author finds that the second
implication is verified, i.e. that higher househtdddholdings increase migration.

The above theories are not mutually exclusive.ebudt they are complementary, in that they underline
different aspects of the migration decision procddwerefore, in my empirical anaylsis | will taketo
account the main hints of the different theoretapproaches above outlined, highlighting whethet t@n
what extent they are verified in the case of irdkémigration in Indonesia. Before passing to thadolmesian
case, however, the following section reviews thénnempirical studies on the determinants of rurdlam

migration.

2.2 Empirical evidence on the determinants of rumatban migration

Several econometric studies provide supportiveangd of the Todaro models (see, for instance, Perlo
et al, 1998).

In the NELM framework, Rosenzweig and Stark (1988t the hypothesis that households facing
exogenously higher agricultural profit variabilityvest more in marriage migration, as a means doae
risk. Using data on 6 Indian villages observed dW@ryears, the authors find that households witjtnéni
levels of profit variability have a higher numbefr migrants, and send them to relatively more distan
locations®

The study of Mendola (2008), based on the NELM thtcal framework, focuses on the role of

migration in households’ technology adoption dexisi Using cross-sectional data on rural Bangladash

% In particular, Rosenzweig and Stark (1989) considenodel having as dependent variable a measumgigstion
(the number of migrants or mean marriage distarar@),as independent variable of interest the veseiari agricultural
profits over 10 years (1975-84). Since profit vaca is endogenous, it is instrumented using vilagels means and
variances of rainfall in the considered periodywadl as interaction terms between rainfall statstind head’s dry and
irrigated landholdings at inheritance.
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study dinstinguishes different types of migratiten{porary and permanent domestic, and internajioziad
highlights that the patterns of households’ sedectin migration depend on the type of migrationr Fo
instance, households with international migranéscar average wealthier and larger than househattswy
migrants, while households with temporary migraartsrelatively worse off.

Kuhn (2002) analyzes the different determinantsdividual and family migration in rural Bangladesh
The author underlines the main differences betwaemnly and individual migration: (i) family migrain
includes more women and children, (i) it also rieegi the acquisition of a permanent dwelling indte&
living with relatives or in a hostel, (iii) it seysies a migrants’ parents from a daugther-in-laygrimary
source of elderly support, (iv) it weakens rurddam ties, and (v) it transfers not only the proutucof a
family, but also its consumption. The study conelidhat family migration is more likely than indiual
migration among men from households that lack kmdithe support of other relatives.

In my analysis, | consider both individual-leveldahousehold-level determinants of migration, thus
considering the implications of the NELM theoretif@mework. As Kuhn (2002), | distinguish between
family and individual migration. My study differsdim the one of Kuhn (2002), mainly for the follogin
reasons: while the above author only includes mdmnale adults in his sample of analysis, | alstsitter
females and unmarried individuals, pointing out difeerences between the selection patterns of sratel
females. Moreover, the above study only includeslfurban moves, while | also consider urban-urban
moves. | also analyze the role of individuals’arauseholds’ income in influencing migration decisipn
which is not considered by Kuhn (2002). Kuhn (2008¢s an unbalanced panel dataset, in which person-
year observations are pooled and migration in yehris modelled as a function of contemporaneous year
t+1 characteristics. | instead use a balanced paskmaging migration choices in peri¢tll as a function
of individual and household characteristics in peti(see Sections 5 and 6). Finally, the above stseég a
Multinomial Logit model, which requires that the pothesis of Independence of Irrelevant Alternatives
(NA) is verified. The analysis of my study is iesid performed using a Multinomial Probit, which sloet

require the IIA property.

3. The context: migration in Indonesia

This section describes the main patterns of migmaith Indonesia. Given that the focus of the chaiste
on internal migrants, here the characteristiceiternal migration are primarily considered.

Indonesia is the largest country in South East Aaid the fourth most popolous country in the waltkl
population steadily grew in the last fifty yearsprh about 92 millions in 1960, to 150 millions 88D,
reaching 239 millions in 2018. The country is constituted by about 17,000 islarctsracterised by
enourmous diversity along many dimensions, suclecamomic development, population density, ethnic
composition and cultur€. Historically, economic development and populatitensity were higher in the

central island of Java, followed by the islandSomatra, Sulawesi, and Kalimantan.

% Source: World Bank Development Indicators.
37 About 300 ethnic groups and six officially recazgd religions exist in the countries (MacAndrew&74).
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Migration in Indonesia is not a recent phenomenSmce 1905, indeed, Indonesia had a public
transmigration programwhich transferred people from Inner to Outer oagiof the country. According to
MacAndrews (1978), two main phases of this progm be distinguished. The first pre-independence
colonial program moved about 190,000 persons beti865 and 1941, with Sumatra as main destination.
In the period 1950-1974, the Indonesian NationalgfRem moved about 787,000 persons, with the Outer
Islands becoming increasingly important as transanitg destinations. The change in destination aiedc
with the shift in the primary aims of the program.the period 1950-1970, indeed, the transmigration
program was mainly aimed at reducing populatiorsguee in Java, providing labour in sparsely popdlat
provinces, and increasing national security (Maaéng, 1978). During the 1970s, the governmenssée
more the role of transmigration as a means to spgional development, rather than to limit popalati
pressure in Java (Tirtosudarmo, 2009). This chafigdjectives concided with a period of increasablic
investments in infrastructure, communication andgication, which also encouraged people mobility.des
its ambitious objectives, the program was close2id0 due to lack of funds which was mainly linkedhe
1997-98 Asian financial crisis. Two types of traigrants can be distinguished (MacAndrews, 1978):
“general transmigrants”, which are fully supportadthe government from their departure to theiivatr
and settlement at destination, and “spontaneoussrtrigrants”, who move on their own expenses, but
participate in government projects once at destinaBesides these two main groups, there wage lkow
of spontaneous migrants who settle either in eratgt or in land they rent from other occupantsféghe
program evaluation, it is clear that the progrand lmaly a minimal impact in diminishing population
pressure in Java. In the period 1905-1977, inddwedprogram moved about 990,000 individuals frora,Ja
where the population increased by 35 million pedpleéhe same period (MacAndrews, 1978). As for
regional development objectives, the program didcigfe regional development plans, but their
implementation, as the implementation of the whodasmigration program, often suffered from lack of
funds, authority, and coordination among the rasfide agencies. MacAndrews (1978) also underlthed
program’s weaknesses in increasing food productyiven the low fertility and productivity of Outer
Islands’ land compared to the land in Java. Nostéihding these weaknesses, the program succeeded in
increasing transmigrants’ living standards, by pimg income and facilities to them. Moreover, the
program has the merit of having indirectly stimaththe increase of voluntary migration in a sociefych
was highly immobile until the 1960s.

From the 1970s, migration within and from Indonedizadily increased, driven by multiple forces, ahhi
are mainly the following (ILO, 2004):

- spatial mismatches between the areas where jolrtopitees were arising and those where workers
were living. For instance, investments in manufdioty activities were concentrated in Java,
especially from the second half of the 1980s, whitaction activities were mainly concentrated in
the Outer Islands. In this regard, it is importemunderline that inequality had a relatively sraall
role as a determinant of internal migration in Inésia, where access to land and education are more

equal compared to other settings, such as Chird,(RD08);
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- marked improvements in education levels, which riggliyoung people to leave rural areas in search

for alternatives to agricultural employment;

- development of infrastructures, public transpootatand increasing ownership of motorvehicles;

- increased commercialization and mechanization afcaldure, with labour inputs progressively

replaced by capital inputs;

- presence of local and regional conflicts, whichregai peoples’ to move in seach for a securer living

areas.

In the early 1990s, the majority of internal migimmoved from Outer Islands to Inner Indonesias Th
flow was partially reverted with the financial asighat hit the country in 1997-1998, when emignatut of
Java increased and immigration to Java declinelohi€ity represents another element which influenced
people mobility in Indonesia, where different ethgroups have indeed traditionally different pragites to
move.

In the last two decades, the average distancevavieh migrants are moving increased, with the numbe
of inter-provincial movers drastically growing imi¢ period. One of the most important features of
Indonesian internal migration is the fact thatsitmainly non-permanent in nature. As such, it igano
difficult to be recorded by standard surveys. Adeartined by ILO (2004), temporary migration haseyaeV
advantages over permanent migration. For instahég,more flexible and it allows individuals towiie
their time among different activities (in the vila and in the urban areas), thus diversifying midkreover,
given the higher costs of living in urban than imal areas, working in urban settings temporarilyilev
maintaining the family in rural areas, increasegsetolds’ purchasing power in those areas. In iaddit
rural settings are often perceived more appropaatplaces where to grow children, given that udraas
are frequently characterised by relevant enviroriteleand security problems. Temporary migration also
allows individuals to maintain social ties with thiédage of origin, which could be a source of fincéal and
psychological support. In this regard, it has teebghasized that social networks are crucial ierd@hing
the patterns of internal migration in Indonesia:sime@mporary migrants indeed, make their first nmoet
with other experienced migrants or join friendsreliatives at destination (ILO, 2004). Another impaot
feature of recent migration flows in Indonesia I tincrease of migration by women, with females’
movements outnumbering males’ ones in some aredB. Biskilled and skilled women move: women with
lower education generally work in the informal sectmainly as domestic servants, while women with
secondary education work in the formal sector, mastthe factories of Jakarta’s metropolitan reg{tLO,
2004).
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4. Data

4.1 IFLS sampling scheme

IFLS is a longitudinal survey which was first fieldl in 1993 (IFLS1). Subsequent waves were
administered in 1997 (IFLS2), 1998 (IFLS2+), 2008LE3), and 2007 (IFLS4¥.

In this paper, | only use IFLS2 and IFLS3, sincesthare the only two waves for which it is possible
have comparable values of real monetary varialleBated both spatially and temporally. Indeed tigha
and temporal deflators constructed in the same(wdk base Jakarta December 2000) are only availbol
IFLS2 and IFLS3. For IFLS1 and IFLS2, there is aggal CPI by province, that converts nominal valizes
1986 values. This index, however, is only for urtmaeas and it is only temporal. Therefore, with the
available IFLS data, it is not possible to conZ&93 to 2000 values. However, in the overview thlbws,

I will describe also IFLS1, since it provides thests for all the successive waves.

IFLS1 was administered in 13 out of 27 Indonesiavipces and it is representative of 83% of the31L99
Indonesian populatioft.Frankenberg and Karoli (1995) provide details fm FFLS1 sampling scheme: the
survey stratified on provinces and rural-urban fioce, then randomly sampled within these stratahiv/
each of the 13 provinces, Enumeration Areas (EAs)ewandomly chosen from a sample frame used in
another socioeconomic survey administered in Insiapghe 1993 SUSENAS.Urban EAs and EAs in
smaller provinces were oversampled to ease rubaruand Javanese-non Javanese comparisons. Within
EAs, households were randomly selected on the lbdlse 1993 SUSENAS listing. In IFLS1, interviews
were conducted with 7,224 households, defimpamhélhouseholds’. The total number of individuals Ityiim
these households in 1993 was 33,081. Basic infeomalvas recorded for each household member.
However, to reduce survey costs, a subsample afeimmlid members was defined to be eligibledietailed
interviews. This subsample is constituted by thiewaing individuals, definedpanel respondents

- the household head and his/her spouse

- up to two of their children aged 0 to 14, who weredomly selected

- anindividual aged 50 or older and his/her spotsgjomly selected from remaining members

- for a randomly selected 25% of households, an iddat aged 15 to 49 and his/her spouse randomly

selected from the remaining members.
Eligible panel respondents were 22,588 in IFLS1.tl@fse, 97.5% completed the interviews, and 2.5%
refused (Thomast al, 2010).
For panel respondents the dataset includes botlsehold-level data, such as location, demographic
composition, expenditure and assets, and indiviyall data, including educational, marital, emphant

and migration histories. For all IFLS waves , comitytlevel data were also collected, by interviegvihe

3 |FLS2+ was fielded in 1998, to evaluate the imragglimpact of the Asian economic crisis that hitdnesia since
January 1998. It only included 25% of the IFLS hehald sample, in 7 out of the 13 IFLS provinces.
% The Indonesian provinces sampled in IFLS1 werefalewing: four provinces on Sumatra (North Suraatwest
Sumatra, South Sumatra and Lampung), the five &peamprovinces (DKI Jakarta, West Java, Central,JBVa
Yogyakarta, and East Java), and four provinces ramyethe remaining major islands groups (Bali, Wé&isa
Tenggara, South Kalimantan, and South Sulawesi).
0 The 1993 SUSENAS sample includes 60,000 households
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head of the community about, among others, availatansportation means, communication, sanitation

infrastructure, credit opportunities, and econoahianges.

4.2 IFLS household-level attrition rate

IFLS2 had the goal of re-contacting all 7,224 IFL&buseholds, definedpanel households
(Frankenberg and Thomas, 2000). If an entire paoesehold had moved in the periods between differen
waves, it was tracked, as long as it still resisledne of the 13 IFLS1 provincé5The rule of tracking only
those households who moved to another IFLS provicmdd be a source of bias, if the number of
households who moved to a non-IFLS province is hifppwever, in the period between IFLS1 and IFLS2,
less than 1% of IFLS1 households moved to a noi&Iptovince or to another country, while 1% moved to
an unknown locatiof? Hence, we can exclude that the tracking rulesebiabe selection of the IFLS2
sample, with respect to the original IFLS1 sammsigh. In 1997, 94.4% of households were re-coadact
and 93.3% of IFLS1 households were re-interviewedhe sense that at least one person of the IFLS1
household was re-interviewed. This re-contact isateery high compared to the one of other survdyss it
can be seen from table 1 below, of the IFLS1 hoolsishthat were re-interviewed in 1997, 90.9% hatl no
moved at all, and another 3% had moved within gélaA total of 6% were interviewed outside thei®39

village.

Table 1. Location of IFLS1 origin householdse-interviewed in IFLS2

N %
Did not move 6,125 90.8
Moved of whom 617 9.2
Within village 203 3.0
Within sub-districtkecamantahn 99 15
Within district kabupateh 120 1.8
Within province 122 1.8
Another IFLS province 73 11
Total IFLS1 households re-interviewed in IFLS2 @74 100.0

Source: IFLS2.

“11n 2000, also individuals who moved to the proeid Riau (which is not one of the 13 original IALBrovinces)
were tracked. A small number of households wer® ddlowed in Southeast Sulawesi and Central andt Ea
Kalimantan, because their locations were near treldss of IFLS provinces and thus within cost-effec reach
(Strausset al, 2004).
“2 Source: ILFS2.
* A similar re-contact rate is also obtained by the Kagera Health and Development Survey (KHDS), used by Beegle et
al. (2011). As underline by these authors, the attrition rate of the KHDS dataset is very low compared to that of other
panel surveys, summarized in Alderman et al. (2001) and ranging from 17.5% to 1.5%.
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IFLS3 had the goal to re-contact all IFLS1 origihauseholds having living members the last timg the
were contacted, plus IFLS2 and IFLS2+ split-off $elolds. A total of 10,574 households were contisicte
2000, of which 7,928 were IFLS3 target househotds 2646 were new split-off households. Thus, 95% o
IFLS3 target households were actually re-contactedotal of 10,345 households were actually re-
interviewed, with the difference between re-corgdcaind re-interviewed being due to the presence of
households whose all members died between theyswoumds or to households that merged with others.

The following table reports the household-levetostact rates among IFLS1-2-3.

Table 2. Household-level re-contact rate between IIS1 and IFLS2*

IFLS1 |IFLS2 target Recontact IFLS3 target IFLS3target Recontact rate (%)
HHs contacted rate (%) HHS’ HHs contacted

IFLS1 HHs 7,224 6,821 94.4 7,138 6,800 95.3
IFLS2 split-off HHs - 877 - 865 819 94.7
IFLS2+ split-off HHs - - 344 309 89.8
IFLS3 target HHs - - 8,347 7,928 95.0
IFLS3 split-off HHs - - - 2,646 -
Total HHs contacted 7,224 7,698 - - 10,574 -

Source: Strauss et al. (2004)

Notes:

a. The number of re-contacted households includeset households whose members all died and hoasetiait
recombined into other households since the lasesur

b. IFLS3 target households are IFLS1 householdsS2Fsplit-off households, and IFLS2+ split-off hebslds
known to have at least some members living indlsedurvey.

c. Re-contact rates are out of IFLS3 target houdsho

As underlined by Strauss et al. (2004), becauseayers, the geographical distribution of househoids
2000 changed since 1997 and 1993. As indicatedeirfdllowing table, of the IFLS2 households thatave
re-interviewed in 2000, 91.6% had not moved sirn@@3] and another 3.4% had moved within the village.
Only 5% of tracked households were found outsigeotiigin 1997 village. By contrast, over half ofispff
households are in a different village from the 1988, 16.5% moved to a different district and aliR#o
moved to a different province. Besides showingithportance of tracking, the tables below indicdtat t
“there has been a considerable amount of movinggi-off households, though not by non-split-offs”
The same pattern emerges by comparing IFLS1 and&3Flocations of IFLS1 origin and split-off
households. It is important to underline that egesoof migration across villages of the entire IELdBigin
household as a unit are very rare. This implieswhieen we refer to ‘family migration’ in the nex@dions,
we focus on moves of nuclear families from origouseholds whose other members, in most cases,tdo no

move.

* Strauss et al. (2004), p. 7.
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Table 3. Households re-interviewed in IFLS3: Relod#ons since IFLS2

All HHs IFLS1 Split-off

interviewed origin HHs HHs

N. % N. % N. %
Did not move 7,634 73.2 6,192 91.6 1,442  39.2
Moved within village 683 6.5 228 3.4 455 12.4
Moved within district 360 3.4 85 1.3 275 7.5
Moved within sub-district 483 4.6 75 1.1 408 111
Moved within province 708 6.8 101 15 607 16.5
Moved to another IFLS 496 4.8 65 1.0 431 11.7
province
Moved to non-IFLS province 71 0.7 12 0.2 59 1.6
Total 10,435 100.0 6,758 100.0 3,677 100.0
Source: Strauss et al. (2004).
Table 4. Households re-interviewed in IFLS3: Relod#&ns since IFLS1

All HHs IFLS1 Split-off

interviewed origin HHs HHs

N. % N. % N. %
Did not move 6,098 58.4 5,573 82.5 470 12.8
Moved within village 1,278 12.2 474 7.0 859 23.4
Moved within district 601 5.8 204 3.0 397 10.8
Moved within sub-district 693 6.6 174 2.6 519 14.1
Moved within province 1,001 9.6 194 2.9 807 21.9
Moved to another IFLS province 690 6.6 126 1.9 564 15.3
Moved to non-IFLS province 74 0.7 13 0.2 61 1.7
Total 10,435 100.0 6,758 100.0 3,677 100.0

Source: Strauss et al. (2004).

4.3 IFLS individual-level attrition rate

IFLS2 had the goal to re-interview the 22,588 IFlfahel respondents, as well as those IFLS1 househol

members who were at least 26 years old in 1993sd'heo categories of individuals were defintatdet
respondents(Frankenberg and Thomas, 2000). Individuals wéf their 1993 household by 1997 were
tracked, if: (i) they were target respondents aidyailable information indicated that they weesiding in

one of the IFLS1 provinces. The new householdshichvthe individuals were found were defineglit-off

households™ As it can be seen in the next table, in IFLS2 ¢herere 23,049 target respondents, thus

eligible to be tracked. Of these, 91% were inteveid, 1% refused, and 7.5% were not fotfhd.
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> Once a household was found, the rules for inteivig its members differ between origin and splitfwduseholds. In
origin households, all members including new engragince 1993 were eligible for interview, while gplit-off
households only target respondents, their spouskthair biological children were to be interviewed

% As a comparison, in the Kagera Health and DevetynSurvey (KHDS), which is another tracking survey
characterized by low attrition, 82% of the baseliegpondents were re-interviewed.



Table 5. IFLS completion rates: individual respondats

IFLS1 (1993) IFLS2 (1997) IFLS3 (2000)
N % N % N %

1. Eligible for survey 33,081 3960F

2. Died between the waves 854 790

3. Eligible for survey / alive at survey date (rowow 2) 33081 32,227 38,811

4. Assessed (% = row 04 / row 03) 26,948 83.6 32,586 84.0

5. Eligible to be tracked and contacted, of whom 588 23,049 32,189
6. Interview conducted 22,0197.5 21,073 91.4 29,440 91.5
7. Refused 569 25 244 1.1 261 0.8
8. No interview conducted 1,732 75 2,488 7.7

9. New entrants in this wave - 5,404 6,104

10. Total sample interviewed in this wave (row 4x#19) 22,019 32,352 38,690

11. Total potential sample for the next wave (romcd8v 9) 33,081 37,631 44,915

Source: Thomas et al. (2010), table 1, p. 5.

Notes:

a. There are 1,970 new entrants in 2000 from aiapE298 survey of a sub-sample of respondents.
b. Respondents included in 1993 baseline.
c. Respondents selected for individual intervieWw993.

IFLS3 was fielded in 2000 with the aim of re-cotitag both IFLS2 respondents and individuals who
were eligible in IFLS2, but who were not intervielim 1997. Therefore, a respondent who had not been
found in a wave could be recovered in a subsequané (Thomas et al., 2010). The total potentialdam
of IFLS3 included almost 40,000 individuals. As fbhousehold, the tracking rule implied that only
individuals who moved within IFLS provinces wergile to tracking. The definition of target resjpiemts
was expanded in IFLS3, including not only IFLS1 @arespondents and IFLS1 household members who
were at least 26 years old in 1993, but also othéividuals, such as those born since 1993 in IFLS1
household$! As it can be seen from the previous table, in IFL®EL.5% of target respondents were
interviewed, 0.8% refused, and 7.7% were lost boieup. Hence, IFLS3 completion rates are veryilsim
to those of IFLS2. The lowest re-interview rategev®und for individuals aged 15-19 in 1993. Thiasw
due to the high mobility rates in this age groupt &lso to IFLS tracking rules, which did not calesi
individuals in this age range in the past, and @ntgndom subsample of them in 2000 (Strausd, 2004).

A total of about 16,000 individuals were added sid®93, due to the presence of spouses, childreh, a
other relatives who moved into existing householsere were 17,990 individuals who had individual
interviews in IFLS1, 2 and 3. This correspondshiout 82% of IFLS1 panel respondents.

IFLS4 used the same re-contact protocols of IFIla88, registered 12% of individuals lost to follow-up

" In particular, the category of ‘target respondeassdefined in IFLS3 included: IFLS1 ‘panel resdents’, IFLS1
household members who were at least 26 years dl®93, individuals born since 1993 in origin IFLBduseholds,
individuals born after 1988 in origin IFLS1 houskt® IFLS1 household members born between 19681888 if
interviewed in 1997, a 20% random sample of IFLSLisehold members born between 1968 and 1988 if not
interviewed in 1997. The reason of the expansiotheftarget categories was to follow children andng adults born
in panel households, thus keeping the sample reptasve of the 1993 population in the 13 considgr®vinces.
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4.2 Migration data in IFLS

IFLS provides both household-level and individwaid! information on migration. As anticipated ireth
previous section, the survey includes a variabtécating whether a household moved between theegurv
rounds. This variable also indicates whether the@emwmas within village, sub-district, district, pioee, or
across provinces.

Individual-level information on migration is prowd in two different sources in IFLS: first, the
household roster indicates, for each household reethiat was listed in a previous round, whetheoihghe
is in the household, or not. If not, the month gedr of departure are recorded, together with ¢élasan of
the move, the current location (whether in the saiflage, sub-district, district, province or in @her
province), and other information such as educakemel and total monthly income. This source is only
available for individuals who changed householdwieen two waves (either entering another existing
household, or forming a new split-off household)d anly indicates one episode of migration (the ohe
departure from the household).

The second source of individual-level mobility infaation is the migration history module, which is
answered by target respondents, as defined inrthéopis paragraph. Individuals are asked to stéiettver
they moved crossing village boundaries, stayinigast 6 months since age 12. For each move, indilgd
reported the year, the destination, the distangg,(fhe reason, and who moved together with theanigat
the time of the move.

The sample used in this paper mainly comes fromntigration history module, given that it was
answered by target individuals, and not by proxgpomdent. Hence, the information it gathers shaeld
more accurate than the one of the roster. In thgplaof analysis, | define migrants those individuaho
reported at least one move in the period betwek82Fand IFLS3 (1997-2000).

| take into account two relevant migration chagastics, which are the reason of migration andtivre
the individual moved alone or with his or her familf the individual reported more than one movetlia
period 1997-2000, | only consider the first movatthe or she did. For instance, if the individualved, say
in 1998 alone and then again in 2000 with the fgniilonly consider the move he or she did alone and
classify the individual as individual migrant.

In 2000, migrants were interviewed either in thengahouseholds they were in 1997 (in this case they
were already back by the time of the 2000 interyjew in a new household (in this case they weitieadt
destination by 2000 and they were tracked). As abuentioned, in IFLS when an individual was tracked
the household in which he or she was found wasngivéew identification code and classified as a new
split-off household. This implies that split-ofbiiseholds are not necessarily occupied by an mha#yiwho
moved with the spouse for marriage reasons. Diftre we can find split-off households which are

occupied by only one individual, if he or she moaéahe (for any reason) and was tracked at deitm®&t

8 |FLS3 includes a variable saying whether the hbakkin which the individual was interviewed in ZD@as a split-
off household or not. However, this variable ordys that between 1997 and 2000 the individuals gddmousehold.
We do not know the year of the split-off, so wematrassociate it to the migration episodes we oeskr individuals,
for which we also have the year in which the moapgened.
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The sample includes both individuals who migrated the first time in their lives in the considered
period, and individuals who migrated for the secondhird time. We can call the individuals in tfiest
categorynew migrantsand those in the secomést migrantsin the econometric analysis, | will estimate
both models which do not control for past migrat{opa. migration before 1997), and models whichtomn
for it.

Table 6 below reports the reasons of individualeves for the same sample used in the statistichl an
econometric analyses, with the only difference tih table also includes marriage migration, whigh
instead excluded in the empirical analysis thalowes. | excluded individuals who moved for marriage
pregnancy or divorce, because moves related t@ thesnts are likely to respond mainly to non-ecdoom
factors. This is especially true for marriage moweisich, in Indonesia, are highly influenced byditenal

laws and customs (Buttenheim and Nobels, 2009).

Table 6. Reasons of migration (first move done irhe period 1997-2000)

Men Women
N. % N. %

Work (self) 352 40.9 205 20.9
Work (others) 19 2.2 51 5.2
Education (self) 99 115 99 10.1
Education (others) 1 0.1 4 0.4
Marriage/Pregnancy/Divorce 89 10.3 141 14.3
Sickness/Death/Shocks 26 3.0 26 2.6
Migration with family 56 6.5 139 14.1
To be close to family 69 8.0 115 11.7
Other 149 17.3 203 20.7
Total 860 100.0 983 100.0

Source: IFLS2-3.
Note: the category “Other” aggregates the followdniginal IFLS categories:
like the destination, new housing opportunitiebeotreasons.

As it can be seen, the most common reason for tmalles’ and females’ migration are own work, and
other reason$. The third most common migration reason is own atlan for males and
marriage/pregnancy/divorce for females. The catedbtigration with family”, which is associated with
6.5% and 14.1% of males’ and females’ moves rebbgt does not allow to understand the specifason
of the move. Indeed, an individual could have migglawith his or her family because of work, or the
education of children, or because of a new houspmprtunity. Therefore, the IFLS classification ga®t
allow to disentangle properly migrants by the r@asbtheir moves. However, the data entail the toes:
“Did you move with other householders?” and “Whowed together with you at the time of the move?”. On
the basis of these questions, | distinguish indiald who moved together with their (nuclear) famitpm

those who did not. In particular, | define ‘famitlgigrants’ individuals who moved with their spousea

9| specified the category “Other” by aggregating following original IFLS categories: like the destion, new
housing opportunities, other reasons.
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children (in case they have), or with their paremitde ‘individual migrants’ are those migrants wtiial not
move with other householders, or who moved withsetwlders other than the spouse o parents.

As previously explained, in the analysis that fao | do not consider those individuals who moved f
marriage/pregnancy/divorce reasons. Hence, theg@ateindividual migrants’ includes individuals who
moved alone for any of the above categories, erdutiarriage/Pregnancy/Divorcé®. Instead, family
migrants include individuals who moved with spoasé/or children and/or parents for any reason ebedlu
“Marriage/Pregnancy/Divorce”.

The category “To be close to family” mainly regardsurn movers, who previously migrated for work,
education or other reasons.

The following table shows the reasons of migratidistinguishing between individual and family
migration, and excluding the marriage/preghancyidig category. We can see that, for both men and
women, the primary reasons for moving alone are wark and education, followed by the willingness to
be close to family and other reasons. Family mignais mainly due to “Other” reasons, followed byro

work for men and “Migration with family” for women.

Table 7. Reasons of migration by type of migratioiifirst move done in the period 1997-2000)

Individual Migration Family Migration

Men Women Men Women

N. % N. % N. % N. %
Work (self) 262 57.7 162  33.8 90 28.4 43 11.8
Work (others) 2 0.4 15 3.1 17 54 36 9.9
Education (self) 94 20.7 99 20.7 5 1.6 0 0.0
Education (others) 1 0.2 2 0.4 0 0.0 2 0.6
Sickness/Death/Shocks 5 11 12 2.5 21 6.6 14 3.9
Migration with family 13 2.9 39 8.1 43 13.6 100 R27.
To be close to family 41 9.0 81 16.9 28 8.8 34 9.4
Other 36 7.9 69 14.4 113 35.6 134  36.9
Total 454 100.0 479 100.0 317 100.0 363 100.0

Source: IFLS2-3.
Note: the category “Other” aggregates the followdnigiinal IFLS categories:
like the destination, new housing opportunitiebeotreasons.

0 There are also some individuals who were class#ie individual migrants’ while stating “Migratiomith family” as
reason for migration. These individuals are tho$® weported having moved with family members otthem the
spouse, or the children, or the parents (for i®aimdividuals who moved with one brother).
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5. Descriptive statistics

5.1 Methodology

In the analysis that follows, | compare migrantsl @on-migrants on the basis of their pre-migration
characteristics, distinguishing by individual araimily migrants. Among pre-migration characteristits
consider both individual-level variables (such @®,aeducation, sector of occupation and income) and
household-level variables (households’ landholdings

In this statistical analysis, as in the economeine of the next section, | restrict the sampliadividuals
who are in the age range from 15 to 75 yéhrs.

The methodology of the statistical analysis is fyabased on Ferndndez-Huertas Moraga (2011), who
analyses the selection pattern of migration fronxikte to the United States. The above study empiogs
data originated from th&ncuesta Nacional de Empleo TrimestfBNET), which records the wage (and
other characteristics) of (future) emigrants in therter before they leave. In that paper, ‘emitgaare
individuals who are in Mexico at quarterand are reported to have left for the United Statben the
interviewer returns to their same household attguarl. On the other hand, ‘non-migrants’ are those who
are in Mexico in both quarters. Comparing these ¢ategories, Fernandez-Huertas Moraga (2011) eeslua
the direction of selection of Mexican emigrantstha basis of income and education, and concludas th
they are negatively selected. Following this studgke advantage of the fact that IFLS allows bsarve
migrants before they move. More precisely, | cdesithe individuals interviewed both in IFLS2 and
IFLS3, and see who among them moved between thevlwes. | define those who moved ‘migrants’ and
those who did not ‘non-migrants’. | then compare thharacteristics of (prospective) migrants and- non
migrants at the baseline (1997), before the mignagipisodes happening from 1997 to 2000. Henceyin
analysis | explore the determinants of recent ntiigma. In this way, | also avoid using data refggrto very
distant moments in time, which could be affecteddwnall bias.

Compared to the ENET data, IFLS has the drawbhak the time span betwee¢randt+1 is not a
guarter, as in the ENET case, but it ranges betweem months and three years. Therefore, if thgramit
moved, say, in 1999, his or her wage can be sagmifly different from the wage of the same perdat t
observe in 1997. This disadvantage of IFLS witlpeesto ENET data implies that comparing migramis a
non-migrants on the basis of their pre-migratioarekteristics to understand the patterns of seleatay be
a less ‘robust’ procedure in the case of IFLS timathe case of ENET. However, IFLS has also a eelev
advantage with respect to ENET. Indeed, ENET datgecord as ‘migrants’ individuals whose complete
household emigrated. In other words, in ENET arividdal is classified as migrant only if at leasteoof
the members of his or her household remains in ttexDifferently, IFLS also records as migrants

individuals who migrated with the whole family, B&se the survey entails the tracking of moving

°1 Other studies on migration in developing countriestricted the age range of sample individuals/een 15 and 65
(e.g. Beegle et al. 2011, Fernandez-Huertas Mora@al). However, | extended the sample age rangactade
individuals from 15 to 75 years old, mainly for tneasons. First, having a larger sample allows @ muecise estimate
of the effects, and second individuals in Indonestak until the elderly age. Thus they presumali§p anove (for
work or other reasons) in the same age range.
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households. Moreover, as we saw in the previousosecthis feature of IFLS allows to distinguishtiween

family and individual migration, and this distirmti will be key to our analysis.

5.2 Location, age and marital status

Table 8 below shows that, on average, migrants gordominantly from urban areas, irrespective of
gender and migration type. If we look at the typen@ration, we can see that a higher fractionnalividual
migrants come from rural areas, compared to famiyrants>? These figures may indicate a ‘wealth effect,
by which individuals living in rural areas are peothan those living in urban ones, and thus treeHess
resources to pay the costs associated to familyatiog. Compared to individuals in rural settings,
individuals in urban settings may also have greatsress to capital which provide resources to bear
migration costs, and greater networks, which coettilice migration costs. These figures may als@lb¢ed
to the fact that the skills of individuals living urban areas are more “transferable” (to otheamd®ettings)
than those of individuals living in rural areastRarand Seck (2009).

Table 8. Location, age and marital status

Non- Individual  Family Non- Individual Family
migrants  migrants migrants migrants migrants migrants
N obs 13,973 935 681
% on total 89.6 6.0 4.4
% male 45.3 48.6 46.6
Men Women
Live in rural 0.53 0.45 0.34 0.52 0.39 0.37
(0.49) (0.49) (0.48) (0.49) (0.48) (0.48)
Age 38.70 23.38 34.46 37.81 24.98 30.99
(15.52) (10.45) (12.64) (14.99) (13.28)  (10.55)
Unmarried 0.24 0.76 0.19 0.17 0.68 0.11
(0.42) (0.42) (0.39) (0.38) (0.47) (0.32)

Source: IFLS2-3.

Both among men and women, migrants are, on averages likely to be unmarried than non-migrants.
However, this is mainly driven by the marital s&wf individual migrants, while the majority of fayn
migrants are married. The presence of unmarrieitheils in the category migration with family isie to
the presence in this category of youths who mignatie their parents.

On average, migrants are younger than non-migrants for both sexes, individual migrants are
significantly younger than family migrants. By fa@wg only on individual migrants, hence, one iglykto
consider only a very specific group of individuals, very young individuals, at about age 20. Hesveas
the table above shows, also older individuals cégrate, most likely with their families. The talhence
shows once again the importance of considering inofiridual and family migrants, distinguishing ttveo
categories.

2 The difference is statistically significant at % for males and 1% for females.
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Migrants’ selection with respect to age can be shalso graphically. Following Fernandez-Huertas
Moraga (2011), | obtain histograms of age for nagramts, individual and family migrants, by gender.
Figure 1 below shows that the three categorieschagacterized by different age profiles. In patacu
irrespective of gender the probability of individuaigration is highest at about age 20 and thatofily
migration is highest around age 30. After age A@ividuals are more likely to stay, regardlesseridgr.

Figure 1. Age distribution of migrants and non-migrnts (1997)
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Source: IFLS2-3.

5.3. Education
Table 9 below indicates that migrants in Indonesia positively selected in terms of education: both

among women and men, indeed, migrants are significenore educated than non-migrants, and the ¢fpe
migration that is associated with the highest etiocdevel is individual migration. Moreover, therg a

statistically significant difference between theueation level of male and female non-migrants, with

females being less educated than males.

Table 9. Individuals’ education, by migration typeand sex (1997)

. Individual  Family Non- Individual ~ Family
Non-migrants . . : . .
migrants migrants migrants migrants migrants
Men Women
Years of education 6.97 9.38 8.98 5.65 9.27 8.09
(4.59) (3.98) (4.95) (4.56) (4.40) (4.77)
N. 6,334 454 317 7,639 480 363

Source: IFLS2-3.
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5.4 Employment and income

Table 10 shows that, both among men and womervithdil migrants are less likely to work than non-
migrants and family migrantd.This is related to the fact that among those wioweralone there are also
individuals who move for education, who are unkki be working. The table also shows that non-aritg
are significantly more likely to be working in tbemary sector than migrants, both among men andew
Moreover, male individual migrants are associat@ti & significantly higher probability of workingithe
primary sector than male family migrants. This nb@ydue to the fact that a household engaged inapyim
activities often owns farm business assets thar defrom moving as a whole.

Table 10 also shows the differences in mean reahmes between the different categories of indivglua
Total income includes monthly earnings from primang secondary job (in case the individual has and)
non-labour income. It is measured as a fractioprofincial average, to avoid time trend effectsrl@adez-
Huertas Moraga, 2011), and in logarithms. The tahlavs that, with the exception of women in ruraks,
the migration type which is associated with thehbif income is family migration. This is likely t®
related to the fact that family migration requirégher costs than individual migration, and thudividuals
earning higher incomes are more likely to be ablafford family moves.

From the table below, we see that individual miggaare more likely to be unemployed at the basgline

with respect to non-migrants and family migratits.

Table 10. Individuals’ employment, by migration type and sex (1997)

Non- Individual Family Non- Individual Family
migrants migrants migrants migrants migrants migrants
Men Women
Primary 0.30 0.09 0.15 0.11 0.03 0.04
(0.45) (0.29) (0.36) (0.31) (0.16) (0.19)
Manufacturing 0.11 0.09 0.14 0.09 0.07 0.07
(0.31) (0.29) (0.34) (0.28) (0.26) (0.25)
Construction 0.07 0.05 0.06 0.00 0.00 0.01
(0.25) (0.21) (0.24) (0.06) (0.06 (0.10)
Services 0.31 0.19 0.46 0.22 0.17 0.22
(0.46) (0.39) (0.49) (0.42) (0.38) (0.42)
Not working 0.21 0.56 0.19 0.58 0.72 0.66
(0.41) (0.49) (0.39) (0.49) (0.45) (0.47)
N. 6,334 454 317 7,639 480 363

Source: IFLS2-3.

%3 The difference in the working probability betwaadividual migrants and non-migrants is statisticaignificant for
both men and women at the 1% level, while the dbffiee in the working probability between family masigts and non-
migrants is statistically significant for men aéth% level and for women at the 5% level.

** The differences in employment probability betwératividual migrants and non-migrants are stati$ijcsignificant
at the 1% level®® The differences in employment probability betwéedividual migrants and family migrants are
statistically significant at the 1% level for makasd at the 10% level for females.

68



We use a graphical analysis to visualize the differselection patterns of the various categories of
migrants, according to income. The graphs below file cumulative density functions of individuals’

income, distinguishing by gender and type of migratThis analysis only considensrking individuals

Figure 2. Individuals’ income distribution, by migration type and sex (1997)
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Source: IFLS2-3.

Note: monthly own income is the logarithm of mogttdarnings from primary and secondary job (in ctme
individual has one). Income refers to profits i tindividual is self-employed and to wages if he/gha private or

government worker. In this graph, income is measasea fraction of provincial average, to avoidetitrend effects
(Fernandez-Huertas Moraga, 2011).

Figure 2 above shows that on average migrants mame than non-migrants, both among men and
women. Following Fernandez-Huertas Moraga (201Performed a Kolmogorov-Smirnov (K-S) test, to
verify whether the earnings distributions of migsaand non-migrants indeed differ. If we do notidguish
by migration type, the null hypothesis of equatifjincome distribution between migrants and nonramgs
is rejected at the 0.1% significance level, forhboten and women. Disentangling the different selact
patterns by migration type, the K-S rejects equatdit income distributions between non-migrants and
individual migrants, at the 0.1% and 5% for maled g&emales, respectively. Instead, for both sesgsality
of income distributions between family migrants amah-migrants is still rejected at the 1% significa
level. Hence, family and individual migrants aresitigely selected in terms of own income, both agon
men and women. Equality of income distributionsateetn individual and family migrants is only rejatte
for females, at the 5% significance level.
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5.5 Household land ownership

Table 11 below shows average per capita househald Values for migrants and non-migrants at the
baseline, differentiating by gender and migratigmet® As the income variable, land values are measured i
logarithms and in real terms, using spatial andptaal deflators (with base Jakarta in December 2000
consider landholdings only, since it is the asagtgory that most realistically can be considerexyenous,
while other assets, such as house or other buddimgy be influenced by the household’s past mignati

experiencé®

Table 11. Households’ land ownership by migrationytpe and sex (1997)

. Individual  Family : Individual ~ Family
Non-migrants . . Non-migrants = |
migrants migrants migrants migrants
Men Women
P.c. Business land 5.07 441 2.37 4,59 3.98 2.39
(7.03) (6.77) (5.35) (6.85) (6.70) (5.31)
P.c. Non-business land 4.40 457 3.48 4.21 4.27 5 3.7
(6.72) (6.79) (6.26) (6.62) (6.78) (6.44)
N. 6,334 454 317 7,639 480 363
Source: IFLS2-3.
Note:

Variables are measured as the logarithm of landegalLand values are measured in per capita meas$ te
(base Jakarta 2000). Given the presence of holosehot possessing land (for which land values have
been set to zero), before taking logs land vargaptghave been replaced by (x+1).

Considering business land for men, family migraws a significantly lower level of business landrth
individual migrants or non-migrants. This patteaggests that in the presence of a farm businedisjdoal
migration rather than family migration is chosemother words, when the household owns a farm basin
work on the land is required and thus individuagration is preferred. It is optimal for the housieht
send individual male members to different locatjaisis spreading the risk associated with housé&hold
activities (Rosenzweig, 1988). For women, we agdiserve that the category which is associated thih
lowest business value is that of family migrants.

From the above analysis, we can conclude thatrdiftecategories of migrants are selected along many
dimensions in different ways, depending on gen®ég. also saw that migrants are positively selected i
terms of education, with the differences in edwrabetween migrants and non-migrants being paatibul
relevant in the case of individual migrants.

As regards income, we saw different selection pagtaot only by gender, but also by migration type.

Concerning land, we saw that family migration isa$ated with lower levels of household’s business
land ownership, but only in rural areas. Moreowsly for women in rural areas, individual migraotsn
significantly more non-business land than non-nritggaHence, in the econometric analysis that faldw

consider both business and non-business land values

% Given the presence of households not possessimiy(far which land values are set to zero), befaténg logs
relative land variables (x) have been replacedkby ).
% See Stacey (2011).
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6. Econometric analysis

6.1 Methodology

In the econometric analysis, migration between 1883 2000 is analyzed as a function of individuals’
and household characteristics in 1997. This metloggoresembles the one of Beegle et al. (2011)s&he
authors use two survey rounds of a tracking paneley in Tanzania and model individuals’ migration
decisions between two survey waves as a functiandiwidual- and household-level characteristicshat
baseline yeat"

Differently from the above study, | distinguish ween individual and family migration, estimating a
Multinomial Probit model, where the individuals’ a@ibe set entails three alternatives: non-migration,
individual migration and family migration. Indexirvgth i the individualj his or her household a1, 2,

3 the chosen alternative, the estimated modekisalfowing:

Mij,97-00 = Bro + Br1 Xij,o7 + Bre Hik,97 &ik,97 (1)

where Myo7.00iS @ dummy which equals one if the individual chafiernativek between 1997 and 2000,
and Xje7 and H o7 are vectors of individual- and household-levelraelateristics in 1997. The sample is the
same as that considered in the previous statistitalysis: it includes the individuals who weresimtewed
both in 1997 and 2000, and that reported theirmugration history in the 2000 interview (see Sattd). |
considered the 15-75 years age range, and perfaimezstimates on men and women samples separately.

On the basis of the literature on the determinahtsigration and of the previous descriptive analythe
baseline specification (table 12 below, column hrludes both individual- and household-level
characteristics. In particular, the individual-levariables are the following: a dummy which equahe if
the individual is unmarried, age and its square #re deviation in years of schooling from the peer
provincial averagé® Household-level variables include as a dummy edmaine if the individual is the
household head or his or her spouse, a dummy itticarhether the individual is child of the headdahe
number of his or her biological children in the ageges 0-5, 6-10, 11-15, 16-20, and over 20 years.

In column 2, we add controls for households’ lardimgs, distinguishing between business and non-

business land.

" The analysis of Beegle et al. (2011) is based hen Kagera Health and Development Survey (KHDS),ctvhi
consisted initially of about 900 households intemwéd up to four times from 1991 to 1994. The KHDE®1-1994
serves as the baseline survey for the study. Im2@dother round of the KHDS was administered, ragmat
interviewing all individuals who were household niers in any round of the survey in 1991-94. 93%hefbaseline
households were re-contacted, tracking those wheethin the period 1991/1994-2004. The authors mindi#viduals’
migration between 1991-94 and 2004 as a functiandif¥idual and household characteristics in 19¢1-9
8 Following (Beegle et al. 2011), | include “yeark sthooling completed relative to peers” instead‘ysfars of
schooling completed”, for two reasons: first, tlangle also includes individuals younger than lthatbaseline, who
have not necessarily completed their educationoi®kaconsidering years of schooling relative torpesoids that the
education variable captures part of the age effEae variable is constructed as the deviation ef itidividuals’
completed years of schooling from the average efhbr peers. Age-specific peers are considerednftividuals
younger than 18, while all other individuals aresidered for adults. Differently from (Beegle et2011), | calculate
the averages within province, because of the cerslide heterogeneity across Indonesian provinces.
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In column 3, | also consider individuals’ workingraditions at the baseline, as well as their incoime.
particular, | include the logarithm of individualszal total monthly income, and dummies for hisher
employment sector (manufacturing, constructionyises, not working, with the baseline category gein
primary sector employment).

Finally, | also consider further household-levelnirols, i.e. dummies indicating the quintiles of
households’ per capita real income at the basgtae 1997.

All models also include controls for location, wihiare a rural/urban dummy, province dummies, aed th
interactions between the rural and the provincerdig®s. Standard errors are corrected for heteroskedg
and clustered at the household-level. Results is@aged in the form ohveragemarginal effecton the
probability of being in each migration categorytiwihe base category in the estimation being thabao-

migrants.

6.2 Results

Table 12 concerns the probability of migrating a&dor males.
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Table 12. Marginal effects on the probability ofindividual migration for men

Outcome: individual migration (men)

1) (2) (3) (4)
Unmarried 0.073*** 0.074%* 0.070%*** 0.068***
(0.02) (0.02) (0.02) (0.02)
Age -0.003*** -0.003*** -0.003*** -0.003***
(0.00) (0.00) (0.00) (0.00)
HH Head/Spouse 0.009 0.010 0.010 0.009
(0.01) (0.01) (0.01) (0.01)
Head's child -0.038*** -0.038*** -0.038*** -0.037**
(0.01) (0.01) (0.01) (0.01)
N. children 0-5 -0.019** -0.019** -0.019** -0.019**
(0.01) (0.01) (0.01) (0.01)
N. children 6-10 -0.018** -0.018** -0.019** -0.018*
(0.01) (0.01) (0.01) (0.01)
N. children 11-15 -0.009 -0.009 -0.010 -0.010
(0.01) (0.01) (0.01) (0.01)
N. children 16-20 -0.017* -0.018* -0.018* -0.017*
(0.01) (0.01) (0.01) (0.01)
N. children 21+ -0.018* -0.018* -0.020* -0.019*
(0.01) (0.01) (0.01) (0.01)
Education 0.003*** 0.003*** 0.003*** 0.003***
(0.00) (0.00) (0.00) (0.00)
P.c. Business land 0.000 0.000 0.000
(0.00) (0.00) (0.00)
P.c. Non-business land 0.001 0.001 0.001
(0.00) (0.00) (0.00)
Manufacturing 0.015 0.017
(0.01) (0.01)
Construction 0.019 0.022
(0.02) (0.02)
Services 0.016* 0.018*
(0.01) (0.01)
Not working 0.040%*** 0.042***
(0.02) (0.02)
Monthly own income 0.001 0.001
(0.00) (0.00)
2nd quintile HH income -0.009
(0.01)
3rd quintile HH income -0.023**
(0.01)
4th quintile HH income -0.019**
(0.01)
5th quintile HH income -0.011
(0.01)
N 7,105 7,105 7,105 7,105
Notes:

Robust standard errors in parentheses, clusteitbe &tH level. *** 1%, ** 5%, * 10% significance lel.

All models also include a constant term, rural pravince dummies and their interactions.



Column 1 includes basic demographic individual- andsehold-level characteristics. Being unmarried
raises the probability of individual migration bpaut 7 percentage points, on average eetéris paribus
The role of marital status in determining malestiwdual migration is confirmed when controls for
household land ownership, individuals’ working sgtand household wealth are added. Consistentty wi
previous descriptive statistics, the table alsonshthat individual male migrants are significanglyunger
than non-migrants. As for household composition,see that being the household head or his/her spous
does not significantly influence the probabilityrofilles’ individual migration, which is instead gigrantly
decreased when the individual is the head's chilgarticular, a higher number of children in tlge @anges
0-5, 6-10, 16-20 and 21+ significantly reducesgt@bability of men’s individual migration. More misely,
having an additional child in the above specifiagk aanges decreases males’ individual migration
probability by 1.7 to 2.0 percentage points, orrage andeteris paribusThe negative effect of the number
of children on the probability of men’s individuaigration is maintained when further covariatesaatded.

Households’ land holdings, added in column 2, are statistically significant determinants of males’
individual migration probability.

In column 3, | add controls for whether individuasrking status, together with his own real monthly
income. Being unemployed or working in the servisestor in the baseline year 1997 increases males’
probability of moving alone by 4 and 1.6 percentpgimts, respectively. This effect holds when colstfor
household income and expenditure are includedolumin 4. The effect of working status suggests timat
of the primary motivations for moving alone for mslis to look for a job. The result is also relatedhe
fact that, within individual movers, there are alkose who moves for education, which are likely todbe
working. The estimated coefficient for income ist nstatistically significant, indicating that once
demographic, household structure, employment sectdrland controls are included, own income doés no
influence the probability of individual migrationrfmales’?

The model in column 4 includes quintiles for tdtalusehold-level per capita monthly income in 1997.
The results indicate that belonging to householtdesg income is in the third and fourth quintilestloeé
distribution significantly reduces the probabilibf men migrating alone. This result is consisterihw
Banerjee and Newman (1998), whose model predietsitidividuals belonging to the intermediate pdrt o
household income distribution are less likely tograte. This is due to the fact that individualstte
intermediate levels of income are more likely tamoon informal insurance mechanisms at the vilage
level, which reduce their incentives to move. Thaserhanisms are instead less likely to be usedby t
poorest and the richest segments of the populatimieed, the richest can to rely on more formalirmgpp
devices, while the extremely poor are unlikely &wér access to informal village-level groups.

The next table reports the marginal effects omptiodability of men’s family migration.

91t could be that even individuals who do not ehigh income are given the resources needed to jigration costs
by other members of the family.
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Table 13. Marginal effects on the probability offamily migration for men

Outcome: family migration (men)

1) (2) 3) (4)
Unmarried -0.050*** -0.051*** -0.053*** -0.053***
(0.01) (0.01) (0.01) (0.01)
Age -0.001** -0.001** -0.001** -0.001**
(0.00) (0.00) (0.00) (0.00)
HH Head/Spouse -0.011 -0.015 -0.014 -0.015
(0.01) (0.01) (0.01) (0.01)
Head's child 0.004 0.005 0.006 0.005
(0.01) (0.01) (0.01) (0.01)
N. children 0-5 0.017*** 0.017*** 0.017*** 0.018***
(0.00) (0.00) (0.00) (0.00)
N. children 6-10 -0.000 -0.000 -0.000 0.000
(0.00) (0.00) (0.00) (0.00)
N. children 11-15 -0.007* -0.007 -0.007* -0.006
(0.00) (0.00) (0.00) (0.00)
N. children 16-20 0.001 0.001 0.001 0.001
(0.01) (0.01) (0.01) (0.01)
N. children 21+ -0.001 -0.001 -0.001 -0.001
(0.01) (0.01) (0.01) (0.01)
Education 0.002*** 0.002*** 0.002*** 0.002***
(0.00) (0.00) (0.00) (0.00)
P.c. Business land -0.002*** -0.002*** -0.002***
(0.00) (0.00) (0.00)
P.c. Non-business land -0.001* -0.001 -0.001*
(0.00) (0.00) (0.00)
Manufacturing 0.015 0.014
(0.01) (0.01)
Construction 0.008 0.007
(0.01) (0.01)
Services 0.022%** 0.021%**
(0.01) (0.01)
Not working 0.003 0.001
(0.01) (0.01)
Monthly own income -0.001 -0.001
(0.00) (0.00)
2nd quintile HH income 0.000
(0.01)
3rd quintile HH income 0.007
(0.01)
4th quintile HH income 0.001
(0.01)
5th quintile HH income 0.012
(0.01)
N 7,105 7,105 7,105 7,105
Notes:

Robust standard errors in parentheses, clusteitbe &tH level. *** 1%, ** 5%, * 10% significance lel.

All models also include a constant term, rural pravince dummies and their interactions.



From column 1, we see that being unmarried decsetis®e probability of men’s family migration by
about 5 percentage points, on averagecateris paribusAs for individual men’s migration, age increases
significantly reduce the probability of men’s faynihigration. Being the household head or his ordngd
does not significantly impact the probability ofrfidly migration for men.

As for household composition, we see that having pwre child in the age range 0-5 increases the
probability of family migration for males by 1.7 ngentage points, on average areteris paribus The
effect is stable, even if slightly increased, wientrols for household wealth are included, in owiu.

Education exerts a statistically significant andipee influence on the probability of family midran
for men. In particular, having one year of educatiwore than the average peers in the provinceaserethe
probability of men’s family migration by 0.2 perc¢age points, on average aceteris paribus

Column 2 adds controls for households’ land holginge see that a higher value of land (business or
non-business) significantly decreases the proltaloifimen’s family migration. This result is cortsist with
the descriptive statistics of the previous sectiwhjch show a negative association between houdehol
business land value and family migration.

Regarding the labour market variables of columhe®ng employed in the services sector at the braeseli
year increases the probability of men’s family mov®y 2.2 percentage points, on average eatéris
paribus Differently from the case of individual men’s magjon, in the case of men’s family migration,
being unemployed at the baseline does not hawgniisant impact on the probability of moving.

From column 4, we can also see that moving with fdmaily is not significantly associated with
household income. This is an important differendé wespect to the case of individual men’s mignadi

The following table reports the results for womendividual migration.
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Table 14. Marginal effects on the probability ofindividual migration for women

Outcome: individual migration (women)

1) (2) (3) (4)
Unmarried 0.051*** 0.051*** 0.052*** 0.050***
(0.01) (0.01) (0.01) (0.01)
Age -0.003*** -0.003*** -0.003*** -0.003***
(0.00) (0.00) (0.00) (0.00)
HH Head/Spouse -0.013 -0.013 -0.013 -0.015*
(0.01) (0.01) (0.01) (0.01)
Head's child -0.025*** -0.025*** -0.025*** -0.022**
(0.01) (0.01) (0.01) (0.01)
N. children 0-5 -0.017** -0.017** -0.017*** -0.017*
(0.01) (0.01) (0.01) (0.01)
N. children 6-10 -0.017** -0.017** -0.017*** -0.0F7*
(0.01) (0.01) (0.01) (0.01)
N. children 11-15 -0.002 -0.002 -0.002 -0.001
(0.01) (0.01) (0.01) (0.01)
N. children 16-20 -0.019** -0.019** -0.019** -0.018
(0.01) (0.01) (0.01) (0.01)
N. children 21+ 0.001 0.001 0.001 0.003
(0.01) (0.01) (0.01) (0.01)
Education 0.003*** 0.003*** 0.003*** 0.003***
(0.00) (0.00) (0.00) (0.00)
P.c. Business land -0.000 -0.000 -0.000
(0.00) (0.00) (0.00)
P.c. Non-business land 0.000 0.000 0.000
(0.00) (0.00) (0.00)
Manufacturing 0.007 0.009
(0.02) (0.02)
Construction 0.017 0.019
(0.04) (0.05)
Services 0.022* 0.024*
(0.02) (0.02)
Not working 0.021* 0.021*
(0.01) (0.01)
Monthly own income 0.000 0.001
(0.00) (0.00)
2nd quintile HH income -0.020***
(0.01)
3rd quintile HH income -0.027***
(0.01)
4th quintile HH income -0.024***
(0.01)
5th quintile HH income -0.019**
(0.01)
N 8,482 8,482 8,482 8,482

Notes:
Robust standard errors in parentheses, clusteitbe &tH level. *** 1%, ** 5%, * 10% significance lel.
All models also include a constant term, rural pravince dummies and their interactions.
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Column 1 in table 14 indicates that being unmaritedeases women'’s probability of moving alone by 5
percentage points, on average aateris paribusAs for the case of men’s individual and familyves, age
increases significantly reduce the probability enfles’ individual migration. The effects of marséatus
and age are maintained, once land, working statdshausehold wealth values are controlled for. és f
household composition, we see that the number dfireh in the age ranges 0-5, 6-10 and 16-20
significantly decreases women'’s probability of nmavialone. Differently from the case of men’s indival
migration, the number of children over age 20 does have a statistically significant impact on the
probability of migrating alone for women.

Regarding education, we see that having one yeadatation more than the peers in the province
increases the probability of women'’s individual maigon by 0.3 percentage points, on averagecatelris
paribus

As for males, also for females land variables, uded in column 2, are not statistically significant
determinants of individual migration.

Own income is not a statistically significant detérant of individual migration for females, as wans
for males. Moreover, also for females being uneygdoor being employed in the services sector @t th
baseline year is significantly and positively asastd with the probability of individual migration.

The others controls for household wealth, includeaolumn 4, show that women whose household
belongs to the second to the fifth quintile of thgtribution of household income are significardgs likely
to migrate alone, compared to those whose houseditdthe lowest quintile. This indicates that wemm
who move alone belong to the poorest segment oflidtebution of householdurrentincome. This result
suggests that poorest women move in order to fettebopportunities, when income sources lack @irth
origin village.

Table 15 shows the results for females’ family raigm.
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Table 15. Marginal effects on the probability offamily migration for women

Outcome: family migration (women)

1) (2) 3) (4)
Unmarried -0.047*** -0.048*** -0.048*** -0.048***
(0.01) (0.01) (0.01) (0.01)
Age -0.002*** -0.002*** -0.002*** -0.002***
(0.00) (0.00) (0.00) (0.00)
HH Head/Spouse 0.006 0.004 0.005 0.004
(0.01) (0.01) (0.01) (0.01)
Head's child 0.012 0.013 0.012 0.013
(0.01) (0.01) (0.01) (0.01)
N. children 0-5 0.013*** 0.012*** 0.012*** 0.012%**
(0.00) (0.00) (0.00) (0.00)
N. children 6-10 0.002 0.002 0.002 0.002
(0.00) (0.00) (0.00) (0.00)
N. children 11-15 -0.006 -0.006 -0.006 -0.005
(0.00) (0.00) (0.00) (0.00)
N. children 16-20 0.004 0.004 0.004 0.004
(0.00) (0.00) (0.00) (0.00)
N. children 21+ -0.004 -0.003 -0.004 -0.004
(0.01) (0.01) (0.01) (0.01)
Education 0.002*** 0.002*** 0.002*** 0.002***
(0.00) (0.00) (0.00) (0.00)
P.c. Business land -0.001*** -0.001*** -0.001***
(0.00) (0.00) (0.00)
P.c. Non-business land -0.000 -0.000 -0.000
(0.00) (0.00) (0.00)
Manufacturing 0.012 0.011
(0.01) (0.01)
Construction 0.068* 0.059*
(0.05) (0.05)
Services 0.018* 0.016
(0.01) (0.01)
Not working 0.017* 0.017*
(0.01) (0.01)
Monthly own income -0.000 -0.001
(0.00) (0.00)
2nd quintile HH income 0.000
(0.01)
3rd quintile HH income 0.006
(0.01)
4th quintile HH income 0.000
(0.01)
5th quintile HH income 0.016*
(0.01)
N 8,482 8,482 8,482 8,482
Notes:

Robust standard errors in parentheses, clusteitbe &tH level. *** 1%, ** 5%, * 10% significance lel.

All models also include a constant term, rural pravince dummies and their interactions.
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From column 1, we see that being unmarried decsehgeprobability of family migration for women by
4.7 percentage points, on average eettris paribus The influence of marital status is maintained whe
other controls are added. As for the cases seereghge has a negative and statistically significapact
on the probability of women’s family migration. Asr men, the probability of women’s family migratio
increases with the number of children aged 0-5.

Education is also significantly related to womefamily migration decisions. In particular, havingeo
year more of education compared to the peers ipitrénce increases a woman'’s probability of miagat
with her family by 0.2 percentage points, on averagdceteris paribus

In columns 2, | add the land controls. We see that probability of women’s family migration
significantly decreases with the value of businlessl. Non-business land, instead, does not sigmifig
influence the probability of women’s family migrai. From column 3, we see that the women who are
employed in the construction or service sectorsyrmployed at the baseline are significantly miiedy
to move with the family, compared to women who amrking in the primary sector at the baseline.
However, only the effect of the construction sectmnains statistically significant once householehith
controls are added, in column 4. This results cdaddelated to the fact that in the cases in winomen
work in the households’ farm land at the baselihey are less likely to follow their spouses attidegion,
were they would have low probabilities of findingod.

As for men, also for women households’ income duatsrepresent a significant determinant of family
migration.

In the next table, | only report the results of misd4 above for males and females, by migratiom.typ
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Table 16. Determinants ofindividual and family migration, by gender

Individual migration Family migration
Men Women Men Women
Unmarried 0.068*** 0.050%*** -0.053*** -0.048***
(0.02) (0.01) (0.01) (0.01)
Age -0.003*** -0.003*** -0.001** -0.002***
(0.00) (0.00) (0.00) (0.00)
HH Head/Spouse 0.009 -0.015* -0.015 0.004
(0.01) (0.01) (0.01) (0.01)
Head's child -0.037*** -0.022*** 0.005 0.013
(0.01) (0.01) (0.01) (0.01)
N. children 0-5 -0.019** -0.017*** 0.018*** 0.012%
(0.01) (0.01) (0.00) (0.00)
N. children 6-10 -0.018** -0.017*** 0.000 0.002
(0.01) (0.01) (0.00) (0.00)
N. children 11-15 -0.010 -0.001 -0.006 (0813}
(0.01) (0.01) (0.00) (0.00)
N. children 16-20 -0.017* -0.018** 0.001 040
(0.01) (0.01) (0.01) (0.00)
N. children 21+ -0.019* 0.003 -0.001 -0.004
(0.01) (0.01) (0.01) (0.01)
Education 0.003*** 0.003*** 0.002*** 0.002***
(0.00) (0.00) (0.00) (0.00)
P.c. Business land 0.000 -0.000 -0.002*** OQL***
(0.00) (0.00) (0.00) (0.00)
P.c. Non-business land 0.001 0.000 -0.001*  -0.000
(0.00) (0.00) (0.00) (0.00)
Manufacturing 0.017 0.009 0.014 0.011
(0.01) (0.02) (0.01) (0.01)
Construction 0.022 0.019 0.007 0.059*
(0.02) (0.05) (0.01) (0.05)
Services 0.018* 0.024* 0.021*** 0.016
(0.01) (0.02) (0.01) (0.01)
Not working 0.042*** 0.021* 0.001 0.017*
(0.02) (0.01) (0.01) (0.01)
Monthly own income 0.001 0.001 -0.001 eao
(0.00) (0.00) (0.00) (0.00)
2nd quintile HH income -0.009 -0.020%*** 0.000 0.000
(0.01) (0.01) (0.01) (0.01)
3rd quintile HH income -0.023** -0.027*** 0.007 0.006
(0.01) (0.01) (0.01) (0.01)
4th quintile HH income -0.019** -0.024*** 0.001 0.000
(0.01) (0.01) (0.01) (0.01)
5th quintile HH income -0.011 -0.019** 0.012 0.016*
(0.01) (0.01) (0.01) (0.01)
N 7,105 8,482 7,105 8,482

Notes:
Robust standard errors in parentheses, clusteitbe &tH level. *** 1%, ** 5%, * 10% significance lel.
All models also include a constant term, rural pravince dummies and their interactions.
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From the above table, we see that there are someendeants which play an analogous role across
genders and migration types. For instance, incesiasage significantly reduce mobility, either adaor with
the family, and regardless of gender. Being morecatdd, instead, increases the probability of both
individual and family moves for both genders.

Other determinants are, instead, typical of migratiype, regardless of gender. For instance, being
married or being the head’s child reduces the gmiibaof individual migration for both males andrhales.
Similarly, for both sexes, having a higher numblectaldren in the age ranges 0-5 significantly reetithe
probability of individual migration, while increamg that of family migration. Also the role of busss land
as a determinant of migration is common for menwaachen, varying by migration type. Indeed, the lssu
indicate that for both men and women higher valokper capita households’ land holdings does not
significantly influence the probability of individli migration, while significantly decreasing thdtfamily
migration. Moreover, both for men and women thebphility of moving alone increases for individualbo
are unemployed or working in the services sectahatbaseline. Services employment might also delu
informal and low-skill jobs, such as small-scaléiietrade activities. Thus, the results indicdtattboth
among men and women, individuals undertaking logagnings activities at the baseline year 1997 ameem
likely to move alone in the period 1997-2000, orrage andeteris paribusThus, the results suggest that
one of the main motivation for individual moveshe search for better job opportunities.

The results also show that for both men and wonhenetis a negative and statistically significant
association between the probability of individuadyration and current household income.

There are instead some selection patterns thasgeeific to both gender and migration type. For
instance, the number of children in the age oldant20 years significantly and negatively influenoaly
males’ individual moves, without significantly imgafemales individual migration or family migratiai
either men or women.

As previously stated, the sample of analysis inetuldoth individuals who migrated for the first time
the period 1997-2000, and individuals who migratethe second, third, of'rtime. Hence, | also estimate
models controlling for past migration experienceluding a dummy which is equal to one if the indixal
migrated (either alone or with his/her family) alsefore 1997. However, it is only an exploratorglgsis,
as past migration is endogenous. From table Athdamppendix, we can see that the variable indigapast
migration experience is positive and significant foth genders and migration types. It is also éidgior
family than individual migration. Other coefficieastimates do not vary in a relevant way from presi

estimates not controlling for past migration.
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7. Conclusions

Internal migration represents a key phenomenoreueldping countries, which has been shown by past
literature to have important implications, both foigrants themselves, and for their origin housgshol
Therefore, it is important to understand the deteamts of individuals’ moves. In particular, undargling
the determinants of internal migration helps tonpaut which market imperfections exist in origireas,
and may thus be a reasonable starting point fodéisegn of policy interventions in developing segs.

In this analysis, | focused on one important aspémternal migration, which has not been consede
by the literature so far. In particular, | analyzedgrants’ selection pattern, distinguishing betwee
individuals who moved alone and individuals who mevith their families.

To do this, | used the Indonesia Family Life Surdeyaset. Indeed, Indonesia represents an idemigset
to analyze internal migrants’ characteristics, giwhat the country recently had relevant incredses
mobility within its national borders. | took advage of the longitudinal nature of IFLS, by usingtsurvey
waves (1997 and 2000). Following recent empiritatli®s on migration (Beeglet al, 2011; Fernandez-
Huertas Moraga, 2011), | analyzed individuals’ ratggn choices between perib@year 1997), and peridd
+ 1 (year 2000), as a function of individual- and rehmd-level variables at (1997), i.e. before the
considered migration episodes. This methodologyeamses the robustness of our results, by reduiireg t
constant individual-level heterogeneity.

In order to distinguish the different roles of nation determinants according to migration type, |
estimated a Multinomial Probit of individuals’ maion decisions, where the individuals' choicest se
entailed three alternatives: not moving, movinghalanoving with the family. | performed the estiegbn
men’s and women'’s sample separately.

Our results indicate that it is possible to idgngbme migration determinants which are commonsacro
migration types and genders, while for other din@rsof selection there are significant differenbeth by
gender and migration type. Age and education,rfstance, are significantly related to all migrattgpes,
regardless of gender, with higher education anefage increasing individuals’ mobility.

Among the factors that are typical of the migmatigpe, and invariant across genders, we can fgenti
marital status, with unmarried individuals beingrgiicantly more likely to move alone and less likéo
move with the family. The number of children in thge ranges 0-5 and 6-10 significantly and positive
influences family migration, while influencing naga&ly individual migration. The value of busindssd
negatively influences family migration, both for mand women. There are instead other factors teatat
only specific to migration types, but also to gandieor instance, the working status influences tiegly
individual migration and has a positive influeneefamily migration, only for males.

The analysis also highlighted that the main motiret of individual moves, both for males and fersale
are own work and education. Hence, this study uiméer that there might be a lack of educational
infrastructures and job opportunities in migrargshding areas. Therefore, from a policy perspective
analysis shows the importance of interventions tlincrease job opportunities and educational sesvin

regions where they are scarcer.
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Moreover, for individual men’s migration, we foumglidence of lower mobility at intermediate levefs o
the household income distribution. As shown by Bjgeeand Newman (1998), this might be related & th
fact that individuals whose household has an intgliate income have a lower incentive to move, caatgpa
to individuals in households at the extremes ofitkkeme distribution. Indeed, intermediate levdlsxoome
at the village-level are likely to give access teeh of village-based informal insurance mechanjsuhsch
would not be available in the city. Therefore, po®rest and the richest would be more likely to eyayven
that they are less affected by the absence ofrdbinsurance mechanisms in urban areas. Thisteffight
create poverty traps, for those individuals atrimexdiate household income levels who decide natdue,
even in the face of economically advantageous pgmdunities at destination.

This effect underlines the importance of the preseof insurance mechanisms, both at origin and at
destination. Hence, the results confirm the strdimk between migration and insurance market
imperfections, which is one of the key insightdshef New Economics of Labour Migration.

The above analysis, moreover, confirms that intamigration is a complex phenomenon, which should
be analyzed along different dimensions. In thisptéig in particular, | distinguished the determitsaaf
individual from that of family migration. In the rechapter, | will distinguish migration types aodimg to

whether migrants are currently away or back atiiorig
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Appendix

Table A.1 Determinants ofindividual and family migration, by gender
(controlling for past migration)

Individual migration Family migration
Men Women Men Women
Past migrant 0.037*** 0.045*** 0.030*** 0.045***
(0.01) (0.01) (0.01) (0.01)
Unmarried 0.072*** 0.056*** -0.049*** 0.056***
(0.02) (0.01) (0.01) (0.01)
Age -0.003*** -0.003*** -0.001*** -0.003***
(0.00) (0.00) (0.00) (0.00)
HH Head/Spouse 0.009 -0.015* -0.011 -0.015~
(0.01) (0.01) (0.01) (0.01)
Head's child -0.029*** -0.010 0.013*** -0.010
(0.01) (0.01) (0.01) (0.01)
N. children 0-5 -0.019** -0.018*** 0.018** -0.018*
(0.01) (0.01) (0.00) (0.01)
N. children 6-10 -0.017** -0.015* 0.000** -0.015**
(0.01) (0.01) (0.00) (0.01)
N. children 11-15 -0.009 0.001 -0.006 0.001
(0.01) (0.01) (0.00) (0.01)
N. children 16-20 -0.016 -0.017* 0.002 -0.017**
(0.01) (0.01) (0.01) (0.01)
N. children 21+ -0.018* 0.002 -0.002* 0.002
(0.01) (0.01) (0.01) (0.01)
Education 0.002*** 0.002*** 0.001*** 0.002%**
(0.00) (0.00) (0.00) (0.00)
P.c. Business land 0.000 0.000 -0.002 0.000
(0.00) (0.00) (0.00) (0.00)
P.c. Non-business land 0.001 0.000 -0.001 0.000
(0.00) (0.00) (0.00) (0.00)
Manufacturing 0.014 0.007 0.014 0.007
(0.01) (0.02) (0.01) (0.02)
Construction 0.020 0.018 0.006 0.018
(0.02) (0.04) (0.01) (0.04)
Services 0.014 0.020 0.020 0.020
(0.01) (0.02) (0.01) (0.02)
Not working 0.036** 0.018 -0.001** 0.018
(0.02) (0.01) (0.01) (0.01)
Monthly own income 0.001 0.000 -0.002 0.000
(0.00) (0.00) (0.00) (0.00)
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Table A.1 (Continued).

Individual migration

Family migration

Men Women Men Women
2nd quintile HH income -0.005 -0.019%** 0.001 -0.019%**

(0.01) (0.01) (0.01) (0.01)
3rd quintile HH income -0.021** -0.026*** 0.008** -0.026***

(0.01) (0.01) (0.01) (0.01)
4th quintile HH income -0.017* -0.023*** 0.000* -0.023***

(0.01) (0.01) (0.01) (0.01)
5th quintile HH income -0.010 -0.019* 0.010 -0.019**

(0.01) (0.01) (0.01) (0.01)
N 7,105 8,482 7,105 8,482
Notes:

Robust standard errors in parentheses, clusteted &lH level. *** 1%, ** 5%, * 10% significanceshvel.

All models also include a constant term, rural pravince dummies and their interactions.
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1. Introduction

Understanding what leads households in poor camtextsmooth consumption and improve living
standards is a fundamental issue within developmeenthomics and policy. This question has assumed
greater relevance in light of work on the imporems (ex-ante and ex-post) family strategies to agan
uncertainty, diversify income sources and allevlaaidity constraints (Morduch, 1995; Dercon, 2002
particular, increased attention has been giverh¢orble of labor mobility for household insuranaed a
welfare considerations (Rosenzweig and Stark, 18889k, 1991; Yang and Choi, 2007).

This paper aims at assessing the impact of intemigkation on consumption growth at origin in
Indonesia. The importance of domestic migratiothis country - especially from rural to urban areds
substantial since almost half of the populationesignced internal mobility at least once (Deb aedkS
2009). Using the detailed Indonesia Family Life gladata Survey (IFLS) we focus on migrant-sending
households and explore to what extent current ahdrr domestic migration improve the living conalits
of those who stay behind.

Several recent studies have investigated the rolenigration in shaping household behavior in
communities at origin, with a particular concentraton the effects of international migration or thne
hand, and (international) remittances on the ofidams, 2005; Yang, 2008; Gibson et al. 2011). Y#ile
domestic (temporary or permanent) mobility is asamportant livelihood strategy in several cowgdyithe
short and long-term impact of these migration flohas received less attention in recent research,
particularly in Asia (main exceptions are de Braamd Harigaya 2007 for Vietham and Du et al 2005 for
China). This is due in part to the sheer magnitfdieternational migration and financial flows wawide,
as well as to the shortage of detailed data omriat§seasonal and/or informal) flows (deBratal, 2011,
Mendola, 2008). On the other hand, given the difiefeatures of the internal migration process watpect
to international mobility in developing countries.d. less positive self-selection with respect Kitissor
income, lower remittance ratem mostly informal channels), a better understandintipe welfare effects of
internal labor mobility on people left behind isnflamental from the point of view of national poyert
reduction strategies. Moreover, the focus on th#ane impact of remittances only, i.e. in isolatirom
migration, has been largely questioned as inapjatgpgiven the complexity of the relationships ilveal in
the migration process (see McKenzie and Sasin, )200deed, migration entails (monetary and non-

monetary) costs for households and communitiesigina(e.g. forgone income and other household ispu
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that migrants would have generated) so that engpiaicalysis is needed in order to shed light onignaus
a priori predictions.

Thus, in this study we measure the short-term itnpblbaving at least one migrant household memtoer i
the period 1997-2000 on Indonesian origin househadnsumption path. The comprehensive panel data
survey as well as the high response and trackitesg r@low us to distinguish between current andrnet
migrants, as to uncover channels through whichatign welfare effects may operate (McKenzie andrSas
2007).

A significant challenge related to migration reshabased on non-experimental data, though, is
controlling for unobserved heterogeneity whichikelly to affect both the migration decision andcmnhes
of people left behind. To do so we use longitudoatia, which are relatively scant in developingtests,
and a difference-in-difference (DID) estimator. Mdn detail, our empirical strategy considers hbog#s’
per capita consumption growth between 1997 and 2630@ function of the migration behavior of their
members during the considered time span, contgolfior a large set of time-varying household
characteristics and location fixed effects.

A DID specification removes all sources of time-stamt unobserved heterogeneity. Yet, if unobserved
characteristics shaping both the migration proeaskthe living conditions of remaining householdmhers
vary in time and space (e.g. ambition), DID est@sawill be still biased and inconsistent. Thus,ale® use
an instrumental variable (IV) method as to takeetwarying unobserved heterogeneity into account. A
similar approach has been used by Beeglal. (2008) to measure the migration gains for those miove
internally in Tanzania. As we said, though, ouerast is not on migrants themselves but on theanagr
impact on household members left behind - impaat ¢hitically shapes the overall effect of migratiand
thereby the design of appropriate migration andaxelpolicies.

Our results show that households with current metemigrants have either a small or no significant
impact on consumption growth compared to househwiithout migrants in the considered period.
Differently, origin households having return migienhad significantly lower growth of per capita
consumption, compared to non-migrant householdgalticular, our 1V results indicate that housekold
having return migrants had 60% lower per capitasaamption growth than households not having return
migrants in the considered period.

The paper is structured as follows: Section 2 glesia summary of the literature on the economexctdf
of migration at origin. Section 3 describes the rabteristics of the dataset, and especially of the
consumption and migration modules. Section 4 pewidlescriptive statistics on the evolution of
consumption between 1997 and 2000, by householdgation status. Section 5 entails the econometric
analysis on the effect of migration on consumptgowth. Section 6 describes the characteristics of

migrants and non-migrants in 2000, aiming at imetipg the results, while Section 7 concludes.
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2. Literature review
This section reviews the main theoretical and eiggdircontributions on the micro-economic effects of
migration. Given the focus of the paper, we revievwparticular the literature oimternal migration and its

economic effects on people left behind.

2.1 Theoretical studies on the determinants andeets of migration

The classical and neoclassical models of Lewis41%Hd Ranis and Fei (1961), as well as the Todaro
models focus on thébour market effect®f migration. The Lewis model assumes the exiseofi a
capitalist and a non-capitalist sector, which isoasated with urban and rural areas. The capitaéstor
hires labour and sells output for a profit, andit@xpands, it draws labour from the other secibie main
assumption of the model is that rural labour isilatsée in unlimited supply to the urban sectoradixed
real wage. This implies that in the rural secta tharginal product of labour is zero and individguahove
from rural areas do not decrease agricultural prtiolo, nor increase rural wages. The only potemtifdct
of migration is an increase in the average prodfithose who remain in rural areas. These predistiave
been invalidated by evidence that, even in areasrg#ly characterized by surplus of labour, the gimed
product of labour may be positive in seasonal péaksgory, 19865°

The two-sector model of Ranis and Fei (1961) exetd model of Lewis (1954), by assuming that
migration equalizes the marginal products of lab@nd thus wages) across areas. However, theselsnode
are not consistent with evidence of persistent wadifferentials across sectors, even in the presafce
migration.

The above considered models assume full employmehe urban sector and focus on inter-sector wage
differences in explaining rural-urban migration.eyhhave been criticised mainly because they are not
consistent with empirical evidence of continuingafturban migration even in the presence of highaar
unemployment and of persistent differences in ¢terns to homogeneous labour across sectors.

The models of Todaro (1969) and Harris and Toda8d Q) incorporatéabour market imperfectionsnd
provide an explanation of why migration continugsrein the presence of high urban unemploymeno Als
these models emphasize the role of income differlsnh explaining rural-urban moves, but depastrfrthe
neoclassical models because they do not assumenfiplioyment in the urban sector. In the Todaro nspde
the urban sector is indeed characterised by ungmmgot, which implies that migrants’ earnings depeat
only on the level of urban wages, but also on trebability to find a job. Indeed, migration decisio
depend on the differences between rural and uexgectedrather thanactual earnings, where expected
earnings are defined as tipeesent valueof urban real income streams over the worker thoezon.
Expected earnings are determined by the actual-udvan wage differentials and by the probability f
migrants to find a job at the urban destinatiorveBithese quantities, rural-urban migration cominas

long as rural earnings are lower than expectednuds#es. In particular, the rural-urban gap in dctua

% The Lewis’ model is also subjected to the moreegaincritique of treating the rural sector as atil box”, without
analyzing the potential consequences that labowesmay have on it (Taylor and Martin, 2001).
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earnings may be so high that, even in the facaghf tirban unemployment (and thus lower probabftity
migrants to find a job), urban expected income ighér than the rural one and thus migration is
economically rational. This model is consistentwitigration happening even in the face of low plolis

to find a job in the initial period in urban areas long as the present value of future incomeastse
compensate for the initial losses. Moreover, irs¢heodels employment creation in urban areas pushes
higher number of individuals to leave their ruraladlings, and may eventually increase rather trearehse
urban unemployment, especially if the elasticityragration with respect to urban jobs is high. Efere,
Todaro (1969) concludes that any effort devotedeereasing urban unemployment might be worthlegs if
is not accompanied by a concomitant effort in réayithe gap in living standards between urban amnal r
locations.

The Lewis’s and Todaro’s models do not analyzectiresequences of the migrantsipital stockmove,
on welfare at origin. Differently, Grubel and Sc(966) and Berry and Soligo (1969) examine the ob
the capital moves associated with migration, iredsining welfare consequences for origin counftieghe
first of these two studies focuses on the rolenaifgeants’ human capital in determining welfare agjio. By
encompassing the role of remittances, the studyladas that emigration of highly skilled individsal
causes only marginal welfare losses at origin, tvtdce primarily concentrated in the short run arsl a
mainly due to the training costs associated withranits’ replacement. Hence, according to GrubelSuoudt
(1966), in the long run, human capital migrationikely to bring sizeable benefits to emigrantsigor
countries, and these benefits are mainly relatetiddact that the emigrants’ productivity increasieie to
migration spread to emigrants’ origin countriesptigh the diffusion of technological knowledge. Beand
Soligo (1969) challenge this conclusion, in a maakich refers to emigrants’ capital stock in gehemat
only to their human capital. In particular, assugnoonstant return to scale, perfect markets, asdraie of
remittances, the authors show that emigration dseethe income of the non-emigrant populationegxc
for the case in which migrants own a relativelyg&aproportion of the capital stock, and they leatvéeast
part of their capital at origin. In this framewors underlined by Taylor and Martin (2001), humapit@l
emigration determines a welfare loss for originrdaes.

The model of Lucas (1987) departs from the classiadels by assuming that surplus of labour might
not be present, and thus migration might increaseedtic wages and reduce crop production at oingihe
short run. Moreover, this study encompasses the Blmymomics of Labour Migration (NELM) assumptions
of imperfect insurance and capital markets, allgwior the possibility that migrants’ earnings migase

capital accumulation at origin and thus enhancdymtvity in the long run.

®1 Grubel and Scott (1966) and Berry and Soligo (}966fer to international migration, but their carsions are
relevant also for internal migration.
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2.2 Empirical evidence on the economic effects afration at origin

This section describes key concerns arising whaémasng the effects of migration and/or remittasice
and reviews the main solutions which have been usdtie literature. Moreover, we review the most
significant contributions providing evidence on #gmnomic effects of migration at origin, focusiog the

analyses of consumption and well-being at origin.

2.2.1 Methodological concerns in the estimatiothefimpact of migration

The first key concern when estimating the effectmofration is to correctly formulate the research
guestion. In this respect, McKenzie and Sasin (20@0Werline the importance of posing the research
guestion about the impact of migration in a broadse, rather than restricting the analysis to n@act of
remittances. Indeed, analyzing the impact of remdés only could be misleading, because migratéenah
series of implications on origin and destinatiosaa; which are not all channeled through remitance
For instance, as highlighted by Taylor and MoraO@0 migration alters prices and incomes conssaint
faced by households: it indeed implies a loss ofilfalabour, which increases the opportunity cdstirme
for household members; migration also eases hold®hategration with distant markets, lowering the
transaction costs and altering the prices facetdmseholds. Because of migration, hence, househugys
substitute purchased goods for home-produced gaadsshift from more to less time-intensive home
produced goods. Migration also alters the infororatind human capital constraints faced by household
the change in households’ cultural standards aedrélrganization of households’ finances implied by
migration may indeed vary their preferences andterdemand for new goods and services, with aeaser
of non-local goods in households’ consumption Betally, through its risk-reducing impact, migratican
also alter households’ production technologies (fiéds, 2008).

From the above, it is clear that limiting the as@éyto the impact of remittances could provide ipbdr
misleading result¥’ Therefore, in the econometric analysis that folome will focus on the broader impact
of migration on origin households’ consumption.

The analysis of migration effects is complicatedtlwy fact that households’ decisions about mignatio
and other investments are made simultaneously. dwere elements which determine one decision could
also affect the others. For instance, householdsgng in migration, may decide to cut other forofis
investments in order to finance migration costghia framewaork, the main problems which arisenasting
the impact of migration are reverse causality,cip bias, and omitted variables.

Reverse causalitis present when the outcome of interest influemo@gation and not vice-versa. For
instance, if a household reduces its expenditusoine items to finance migration costs, one migit &
negative relationship between migration and expargliand conclude that migration has a negativeaanp

on the latter.

%2 This is particularly true for the studies analgzimow remittances are spent. This approach, indgadres the fact
that money is fungible (i.e. income from differesdturces are generally pooled) and thus is likelprmvide only a
partial picture of the true impact of remittanceshmuseholds’ spending patterns.
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Selection biagirises because migrants are not a random samgile pbpulation, but are instead selected
according to specific dimensions, some of which @beervable (e.g. education level), while othees ar
unobservable (e.g. ability, entrepreneurial spiffgilure to control for these selection criteriaynbias the
estimated effect of migration on the outcome oérest. If, for instance, wealthier households ao¥em
likely to send migrants, any significant effect wiigration on a certain outcome would be biased, if
estimated without controlling for pre-migration lsetold wealth.

Omitted variablegproblems arise because there could be factorsle#rved by the researcher, which
influence both migration decisions and the outcahéterest. Not considering this, may produce &ibs
estimates of the impact of migration on the outcarhaterest. For instance, a positive economicckho
the area where a household lives (e.g. an inciieasee prices for a rice producer household) meyease
both its expenditure, and its number of migranigermy the increased possibility to finance migratosts.
Any estimated positive effect of migration on hdusd consumption would be upward biased, if obtadine
without taking into account the effect of the shock

Different econometric strategies can be used teedble above problems, with various degrees ofesscc
and different costs. Randomized experiments reptdhe methodology which provides the best resiiits,
terms of unbiasedness of the estimated causalk effegigration. They imply the distinction of a ¢awl and
a treatment group, both randomly selected amongdipelation. The treatment group is given the right
migrate, which is instead denied to the controlugroThe impact of migration is then evaluated by
confronting the outcomes for control and treatmgnbups. Examples of studies which adopt this
methodology are Gibson et al. (2011), and McKeetzial. (2010). However, these types of experiments are
quite rare and non-experimental econometric methoglsnore common in the literature.

Among non-experimental studies, the most commorhnigoes involve the reconstruction of
counterfactuals, and the use of instrumental veegagMcKenzie and Sasin, 2007).

The counterfactual can be obtained in differentsyaynong which we find the ‘manual’ reconstruction
or the propensity score matching technique. Incdee of manual reconstruction, we focus on one ¢fpe
households, say households having migrants, andskwevhich characteristics would these househol@ hav
had in case they did not had migrants. For instaioogbtain the counterfactual household incomeyweld
deduct remittances from households’ income and fenpthypothetical income had the households not had
migrants. The imputation is problematic, becausedicision of which function to use to predict ézga is
not clear-cut. The propensity score matching tepmimplies the comparison of a migrant househwitth
a non-migrant household with the same propensityaefng migrants. This method entails the estinmatib
a migration decision regression. Propensity scoatching can lead to a considerable improvement over
OLS. However, the selection of ‘similar’ householts compare is made on the basis of observable
characteristics only. Therefore, this method doet aorrect for possible biases which can arise wue
unobservable variables.

The use of panel data addresses addresses themrobtime-invariant unobservables, while the use o

instrumental variables also corrects for the presef time-variant unobservables.
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As highlighted by McKenzie and Sasin (2007), theich of which instrumental variables (IVs) to uee f
the migration variable is determined both by datailability and by the outcome of interest. Theammes
of interest can be classified in two main groupstcomes which regard origin countries/households. (e
origin households’ total or education expenditusg)gd outcomes related to the destination coun(ees
migrants’ employment and income at destination). ieow McKenzie and Sasin (2007) in reporting
examples of instruments that are more appropnsties two cases above outlined:

1. IVs for outcomes at origin:

a. Historical or current migration networksd the community-level at origin are used as umént

for migration, on the basis that networks have bg®own to decrease migration costs, thus
directly easing migration. Network variables areodjanstruments for analyses of migration
impacts on origin countries, while they are likedyperform poorly when analysing outcomes at
destination. This is because migration networkgatly influence also migrants’ situation at
destination (for instance, they have a direct impacmigrants’ probability of finding a job at
destination). Network variables have been used,ngnuthers, by Hildebrandt and McKenzie
(2005) and Mansuri (2006), when analyzing the impEcmigration on children’s health in
Mexico and Pakistan, respectively. In particulaildebrandt and McKenzie (2005) used
historical (1924) US migration rates for the stateswhich households are located, and
underlined that historical migration rates, reflegtthe early development pattern of railroads in
Mexico, do not influence children’s health sevepdars later, a part from their effect through
current migratiorf® Mansuri (2006) used current village-level migratisetworks, measured as
the percentage of households in the village hagimgrrent migrant. The author acknowledged
that village-level networks are correlated withagle-level unobservable variables which could
have an independent impact on children’s health.sdlwe this problem, she constructed an
instrument varying within villages, by interactittie network variable with dummies indicating
households’ land ownership group. The underlyinguagption is that access to migrant
networks vary within landholding groups, with ladttiing being an exogenous characteristics
of household§? Migration network variables have also been usedhstsuments for migration
by Acosta (2011), Beaudouin (2006), Mendola (2008).

b. Cultural factors or normshat impact migration have also been used in tteeature. For

instance, Mansuri (2006) used the number of adalemin the household as an instrument for
migration, when analyzing the impact of migratiam children’s health in rural Pakistan. The
author underlined that, in the considered contid,presence of at least an adult male in the
household is generally required, and that housshwith a single adult male are unlikely to

undertake migration. To maintain the exclusionrietddbn, she showed that, conditional on a set

% Hildebrandt and McKenzie (2005), p. 267.

% The author highlighted that in rural Pakistan laah be considered exogenous to households, dirisariainly
inherited. Thus, it is unlikely that more entreprarial households both acquire more land and inwese in their
children (Mansuri, 2006, p. 9).
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2.

of household characteristics, the number of adalemin the household does not influence the
outcome of interest, except for its effect throungigration. Among cultural factors and norms,
also age and the relationship to the household haeel been used as instruments. For instance,
Beegle et al. (2011) used individuals’ age rankthe household among those aged 5-15
interacted with a dummy indicating that the indiatlis in the age range 5-15 as an instrument
for individuals’ migration decisions in rural Tamza. The same authors also used indicators for
being the household head or her/his spouse, anokefog the son of the head. The use of these
instruments derives from the fact that, by cultuna@rms, in rural Tanzania (as in other
developing settings) the relationship of an indinatiwith the household head influences his/her
probability of moving®®

Economic shocks at destinatibave been used for instance by Yang and Martid@@5) and

Yang (2008) to analyse the impact of remittancespomerty and household investments,
respectively. In particular, these authors expibitee fact that the 1997 Asian financial crisis
determined a wide variation in the depreciatioresadf the Philippino peso across different
currencies at destination. Hence, remittances veddby households at origin were subject to

divergent exogenous exchange rate shocks, accaalihg source country.

IVs for outcomes at destination:

a.

Distance for instance, McKenzie et al. (2010) use distainom the New Zealand consulate in
Tonga to instrument migration, when analysing timpdcts of moving on migrants in New
Zealand. Distance variables are not appropriatenwdngalysing the impact of migration at
origin, because distance is likely to have a direffect on a number of origin
countries/households’ characteristics.

Natural shocks at origirMunshi (2003) use rainfalls in Mexico to instrumenigration, when

analysing outcomes abroad. As distance, naturatkshat origin are not an appropriate
instrument when analysing an outcome at origim;esithey are likely to have a direct effect on

the outcome of interest, besides their effect ogration.

In the econometric analysis that follows we relytba use of panel data and instrumental varialotes,

order to address the endogeneity of migration. Gthat we are evaluating the impact of migratioroagin

households’ consumption, we focus on those instngsnevhich are more appropriate in the analysis of

outcomes at origin, using in particular migratiatworks and cultural factors variables.

% In particular, in many developing countries (apchildren of the household head are generally ligesy to move
from their origin communities, relative to otherusehold members with similar characteristics. Meegpas explained

by Beegle et al. (2011), in rural Tanzania localm®on marriage are patrilocal, which implies thafirl is expected to
move to her husband’s community after marriage Jenvthie husband is expected to stay where his fatlasrbased.
Hence, sons of the head are likely to be signifigdess mobile than household members with sintlzaracteristics,
but having a different relationship with the housldread.
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2.2.2 Empirical studies on the impact of migratmnconsumption at origin

The seminal paper of Rosenzweig and Stark (1988yiges evidence of women’s marriage migration
being a strategy used by households to smooth omign over time. In particular, this study showatt
both the number of married women and the distamteden the origin household and that of the marital
partner significantly reduce the variability of tbeigin household’'s food consumption. Using a 1@rge
time series longitudinal dataset on households ind@&n villages, the study estimates both the ichpd
migration on household consumption variability ahe impact of profit variability on migration deimas
within households. In estimating the impact of ratgrn on consumption variability, the authors dd no
address the endogeneity of the migration variakdes] therefore the estimated effect of migration on
consumption cannot be directly given a causal pmétation. However, when estimating the impactrofip
variability on the number of migrants in the housldhthe authors instrument profit variability withinfalls
variance interacted with households’ landholdirfggling that it is those households having (exogeshg
greater profit variability that invest more in magjion. Since higher profit variability implies aegiter need
of consumption smoothing, the study provides supfmothe hypothesis that migration is used to simoot
consumption, and thus to a causal interpretatidhehegative relationship between consumptioratdity
and marriage migration in India.

Rosenzweig and Stark (1989) looked at marriagamigration as this is the main form of geographical
mobility in India, whilst (rural-to-urban) economimigration is a relatively small component of total
migration in that context. This is not the caseséveral developing countries, though, and therebleas
increasing empirical evidence on the economic irhpamigration and remittances on household welkye
at origin. Studies focusing on international pecgbel remittance flows include Adams (2005, 19981)9
Yang and Choi (2007), Yang (2008) and Gibson e{Z11) among others. The latter study in particula
considers out-migration from the Kingdom of Tongal grovides experimental estimates of the impact of
international migration on household members leftibd. The study considers a set of different aues
such as household (current) income, householdasidecomposition, durable assets and financial s.sset
health. It finds that emigration leads to a sigmfit reduction in household labour per capita ireowhich
is only partially offset by the increase in remittas. Emigration also has a negative impact ontsisse
ownership by household members who remained amnoifgithout experimental data instead, Yang (2008)
makes use of exogenous shocks to the income arthveédhilippine migrants worldwide due to the 799
Asian financial crisis to show that, in contrasthwprevious studies, exogenously-determined chainges
remittances have negligible effects on householdsemption but large effects on various types of
household investments. Households experiencing margttances, though, raise their investment-relate
disbursements in several areas, in particular ucatibnal expenditures. Nevertheless, as arguedealioe
focus on remittances only may be misleading pltsrivational and internal migration are far fromnggi
similar in their own patterns and characteristi@nce also their effects are likely to be different

In a recent work Taylor and Mora (2006) evaluatetiibr migration influenced households’ expenditure

shares, distinguishing between international anchesdtic migration. Using cross-section householéilev

97



data on Mexican households, and instrumenting hmlddevel migration through the number of family
members at foreign or internal migration destimegid2 years prior to the survey, the study finds th
households with international migrants have a ficant larger marginal budget share on investmeit a
consumer durables than otherwise similar non-mighmuseholds. Differently, households with internal
migrants have a marginal budget share for investimwet consumer durables that is lower than thaioof
migrant households. On the other hand, by usinglpdata from Vietnam, deBraw and Harigaya (2007)
show that migration increases annual householdrekpees and decreases the poverty headcount in the
country, concluding that migration played an impattrole in the improvement of living standardgpebple

left behind.

Another paper which is relevant for our study i8 me by Witoelar (2005), which answers the questio
whether extended families in Indonesia pool thetoimes to smooth their consumption. An extended
household is defined as the set of householdsnattigig from the same original household, through th
detachment of some of the original memté&rBhe author performs two main analyses: first, éggsms a
test of perfect income pooling at the extended &baoll-level. This estimation implies evaluating tmpact
of households’ own income on their consumption,eotie resources of the extended family are cortfoll
for, through the inclusion of extended-family fixeffects. If households perfectly pool their incamna
household’s own income should not have any effeate the extended family’s resources are contrétied
Consistently with previous literature testing ridkaring, the results of this study show that charige
households’ own income do affect households’ ownsamption among different units in an extended
household. This means that housheolds do not pigrfgmol their incomes. However, the magnitudeshef
estimated income coefficients are small, suggeshaghouseholds may pool their incomes to someegeg
This study also entails the regression of othersbbalds’ incomes on a household’s own consumption
(within an extended family): overall, incomes ohet households do not seem to influence own holgeho
consumption. The author also estimates a reduced fegression of household consumption on all
exogenous characteristics of other householdsinfinthat other households’ variables do have sdfieete
if only small, on a household’'s own consumptionisT$tudy is relevant for our analysis because eldén
households can originate from the migration pracéksvever, the study does not distinguish between
extended households whose components all residlese locations, from those extended householdsigpav
units in distant locations (extended and spatidilersified housholds). It could be that the degreimcome
pooling is higher among extended households thatatso spatially diversifiell. In our analysis on the
impact of migration on consumption at origin, o@ple households are both extended and spatially
diversified. Therefore, our analysis, even if parfed through a different methodology not entaikindirect
test of income pooling as the one of Witoelar (908&n shed some light on the presence of incornéngp

between extended and spatially diversified houskshol Indonesia. Indeed, if the presence of a atirre

% An extended household is thus formed by an oridinasehold, plus one or more split-off households.
" The degree of income pooling could be particuldrigher for extended households formed through teany
migration. The intention to return, indeed providemporary migrants with an incentive to remit mdreorder to
maintain better linkages with their origin houseiwol
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migrant is found to have a significant impact oa tonsumption of household members at origin,dbigd
signal a transfer of resources from the split-ofiu$ehold established by the migrant to his/herirorig

household.

3. Data

The objective of this chapter is to evaluate whethe fact of having migrants in the period 199100
had an impact on origin households’ consumptiowtiian the same period. In order to do this, weduse
data on consumption and on the presence of migfantsrigin households in the period 1997-2000.Bot
types of data are provided by the Indonesia Fahiity Survey, of which we use the second and thiedes
(IFLS2 and IFLS3). The main characteristics of taaset were explained in the previous chapters Thi
section explains how the relevant variables on @&loolsl-level migration and consumption were obtained

starting from the original dataset.

3.1 Consumption data
IFLS contains data on monthly household consumpt®pressed in real terms. For the waves IFLS2 and
IFLS3, temporal and spatial deflators are availabtgich transform the nominal values in real valudgth
base Jakarta in December 2680.
IFLS provides the following aggregates for expeudit
- Food it is recorded with reference to the week praothe interview and it includes both the value of
purchased food items, and the value of the foodywed by the household or received as a gift. The
data also entail a variable recording the valuéootl given to other parties outside the household
during the week preceding the interview.
- Non-food as for the food category, both market purchasesoavn-production or gifts are included
in the non-food consumption aggregate, which esitail
= Frequently purchased goods and services: theyeaoeded with reference to the past month
and include electricity/water/phone, personal to#s, household items (e.g. cleaning
supplies), domestic services, recreation and embenent, transportation, sweepstakes,
Rotating Savings and Credit Associations (ROSC#wm),values of non-food items give to
others outside the household on a regular basis.
= Less frequently purchased goods and services: dheyecorded with reference to the past
year, and then converted to monthly figures by diing by 12. They include clothing,
furniture, medical costs, ceremonies, taxes aneroth
- Education schooling expenditure were asked with referercéht past year, then converted to
monthly figures. They are divided in expenditures ¢hildren in the household, and outside the

household.

% Witoelar (2009) provides further details on thestouction of IFLS temporal and spatial deflators.
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- Housing households reported the value of their monthiyt,rer, in the cases in which they owned

their house, they reported how much money they avbale paid if they were renting the house.

The objective of our analysis is to evaluate thedot of having a migrant on total household
consumption at origin. Therefore, to obtain our efefent variable, we sum all the above items of
expenditure, included expenditures for ROSCAs ardroonies. We only exclude transfers to members out
of the household, given that they are likely toskat to current migrant members. Therefore, if metude
transfers out, any increase of household per capisumption may be related to migrants’ consumptio
not to the consumption of those individuals who a&&mat origin. The measure of consumption we use is

expressed in monthly real terms, per capita.

3.2 Household-level data on the presence of migsaint the period 1997-2000

To obtain data on the presence of migrants in thuséhold during the period 1997-2000, we starteah fr
the IFLS3 migration module, in which target indivads provided all their moves crossing village baanes
and lasting at least 6 months, from age 12 up & 2600°° Using the information on the year of migration,
we constructed a dummy variable indicating whettier individual moved in 1997-2000. We define
migrantsthose individuals who moved in the period 1997@0# at least 6 months.

Out of 22,024 individuals, 3,321 (15.1%) moved edst once in 1997-2000 for periods of at least 6
months. It is important to underline that here we aonsidering only those individuals who were
interviewed both in 1997 and in 2000. We do notsider individuals who entered the survey as new
members in 2000, because for them we would not tiséenformation on his or her location in 1997isTh
information is crucial to distinguish between catrand return migrants. Current and return migraais
indeed be identified by looking at migrants’ housldl’ identification code and location in 1997 &@DO.
Some of the individuals in our sample were presdsa in 1993: for them, we take into account alszirt
1993 location, when defining their return status.phrticular, current and return migrant are defies
follows. A current migrantis an individual who, in year 2000 resided (at fp@s a different village with
respect to his or her location in 1997 ré&urn migrantis instead an individual who moved between 1997
and 2000, returning by 2000 either to the 1997her X993 location (if he or she was also interviewed
1993). Therefore, according to our definitions, sinandividuals who are classified as non-migrames a
individuals who did not move in the period 1997-Q00

Once obtained the information of the migrationigtadf individuals between 1997 and 2000, we summed
by 1997 origin households the number of migrants. dé&finemigrant householdthose households having

at least one migrant, current and/or return, ingéeod 1997-2000. Aeturn (current) migrant households

% Therefore, all individuals who moved for less tiamonths are classified as non-migrants. Thisccmduce a bias
in our results, since our control group (formed Mmn-migrants) includes individuals who might haveerienced
migration for less than 6 months. Therefore, atpasiestimated effect of migration on expenditurenf our dataset
could represent a downward biased estimate ofwheath impact of migration, if also migration fagds than 6 months
has a positive impact on origin household expenglitu
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a household having at least one return (currergyani. Out of 6,770 origin households, 2,055 (30.4%d
at least one migrant (either current or returrthaperiod 1997-2000.

In this chapter, we aim at isolating the effecha¥ing a migrant member for origin households. ritheo
to have a clear evaluation of this effect, we himvbe sure that the origin households did not movhe
considered period. Indeed, if a household both mhamd had migrants, the outcome of interest coald b
influenced both by the move of the household anthbypresence of migrants, and we would not be table
precisely evaluate the impact of having a migrdifterefore, we dropped those origin households who
moved between survey waves (1508 households, 22d 6tigin households). The survey also gathers
information about the reason of each move. Firgt,will evaluate the impact of migration considering
migrants who moved for any reason. Then, we wakidguish between households having ‘tied’ movers
only, and households having at least one ‘non-tieoler. Tied movers are defined as those indivaluddo
moved following others (e.g. a child who migratetldwing her parents), while non-tied movers aresth
who moved for own work or education.

We also lost some information due to missing datéhe other variables used in the analysis. Thezefo
our final sample includes 5,270 households, of twHi388 (26.3%) had at least one migrant (eithereoti
or return) in the period 1997-2000.

The following table summarizes the number and prtgoo of migrants at the individual- and household-

level.

Table 1. Individual-level and household-level migraon status

Individuals Their origin households
N % N %
Non-migrants 15,106 89.0 Non-migrants 3,882 73.7
Migrants, of which 1,860 11.0 Migrants, of which 1,388 26.3
Current 1,134 6.7 At least one current 919 741
Return 726 4.3 Return only 469 8.9
Total 16,966 100.0 5,270 100.0

Source: IFLS2-3.
Note: Information about individuals’ migration siatis obtained from the migration history moduleusiehold-level
information is obtained by aggregating over origouseholds information about the individuals.
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4. Descriptive statistics

Before passing to the econometric analysis, weigeostatistics on migrant and non-migrant housedjold
describing among others their composition and \eedlhis analysis, by shedding light on how migrant
households are ‘selected’ in Indonesia, complemigtone of the previous chapter, which focusedhen
individual-level migration estimates. Here we amalgzing the characteristics of migrant and nonramg
households at the baseline year 1997, thus befmeconsidered migration episodes, which, as above
mentioned, refer to the period 1997-2000.

As the next table shows, households having migfaante a significantly higher number of members than
non-migrant households, and the difference is hitpeéween non-migrant and current migrant household
These figures are counter-intuitive, since one waxpect that households having members away have a
lower number of members at origin. However, thdet@bso shows that households having current migran
have a significantly higher number of children lire tage 0-5 than non-migrant households, while lga&in
lower number of individuals older than 11 yearskdra together, the figures in table 2 suggest that
households having current migrants have a sigmifigahigher size than non-migrant households, bseau
they entail a greater number of children in the e 0 to 5 years, compared to non-migrant haldgh
This is confirmed by the fact that the average @geousehold members is significantly lower in hehuslds
having current migrants than in non-migrant houssho
Table 2 also shows that in migrant householdsdeithrrent or return) the head is significantlyeslthan in

non-migrant households. This is likely to be raldie the fact that more often are the youngest mbwoe.
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Table 2. Household structure, by migration status

HH migration status

Non-migrant Return  Current
(1) (2) (3) Diff (1)-(2) Diff (1)-(3)
Household siZe 4.29 4.87 5.38 -0.57*** -1.08***
(2.92) (2.06) (2.07) (0.09) (0.07)
N. children 0-5 0.50 0.49 0.43 0.01 0.07**
(0.72) (0.72) (0.67) (0.03) (0.03)
N. children 6-10 0.51 0.46 0.47 0.05 0.04
(0.70) (0.69) (0.68) (0.01) (0.03)
N. children 11-15 0.52 0.67 0.81 -0.15%** -0.29%**
(0.72) (0.79) (0.82) (0.04) (0.03)
N. children 16-20 0.37 0.60 0.79 -0.24%** -0.43***
(0.65) (0.76) (0.82) (0.03) (0.03)
N. males 21+ 1.07 1.21 1.33 -0.15%** -0.26***
(0.61) (0.79) (0.82) (0.03) (0.03)
N. females 21+ 1.25 1.35 1.47 -0.10%*** -0.22%**
(0.61) (0.68) (0.78) (0.03) (0.02)
Average age in
HH 32.25 30.20 29.61 2.05%** 2.64%**
(14.87) (10.24) (9.47) (0.72) (0.51)
Head's age 48.23 49.83 50.45 -1.60** -2.22%**
(13.99) (12.00) (11.37) (0.67) (0.49)
Head is unmarried 0.01 0.01 0.01 0.01 0.01
(0.11) (0.08) (0.09) (0.00) (0.00)
N. 3,882 469 919
Source: IFLS2-3.
Note:

a. Household size is measured excluding current migréire. only individuals physically present in the
household are considered). The same holds forttiex wariables of household composition included in

the table.

The next table informs on the direction of migrdmduseholds’ selection, in terms of education,

employment sector of the household head, and nunfbeorkers in the household at the baseline. Both

households having return and in households havimget migrants the head is significantly less ki

having no education non-migrant households. Moreave heads of households having current migrants

are significantly more likely of having senior sadary (or university) education than the heads af-n

migrant households. These figures confirm thatwassaw in the previous chapter, migration involaes

positive selection process in terms of education.

As for the head’s employment, table 3 indicates tiwe household head is more likely to be empldyed

the primary sector in hon-migrant than in migraoti$eholds (either current or return). Moreover,hibads

of households having current migrants are signitigamore likely to be employed in the servicestsec

than the head of non-migrant households. Theseefigare consistent with the positive selectioreims of

education we just described. From the table, weatsmnotice that non-migrant households are sagnifly
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less likely to have a non-working head than returrcurrent migrant households. This might be reldte
the fact that, as we saw in the previous tablehte of a household having return migrants isifsogmtly
older than the head of a non-migrant household eller it could signal the fact that the head whe wat
working at the baseline migrated in the period 32000 to find a job.

Finally, from table 3 we can see that householdsénigamigrants (either current or return) have ahbig
number of private sector workers than non-migraoiiseholds in 1997. Moreover, households having
current migrants have a significantly higher numbegovernment workers than non-migrant households.

These figures confirm the positive selection of naig households in terms of education.

Table 3. Household head's education and employmeriiy household migration status

Household's migration status

Non-migrant Return Current
() (2 3) Diff (1)-(2) Diff (1)-(3)
Head's education
None 0.23 0.19 0.15 0.04** 0.07***
(0.42) (0.39) (0.36) (0.02) (0.02)
Primary/Jr. Secondary 0.62 0.64 0.62 -0.02 01-0.
(0.48) (0.48) (0.48) (0.02) (0.02)
Senior secondary 0.12 0.14 0.15 -0.02 -0.03***
(0.32) (0.34) (0.36) (0.02) (0.01)
University 0.03 0.03 0.06 0.00 -0.03***
(0.18) (0.18) (0.25) (0.01) (0.01)
Head's employment
Primary 0.38 0.34 0.33 0.04* 0.05***
(0.49) (0.47) (0.47) (0.02) (0.02)
Manufacturing 0.10 0.08 0.08 0.02* 0.02*
(0.30) (0.27) (0.28) (0.01) (0.01)
Construction 0.06 0.08 0.06 -0.02* 0.00
(0.24) (0.27) (0.23) (0.01) (0.01)
Services 0.30 0.31 0.35 -0.01 -0.04**
(0.46) (0.46) (0.48) (0.02) (0.02)
Not working 0.15 0.19 0.18 -0.04** -0.02*
(0.36) (0.39) (0.38) (0.02) (0.01)
N. workers in household
Private sector 0.58 0.69 0.71 -0.11%*  -0.14**
(0.81) (0.86) (2.01) (0.04) (0.03)
Government 0.12 0.13 0.19 -0.01 -0.08***
(0.38) (0.39) (0.49) (0.02) (0.01)
N. 3,882 469 919

Source: IFLS2-3

In the next table, we explore the selection of lebiotds in the migration process, on the basis @f th
total per capita real monthly income and expenditive can see that households having current mgran

have a significantly lower probability of belongitg the first quintile of the distribution of totpkr capita
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household income compared to non-migrant househbldszover, households whose income belong to the
highest quintile of the distribution have a sigraintly higher probability of having current migrant
compared to non-migrant households. Hence, cumantant households are positively selected in tesims
total per capita household income. The same casaigelooking at households per capita expendittoe.
return migrant households, we find a different graitt indeed, non-migrant households have a sigmifig
higher probability of belonging to the fourth anfthf quintiles of the distribution of per capitacome,
compared to households only having return migraHence, return migrant households are negatively
selected in terms of monthly per capita househwdme at the baseline. Return migrant househqldsaa

to be negatively selected also in terms of expargtitindeed households having return migrants amem
likely to belong to the second lowest quintile bé tdistribution of per capita household expenditir¢ghe

baseline, compared to non-migrant households.

Table 4. Households’ per capita income and expendite, by migration status

Household's migration status

Non-migrant Return Current
() (2) 3) Diff (1)-(2) Diff (1)-(3)
Quintiles of total per capita income

g 0.22 0.21 0.19 0.02 0.03**
(0.42) (0.40) (0.39) (0.02) (0.02)

2 0.22 0.23 0.20 -0.00 0.01
(0.41) (0.42) (0.40) (0.02) (0.01)

3 0.21 0.21 0.18 -0.00 0.02*
(0.40) (0.41) (0.39) (0.02) (0.01)

4" 0.19 0.16 0.19 0.03* -0.01
(0.39) (0.37) (0.39) (0.02) (0.01)
gh 0.16 0.19 0.22 0.02* -0.06***
(0.37) (0.39) (0.41) (0.02) (0.01)

Quintiles of total per capita
expenditure

g 0.22 0.19 0.19 0.02 0.03**
(0.41) (0.39) (0.39) (0.02) (0.02)
2 0.21 0.25 0.21 -0.04** 0.00
(0.41) (0.43) (0.40) (0.02) (0.01)
3 0.21 0.19 0.19 0.00 0.01
(0.41) (0.39) (0.39) (0.02) (0.01)
4" 0.19 0.17 0.21 0.02 -0.01
(0.39) (0.39) (0.41) (0.02) (0.01)
gh 0.16 0.18 0.19 -0.02 -0.03**
(0.37) (0.38) (0.39) (0.02) (0.02)
N 3,882 469 919

Source: IFLS2-3.
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The difference in the selection patterns accordinmcome and expenditure between return and curren
migrant households may be related to the factdhatnt migrants may have undertaken a more pembane
migration, which is likely to imply higher costsath return migration. Hence, households which are
positively selected in terms of wealth are moreliikto afford to send permanent migrants, and &dso
provide support to the migrants in case of needreldieer, more permanent forms of migration are also
typical of migrants with higher human capital, wln@ more likely to be found in richer householdsieled,
those migrants who have a higher level of educatrermore likely to find a stable job at destinatidhese
individuals have a lower probability of returningaaigin, both because they are likely to havin§rdgévely
quitted previous economic activities at origin, &etause they have a lower risk of job loss.

We also consider the role played by assets in hald€ migration behavior. In particular, we coresid
the role of business and non-business land, anathewelries”® From table 5 below, we can see that non-
migrant households had a significantly lower vabfenon-business land and jewelries at the baseline,
compared to current migrant households. This, agan be related to the fact that households having
current migrants had to finance a more stable fofrmigration and households having a higher valiie o

assets are more likely to sustain these costs.

Table 5. Households’ assets in 1997, by migratiotasus in 1997-2000

Household's migration status
Non-migrant Return  Current

(D (2) (3) Diff (1)-(2) Diff (1)-(3)
P.c. Business land 5.25 4.97 5.53 0.27 -0.28
(7.11) (7.02) (7.12) (0.34) (0.26)
P.c. Non-business land 4.36 3.97 5.00 0.38 -0.65***
(6.69) (6.51) (6.91) (0.32) (0.25)
P.c. Jewelries 6.54 6.40 6.85 0.14 -0.31*
(5.94) (6.01) (5.90) (0.29) (0.22)
N. observations 3,882 469 919

Source: IFLS2-3.
Note: assets are measured in real (base Jakai® p&0capita terms, and in logs.

After having described the main differences betwmaarant and non-migrant households at the baseline
we focus on our outcome of interest, which is hbokis per capita real expenditure growth in thegger
1997-2000. In particular, we show the cumulativ&rdiution function of the growth rate of per capiotal
monthly household expenditure in 1997-2000 relatweprovincial average, by households’ migration

status’’ We see that migrant households had a higher pgitacaxpenditure growth than non-migrant

® The acquisition of gold as an investment and sgvitevice is very important in Indonesia. Indeadyur sample of

analysis 56.2% of households possessed some vie#tthm of jewelries at the baseline year 1997. &bwer, the sale

of jewelries represented a relevant consumptionoginimg mechanism during the economic crisis whithhe country

in 1997-1998 (Frankenber al, 2003).

™ In the econometric analysis of the next sectibe,dependent variable (growth rate of expenditisrept calculated

using expenditure as a fraction of provincial agetebut using simply expenditure. Province fixelées are included
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households. A Kolmogorov-Smirnov (K-S) test of digyaf the expenditure distribution functions beten
migrant and non-migrant households rejects the hyflothesis of equality of distributions at the 1%

significance level.

Figure 1. Cumulative distribution function of the 1997-2000 p.c. household
expenditure growth rate (migrant and non migrant hauseholds)

1_

Cumulative probability

T T T T
-4 -2 0 2

1997-2000 Growth rate of total monthly pc expenditure relative to provincial average

Non-migrant households = — —— Migrant households

Source: IFLS2-3.

When we take into account the distinction betweement and return migrants (Figure 2 below), we
difference in expenditure growth between migramt mon-migrant households is due to the higher apitz
expenditure growth for current migrant householdth wespect to non-migrant households, while return
migrant households’ expenditure growth was sigaiftty below that of non-migrant households. A KeStt
of equality of growth rate distributions is rejetttat the 10% significance level when we compare- non
migrant and return migrant households (with retmigrant households having lower expenditure tham no
migrant households) while it is rejected at the%®.Wwhen the comparison is between non-migrant and
current migrant households (with current migranadeholds having higher expenditure growth than non-
migrant households). We take into account therdistn between return and current migrant household

also in the econometric analysis of the next sactio

in the right hand side. In this descriptive anaysiowever, we show graphs which consider the akper relative to
provincial average, to control for province effeatsl thus make visible the relationships of interes
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Figure 2. Cumulative distribution function of the 1997-2000 p.c. household
consumption growth rate (current/return migrant households)
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Source: IFLS2-3.

5. Econometric analysis

In this section, we perform an econometric analydisthe impact of having migrants on origin
households’ total monthly per capita expenditurthenperiod 1997-2000. The previous statistics llgbted
that current migrant households are positivelyctetin terms of various factors, such as incontehaad’'s
education. Therefore, the higher consumption growth observe in the considered period for current
migrant households with respect to non-migrant tdrn migrant households may be due to households’
characteristics other than migration status. Tcewstdnd whether there is indeed a causal effetigiation
on expenditure growth, we use a difference-in-dififices estimator, coupled with an instrumentalaidei
method. In particular, we estimate a regressionngaas dependent variable the difference in natural
logarithm of households’ total monthly per capitgenditure between 1997 and 2000, and as independen
variable of interest the households’ migrationusadh the same period. We include on the right heidd a
set of household-level controls, measured at theelivee year 1997, before the considered migration
episodes.

The use of controls measured at the baseline gear €lement of similarity between our analysis thadl
of Beegleet al. (2011). However, that study answered to the questihether migration improved the living
conditions of migrants themselves on their own kbo#ds, not of theiorigin households. In the analysis of
Beegleet al. (2011), the dependent variable is in fact theed#fice in expenditure between origin and

destination households. Moreover, their main foisusn the individuals. In particular, individualseme
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interviewed in two periods, reporting their migoatibehavior and the expenditure of the househdieg t
belonged to in these two periods. If individualsvem between survey rounds, they were tracked and
interviewed at destination. This analysis estimatesl consumption growth of the household to which
individuals belonged to, as a function of individianigration between the two waves, and a serfes o
individuals’ characteristics at the baseline peribd this type of analysis, individuals’ initial dnfinal
consumption may refer to the same household orifterent households. They will refer to the same
households, for individuals who did not move. Diffietly, for individuals who moved, and are traclesd
interviewed at destination, initial and final consation generally refer to different households:ivialals’
initial consumption refers to their origin houset®in the first period, while individuals’ final aeumption
refers to the new (split-off) households in whibleyt live and are found in the second peffoBeegleet al.
(2011) also performed their analysis at the houselevel, but their main focus does not changeythe
evaluated the consumption change before and afigration, with final consumption referring to the
destination household. Differently, our analysisuees ororigin household¢o which migrants belong and
answers to the question whether the fact of hakisudy migrants improved their living conditions. Aldee
recent experimental estimates of Gibsbral. (2011) analyze the impact of migration on origouseholds.
However, as mentioned in the literature reviews thtudy refers to international rather than interna
migration. Moreover, it does not explicitly congidbe distinction between return and current migrat
which is crucial in our analysis. The study of demlBv and Harigaya (2007) focused on the impact of
migration households’ consumption levels, considglinternal migration in Vietham. However, alsosthi
study does not consider the distinction betweereatiand return migration, which is instead congden
our paper.

More precisely, we estimate the following regressio
AINCig7.00 = Po + B1M; + BaHjo7 + o7 (1)

wherej indicates migrants’ origin householgsy, ..., 5,270)AInCis7.00 measures the difference in total
log monthly per capita origin household expenditoeéveen 1997 and 2000, ig a dummy variable which
equals one if the household had at least one niigegther current or return) in the considered @eriand
Hjo7 is a set of household-level controls referreddadehold and measured in 199%.As above said, we

distinguish between current and return migratignegtimating the following model:

2 Initial and final consumption may refer to the sahouseholds also in cases in which individuals edoif they
moved with all other household members (i.e. & Household moved as a unit). However, this casé islatively
lower importance with respect to the one considexiedve. Indeed, Beeglet al. (2011) underline that the second
period survey round included more than 2,700 hanlgsh starting from 912 households at the basgderéod. This
means that 1,788 new (split-off) households forrasdh result of individuals’ moves. There could bees in which,
even if individuals do not move, their initial afidal consumption refer to different householdss ttould happen for
individuals who married and formed a new househioldhe same village. Also this case is of relavéwer
importance with respect to the one of split-off deliolds who also moved (at least) in another \éllag
& Differently, Beegleet al. (2011) estimate the following regressiainCi.; = Bo + PiM; + BaXit + din +&i, in Whichi
indicates the individual and the dependent variai#asures the growth rate of per capita consumptitrehousehold
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AInCig7.00 = Bo + PrareturnM + ascurrentM + BoHigr + gjo7 @)

where AlnCig7.00 and Hy; are defined as in equation (1), while retuyad currentMare two dummy
variables which are equal to one if houseldids at least one return or one current migraspeeively.

We first obtain OLS estimates, and then perform dstimates, to address the endogeneity of the
migration variables. We estimate the above modiedsdonsidering all migrants together, and thestuding
in the sample only households having at least ametied migrants, i.e. one migrant who moved fomow

purposes and not to follow others.

5.1 OLS estimates of the impact of migration ongiri households
In this section, we obtain OLS estimates of equati(l) and (2) above, including the following 1997
household-level controls: a set of controls for dehold structure (the average age of household mesmb

household head's age and marital status, housalmddthe number of children aged 0-5, 6-10, 1548

16-20, and the number of males and females ovém #te household). We also include a series ofrotmt

for household wealth at the baseline. The impoganfcincluding these controls derives from the fheit

the period 1997-2000 was a period of serious ecanorisis in Indonesia, and the crisis mainly hither
households (Strauss$ al, 2004). We include the following controls for wisal

- Three dummy variables indicating the household 1seaducation level, corresponding to primary or
junior secondary, senior secondary, and unive(sig excluded category is no education).

- Four dummy variables indicating the household’sntii@ of per capita expenditure in 1997 (the
excluded category refers to households in the lbgastile).

- Four dummy variables indicating the household’shtl@ of per capita income in 1997 (the excluded
category includes households in the lowest quinfile

- Four variables measuring households’ landholdingk997 (the log of the per capita values of busines
and non-business land and their squares).

- A variable measuring the value of households’ adseld in form of jewelries. We include this vafab
because available evidence of the impact of therladian economic crisis showed that the sale af gol
represented an important means to smooth consum(tiankenberg et. al, 2003).

Our estimates also include the following contrais¥997 labour supply in the household:

- Four dummy variables indicating whether the houkkEHoead was working in manufacturing,

construction, services or was not working in 199e excluded category is agricultural or mining kyor

in which i is residing in the two periods.;»andg;, are individual-level controls and initial housethdixed effects,
respectively (Beeglet al.2011, p. 1017). As a robustness check, the aulisosestimated a household-level variant
of this equation, in which all individual-level cpals in X; are replaced by household-level averages. Alsthim
model, the focus of their analysis is consumptimwgh between origin and destination households.

™ The inclusion of dummies for expenditure contriois permanent incomewhile the income dummies controls for
current income
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- Two variables indicating the number of market waoskand government workers in the household in
1997. These variables were included becauseikalylthat the crisis hit more seriously market iens
than government workers.

All estimates also include a dummy controlling faral or urban location, province dummies, and the

interaction terms between rural location and progirdummies. Standard errors are corrected for

heteroskedasticity and clustered at the distriatile
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Table 5. OLS estimates of the impact of migrationmorigin household consumption growth 1997-2000

At least one 'non-tied'

All migrants .
migrant
1) 2) 3) 4)
HH has a migrant 0.051** 0.055**
(0.02) (0.02)
HH has a current migrant 0.131*** 0.143***
(0.03) (0.03)
HH has a return migrant -0.096*** -0.091***
(0.03) (0.03)
HH size 0.034 0.035 0.033 0.034
(0.06) (0.06) (0.06) (0.06)
N. children 0-5 -0.078 -0.078 -0.074 -0.074
(0.07) (0.07) (0.07) (0.07)
N. children 6-10 -0.093 -0.094 -0.092 -0.093
(0.07) (0.07) (0.07) (0.07)
N. chidlren 11-15 -0.016 -0.019 -0.014 -0.018
(0.06) (0.06) (0.07) (0.07)
N. children 16-20 -0.056 -0.060 -0.058 -0.061
(0.06) (0.06) (0.07) (0.07)
N. males 21+ -0.032 -0.035 -0.033 -0.033
(0.05) (0.05) (0.06) (0.06)
N. females 21+ -0.023 -0.026 -0.022 -0.025
(0.06) (0.06) (0.06) (0.06)
Average age in HH 0.001 0.000 0.001 0.001
(0.00) (0.00) (0.00) (0.00)
Head's age 0.001 0.001 0.001 0.001
(0.00) (0.00) (0.00) (0.00)
Head unmarried 0.034 0.037 0.034 0.038
(0.11) (0.11) (0.12) (0.12)
Head's education
Elementary/Jr. secondary 0.024 0.026 0.029 00.03
(0.03) (0.03) (0.03) (0.03)
Senior secondary education 0.207*** 0.209***  201*** 0.2171%**
(0.04) (0.04) (0.04) (0.04)
University 0.366*** 0.364*** 0.385*** 0.381***
(0.13) (0.13) (0.13) (0.13)
Head's sector
Manufacturing -0.067* -0.070* -0.077* -0.078*
(0.04) (0.04) (0.04) (0.04)
Construction -0.076** -0.073** -0.075** -0.071*
(0.03) (0.03) (0.04) (0.04)
Services 0.015 0.014 0.018 0.017
(0.03) (0.03) (0.03) (0.03)
Not working 0.002 0.002 0.005 0.007
(0.03) (0.04) (0.04) (0.04)
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Table 5. (Continued)

At least one 'non-tied'

All migrants .
migrant
1) 2) 3) 4)
N. workers in HH
Martket -0.041*** -0.040*** -0.041*** -0.041***
(0.01) (0.01) (0.02) (0.01)
Government 0.024 0.022 0.025 0.021
(0.03) (0.03) (0.03) (0.03)
Quintile of HH income
2nd 0.065* 0.068* 0.062* 0.064*
(0.04) (0.04) (0.04) (0.04)
3rd 0.050 0.051 0.060 0.062
(0.04) (0.04) (0.04) (0.04)
4th 0.159*** 0.159%** 0.162*** 0.162***
(0.04) (0.04) (0.04) (0.04)
5th 0.316*** 0.315%** 0.311%** 0.312%**
(0.05) (0.05) (0.05) (0.05)
Quintile of HH expenditure
2nd -0.414*** -0.411%** -0.414%** -0.412%**
(0.03) (0.03) (0.04) (0.04)
3rd -0.600%*** -0.599*** -0.600*** -0.600***
(0.04) (0.04) (0.04) (0.04)
4th -0.865*** -0.865*** -0.864*** -0.865***
(0.04) (0.04) (0.04) (0.04)
5th -1.396%*** -1.396*** -1.397*** -1.398***
(0.06) (0.06) (0.06) (0.07)
P.c. Business land -0.017 -0.018 -0.021 -0.022*
(0.01) (0.01) (0.01) (0.01)
P.c. Non-business land 0.008 0.007 0.012 0.011
(0.01) (0.01) (0.01) (0.01)
P.c. Business land squared 0.001 0.001* 0.002* 2.00
(0.00) (0.00) (0.00) (0.00)
P.c. Non-business land squared -0.000 -0.000 -0.001 -0.001
(0.00) (0.00) (0.00) (0.00)
P.c. Jewelries 0.011%** 0.010%** 0.011%** 0.010***
(0.00) (0.00) (0.00) (0.00)
N 5,270 5,270 5,027 5,027
R-squared 0.222 0.225 0.219 0.222
Notes:

Robust standard errors in parentheses, clustettbe district-level.

*** 100, ** 5%, * 10% significance level.

The dependent variable is the difference in log gaita household total monthly consumption betw&887 and
2000, excluding transfers to non-household membaedsto members who are not in the household. Copsoimis
measured in real terms, with base Jakarta 200@n&sts include a constant term. Province and ruahmies and
their interactions are also included.
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From the model in column 1, we see that the dunmdicating that the household had a migrant in 1997-
2000 is positive and statistically significant. éolumn 2, we distinguish between return and current
migrants: the current migration dummy is statislycaignificant and positive, while the return magion
dummy is statistically significant and negative.isThesult may be related to the fact that returgramits
might go back at origin because they were not ssfakin finding a job, or because they experienaed
negative economic shock at destination, such @as#l. However, our results may also be relateldetdaict
that return migration might be very different frazurrent migration, in terms, for instance, of migsea
employment. Current migrants, as previously mewiibmmight be engaged in a more permanent migration,
and are thus likely to having more stable and beitéd jobs than return migrants. Therefore, thag c
transfer a higher amount of resources at origituiRemigrants, differently, might keeasonamigrants who
move to other settings on a more temporary basi$,aae employed in low-skill jobs at destinatiomisT
implies that they are less likely to provide a ffigant positive contribution to their origin houssds’
consumption, while they are away or when they aaekbHence, our results suggest that the type of
migration in terms of duration and skill-intensitffemployment at destination are crucial in deteing the
impact of migration on origin households’ consuroptgrowth.

As for the other factors considered in the estiomgtive can see that the household structure haa not
significant impact on households’ per capita congimn growth, once other factors are consideredh s
household’s head’s education. Households’ whosd had senior secondary (university) education 9719
had 20 percent (37 percent) higher per capita esopsan growth compared to households where the head
had no education. Also the labour market variabtetided in the model display the expected impacts:
households whose head was employed in the conetmuat manufacturing sector had significantly lower
per capita consumption growth than households whead was employed in agriculture in 1997. Morepver
a higher number of private sector workers alsoekesed households’ consumption growth. These remats
consistent with the fact that the economic crigisrfore seriously those workers employed in cormsiion or
other private sectors, compared to governmential$ic

The estimated coefficients on the 1997 expendituiatilies dummies are all negative and statistycall
significant, indicating that households having thghest expenditure in 1997 had the sharpest deatin
expenditure in the considered time perid@he coefficients on the income quintiles dummiesyever, are
positive and statistically significant. These réswduggest that, while richest households expesitribe
highest cut in per capita expenditure during thisissrthose households having higher incomes within
certain expenditure category were more able taeas® their consumption.

As for the role of assets in households’ consumptioowth, our estimates show a significant and
positive impact of business land holdings on hoakkper capita consumption growth (even though timty
squared term in column 2 is statistically signifia As expected on the basis of Frankenkstrgl. (2003),

the estimated coefficient on the variable measuthng value of households’ jewelries is positive and

'S This result is consistent with existing studiestioa impact of the 1997-1998 economic crisis inolmesia. See, for
instance, Frankenberd al.(2003) and Straust al. (2004).
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statistically significant, confirming the role ofvyelries’ sales as a way for households to smdogir t
consumption.

Regarding location variables, among the provinaardies (not shown), some have a significant impact
on households consumption growth, while the rutahohy is not statistically significant, indicatinbat,
once household-level and province-level charadiesigre considered, the fact of living in a rusalurban
area was not significantly related to expenditueagh.

Considering the differences between ‘tied’ and 4tied’ migrants, we can see the coefficient on the
dummies indicating the presence of a migrant and ofirrent migrant are higher in the case of ned-ti
migration (columns 3 and 4), than in the case bfmagrants. In other words, the positive assocratio
between migration (or current migration) and hoo$gltonsumption growth is stronger for households
having at least one non-tied migrants, than forskbolds having tied migrants only. This could Hateel to
the fact that tied-migrants are less likely to semadsfers back to their origin households, conbaoenon-
tied migrants, who may have moved also to suppuaeir torigin household through their own work. The
magnitude and significance level of the other estét coefficients do not vary in a relevant way mwhiee

migrant sample is restricted to households onlyritpat least one non-tied migrant.

5.2 2SLS estimates of the impact of migration orngim households

In this section, we perform instrumental varialdeimation of the impact of having a migrant faigor
households. We first consider the impact of havdngigrant, and then separate the impact of having a
current or return migrant. Given that the majodfymigrants in our dataset are individual migramis, use
as instruments variables that, in the previous teniaphave been shown to predict individual migmati@ur
instruments for the presence rafgrantsor current migrantsin the period 1997-2000 in the household are
the following:

1. A dummy variable which equals one if in 1997 thaidehold had at least one unmarried member
aged 15-20 years.

2. A dummy variable which equals one if in 1997 thadéas at least one child and in the household
there was at least one unmarried individual age@d212ears.

3. A dummy variable which is equal to one if in 199 thead had at least one child and in the
household there was at least one individual aged@2] 2ot working and having at least 7 years of
education.

4. The predicted values of a probit model of migrafimeciuding the above instruments: in particular, fo
both current migrant and migrant three probit meaehere estimated, including either (i) instrument
1. above, or (ii) instrument 2. above, or (iii) tmsnents 2. and 3. above. By obtaining predicted
probabilities of households’ migration status, henee generated other three instruments, besides
instruments 1., 2., and 3. above. The methodoldgysimg probit predicted values as instruments is

suggested by Wooldridge (2002), who underlines tthiatprocedure generally leads to more precise
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estimates of the endogenous coefficient of interegen if at the cost of stronger identifying
assumption$®

The use of the above instruments is justified l®yfdct that the majority of migrants in our samale
individual migrants, and we saw in the previouspteathat individual migrants are on average of 2ge
and are more likely to be unmarried. Using thigrumaents, the identifying assumption is that thespnce
of at least one member with the characteristicsvabdescribed in a 1997 household influences the
probability that a household member will move betwd 997 and 2000, without having a direct impact on
household per capita expenditure growth in the stme span. This assumption is likely to be vedfie
given that our second stage estimates control feetaof household composition variables, such as th
number of children and adults in the household.réfoee, the direct impact of household structure on
consumption should be captured by these controls.

As instruments foreturn migration, we considered the following variables:

5. A dummy variable which equals one if in 1993 theuswhold had at least one unmarried
individual aged 12-21;

6. A dummy variable which equals one if in 1993 theadhdhad at least one child and in the
household there was at least one unmarried indivialged 12-22 years.

Hence, our instruments for households having armetuigrant in the period 1997-2000 refer to
households’ composition in 1993. Therefore, thegytwa the fact that households may have had a mntigra
who left between 1993 and 1997. We calculated fbatindividuals in our sample who did more thareon
move in the course of their lives, the average tthmaof migration was 4.7 years. Therefore, anvidiial
who left in 1993 and will return, is likely to et between 1997 and 2000.

We considered different sets of instruments, indgar excluding the predicted values from proWfe
only report results which include the predicteduesl from probit as instruments, since they alloadxtter
identification. As for the OLS case, we estimate thodels for two separate samples, the full sampie

the one excluding households which only had tiegramits.

S Wooldridge (2002), pp. 621-625.
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Table 6. 2SLS estimates of the impact of migration origin household consumption growth 1997-
2000

All migrants At least one 'non-tied'
migrant
1) (2 (3 4)
HH has a migrant -0.103 -0.076
(0.12) (0.12)
HH has a current migrant 0.267 0.323
(0.26) (0.26)
HH has a return migrant -0.619** -0.616**
(0.31) (0.31)
HH size 0.040 0.044 0.037 0.041
(0.06) (0.06) (0.06) (0.06)
N. children 0-5 -0.091 -0.090 -0.082 -0.081
(0.07) (0.07) (0.07) (0.07)
N. children 6-10 -0.103 -0.108 -0.098 -0.104
(0.07) (0.07) (0.07) (0.07)
N. chidlren 11-15 -0.014 -0.029 -0.011 -0.028
(0.06) (0.06) (0.07) (0.07)
N. children 16-20 -0.047 -0.062 -0.050 -0.060
(0.06) (0.06) (0.06) (0.07)
N. males 21+ -0.031 -0.040 -0.031 -0.032
(0.05) (0.06) (0.06) (0.06)
N. females 21+ -0.020 -0.033 -0.019 -0.033
(0.05) (0.05) (0.06) (0.06)
Average age in HH -0.000 -0.001 0.000 -0.000
(0.00) (0.00) (0.00) (0.00)
Head's age 0.002 0.002 0.001 0.002
(0.00) (0.00) (0.00) (0.00)
Head unmarried 0.033 0.061 0.035 0.064

(0.11) (0.12) (0.12) (0.12)
Head's education

Elementary/Jr. secondary 0.031 0.036 0.034 70.03
(0.03) (0.03) (0.03) (0.03)

Senior secondary education 0.219**  0.224*** 2P0***  (0.222***
(0.04) (0.04) (0.04) (0.04)

University 0.382***  0.374**  0.400***  0.387***

(0.13) (0.13) (0.13) (0.14)
Head's sector

Manufacturing -0.069* -0.080* -0.079**  -0.084**
(0.04) (0.04) (0.04) (0.04)
Construction -0.070** -0.058 -0.068* -0.055
(0.03) (0.04) (0.04) (0.04)
Services 0.019 0.016 0.021 0.019
(0.03) (0.03) (0.03) (0.03)
Not working 0.011 0.010 0.011 0.019

(0.03) (0.04) (0.04) (0.04)
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Table 6. (Continued)

All migrants At least one 'non-tied'
migrant

(1) (2) (3) (4)

N. workers in HH
Market

Government

Quintile of HH income
2nd

3rd
4th
5th

Quintile of HH expenditure
2nd

3rd
4th
5th
P.c. Business land
P.c. Non-business land
P.c. Business land squared
P.c. Non-business land squared
P.c. Jewelries

N

-0.041%* -0.038** -0.041%* -0.039***
(0.01) (0.01) (0.01) (0.01)
0.026 0.017 0.026 0.012
(0.03) (0.03) (0.03) (0.03)

0.063*  0.073*  0.061*  0.070*
(0.04) (0.04) (0.04) (0.04)
0.042 0.049 0.054 0.063
(0.04) (0.04) (0.04) (0.04)
0.151%*  0.150%*  0.156%*  0.155%*
(0.04) (0.04) (0.04) (0.05)
0.317**  0.308%*  0.313** 0.311%*
(0.05) (0.05) (0.05) (0.05)

-0.407%*  -0.395%* -0.408%**  -0.400%**
(0.03) (0.03) (0.03) (0.04)
-0.593%** -0.586** -0.594%** -0.500***
(0.04) (0.04) (0.04) (0.04)
-0.858*** -0.854*** -0.858%* -0.860***
(0.04) (0.04) (0.04) (0.04)
-1.386%+* -1.385%+ -1.388%*  -1.390%+
(0.06) (0.06) (0.06) (0.07)
-0.016  -0.022*  -0.020  -0.024*
(0.01) (0.01) (0.01) (0.01)
0.009 0.006 0.012 0.010
(0.01) (0.01) (0.01) (0.01)
0.001 0.002*  0.002* 2800
(0.00) (0.00) (0.00) (0.00)
-0.000 -0.000 -0.001-0.000
(0.00) (0.00) (0.00) (0.00)
0.010%* 0.010** 0.010**  0.010%**
(0.00) (0.00) (0.00) (0.00)
5,270 5,270 5,027 5,027

118



Table 6. (Continued)

At least one 'non-tied’

All migrants migrant
F-excluded instr. (migrarit) 41.45 42.87
F-excluded instr. (currerit) 25.09 29.02
F-excluded instr. (returh) 17.07 16.12
Angrist-Pischke F-excluded instr. (current) 13.00 16.76
Angrist-Pischke F-excluded instr. (return) 12.41 10.59
Hansen J P-value 0.42 0.77 0.48 0.88

Notes:

Robust standard errors in parentheses, clustertbé district-level.

*** 106, ** 5%, * 10% significance level.

The dependent variable is the difference in log gaita household total monthly consumption betw&@87 and
2000, excluding transfers to non-household membaedsto members who are not in the household. Coptoimis
measured in real terms, with base Jakarta 200im&sts include a constant term. Province and muahmies and

their interactions are also included.
®To instrument the dummies indicating whether thesetiold had a migrant in 1997-2000 and a curregtamt in the
same period, the predicted values from probit egions described at point 4. in Section 5.2 aboeeewsed as

excluded instruments.
® To instrument the dummy indicating whether thedewold had a return migrant in 1997-2000, the bée&@

indicated at points 5. and 6. in Section 5.2 ahe®e used as excluded instruments.

The results show that the instruments are validllicrases, the F-test of excluded instrumentdbavea
the threshold level of 10, below which the instrmitseare considered weak (Stamkal, 2002). The Hansen
test of overidentifying restrictions in all casedd to reject the null hypothesis of validity bEtinstruments.
The variable indicating the presence of a migrarthe household is negative and statistically mi§icant,
both in the full sample and in the sample whichlekes households only having tied migrants. When we
distinguish between the presence of return ancenuimigrants in the households, we see that theepoe
of current migrants in the households does not laasttistically significant impact on origin hohsé&ls’
consumption growth

Regarding current migration, we see that both enftil sample and in the sample excluding household
which only had tied migrants the estimated coedficiof the variable indicating the presence okast one
return migrant in the household is statisticallgngicant and negative. In particular, householdsihg a
return migrant in the period 1997-2000 experieng@th lower growth of per capita expenditure, comgare
to households not having return migrants. The edéchcoefficients of the other variables are armledor
magnitude and significance levels to the OLS eg#@maf the previous table.

The negative effect of return migration may be teglato the fact that return migrants are likelyb
individuals with limited ability to contribute tdé process of household income creation. Indeed, ey
be individuals whose migration investment failedl amho had to return to their origin households (for
instance, because of a negative economic shoclH) ascjob loss or illness). We will explore the
characteristics of return migrants in section 6pider to understand the channels through whichriet
migration may impact origin households’ consumptijoowth.

The above results are obtained considering thenelkpee variables excluding transfers to individual

outside of the household (either household membetsat home, or non-household members). We also
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estimated a model considering the expenditure dnotu transfers out. The results, reported in Append
tables A.1 and A.2, show that, when consideringeaggure including transfers out, having a current
migrant significantly increases per capita expemdigrowth in 1997-2000, in the case of househatiish
have at least one non-tied migrant. These resudjgest that origin households might being ‘finagtime
migration investment oturrent migrants, by spending resources for them, eitbepay their education
expenses, if they moved for education purposesp aupport them during the job search period, iseca
migrants moved to look for a job. We also includeAppendix table A.3 OLS estimates of the impact of
having current and return migrants on householdshsfers’ consumption growth in 1997-2000. As
expected, results show that current migration mtisgically significantly positively associated twit
households’ transfers’ growth, while return migoatiis negatively significantly related to houselsold

transfers’ growth.

6. Migrants’ and non-migrants’ characteristics in year 2000

This section provides descriptive evidence of tharacteristics of migrants and non-migrants in year
2000, that is when return migrants were back airiwWe distinguish between current migrants, whe a
tracked and interviewed at destination, and retoigrants, who are interviewed at origin after theiturn.
The information on migrants and non-migrants in@@&€e only available for a subset of the individuaho
refer to the origin households we considered inaib@ve analysis, i.e., only for a subset of thaviddals
considered in table 1 above. However, we can peovitbrmation for 13,934 non-migrants (92% of tb&at
number of non-migrants in the sample), 646 retuigramts (89% of the total number of return migrants
the sample), and 1071 current migrants (94% ofdta number of current migrants in the sample).

The next table shows individuals’ age, maritalustadnd rural residency. As expected, current migran
are, on average, younger, less likely to be maredl more likely to reside in urban areas with eespo

return migrants.

Table 7. Migrants’ and non-migrants’ age, marital $atus, and residency in 2000

Individuals' migration status 1997-2000

Non-migrant Return Current
Individuals'
characteristics
in 2000 (1) (2) (3) Diff (1)-(2) Diff (1)-(3) Diff(2)-(3)
Age 36.32 24.66 21.87 11.65%** 14 .43*** 2.79%**
(16.96) (10.12) (9.24) (0.44) (0.52) (0.48)
Unmarried 0.29 0.63 0.72 -0.31 % -0.43**  -0.12%**
(0.45) (0.49) (0.45) (0.01) (0.01) (0.02)
Rural 0.52 0.54 0.38 -0.22 0.13%** 0.15%**
(0.49) (0.49) (0.48) (0.02) (0.02) (0.02)
N 13,934 646 1,071

Source: IFLS2-3.
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Table 8 shows migrants’ education and employmeatattieristics. We can see that return migrants are,
on average, significantly more educated than narants. However, return migrants are significatelys
educated than current migrants. Moreover, retugranis are significantly more likely to be unemgdyn
2000, compared to non-migrants. Considering incdal@e 8 shows that return migrants are signifigant
more likely than non-migrants or current migramt$eé in the lowest income quintile in 2000. Thegarkes,
thus, suggest that return migrants may have addaratbility to contribute to total household incoréis

explains our results on the negative impact ofrretnigration on household expenditure growth.

Table 8. Migrants’ and non-migrants’ education, empoyment and income in 2000

Individuals' migration status 1997-2000

Non-migrant Return  Current
Individuals' characteristics in (2) (2) 3 Diff Diff Diff
2000 1)-(2) 1)-6)  (2-)
Education
None 0.15 0.04 0.02 0.11%** 0.13*** 0.01*
(0.36) (0.19) (0.15) (0.01) (0.01) (0.00)
Elementary/Jr. Secondary 0.58 0.52 0.42 0.06***0.16***  0.10***
(0.49) (0.50) (0.49) (0.02) (0.02) (0.02)
Senior secondary 0.21 0.35 0.38 -0.13**  -0x7* -0.03
(0.41) (0.48) (0.48) (0.02) (0.01) (0.02)
University 0.06 0.10 0.19 -0.04***  -0.13**  -QgF**
(0.49) (0.30) (0.39) (0.00) (0.01) (0.02)
Employment
Primary 0.22 0.15 0.08 0.07*** 0.14**  0.07***
(0.41) (0.35) (0.27) (0.02) (0.01) (0.02)
Manufacturing 0.08 0.11 0.12 -0.02** -0.04** 0.01
(0.28) (0.31) (0.37) (0.01) (0.01) (0.02)
Construction 0.03 0.05 0.03 -0.02** 0.00 0.02**
(0.17) (0.21) (0.16) (0.01) (0.01) (0.01)
Services 0.28 0.25 0.34 0.04** -0.06***  -0.09**
(0.45) (0.43) (0.47) (0.02) (0.02) (0.02)
Not working 0.38 0.45 0.43 -0.07***  -0.05*** 02
(0.48) (0.49) (0.49) (0.02) (0.01) (0.02)
Quintile of monthly income
1st 0.34 0.41 0.38 -0.07*** -0.03** 0.03*
(0.48) (0.49) (0.49) (0.02) (0.02) (0.02)
2nd 0.05 0.05 0.04 0.01 0.02** 0.01
(0.22) (0.20) (0.18) (0.01) (0.01) (0.00)
3rd 0.22 0.17 0.16 0.05%** 0.06*** 0.01
(0.41) (0.37) (0.32) (0.01) (0.01) (0.02)
4th 0.20 0.24 0.22 -0.03** -0.02** 0.01
(0.40) (0.42) (0.42) (0.02) (0.01) (0.02)
5th 0.18 0.14 0.21 0.05*** -0.02**  -0.07***
(0.38) (0.34) (0.40) (0.01) (0.01) (0.02)
N 13,934 646 1,071

Source: IFLS2-3.
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7. Conclusions

Using a detailed panel data survey from Indonehia, paper explores the short-run impact of interna
migration on per capita consumption of householdhivers left behind. Within-country labor mobilityn @
temporary or permanent basis, is a common and ptidad family strategy with implications for peopéé
behind in terms of forgone (monetary and non-maggtaputs of migrants, diversification of income
sources and potential cash (remittances) inflows.

While assessing the impact of migration, we tatklth endogeneity and migrants self-selection carscer
by using a DID approach coupled with the IV meth@éthile doing so, we are able to distinguish between
current vs return migration, as to disentangle ltegerogeneity of the migration process and thesifit
channels through which it affects the remainingdetwld members.

We find that origin households having internal retmigrants in the period 1997-2000 have signifilyan
lower per capita real consumption growth, compdcetiouseholds not having migrants. In particular, o
estimates indicate that return migrant householige F60% per capita consumption growth lower than
households not having return migrants, on averagecateris paribus Differently, the presence of current
migrants has a non-significant impact on origingeholds’ members consumption growth.

These results are likely to be related to the tlaat returning migrants have a lower income poadiri
2000, when compared to non-migrants and currentamnig. Data for the year 2000, indeed, show that
returning migrants have significantly lower emplaymh probabilities than non-migrants or current 1itys.
This may be related to the fact that return migrantly be those individuals whose migration investme
failed, i.e. those who, for instance, lost theingo Alternatively, returning migrants may also leasonal
migrants, whose return, have a negative impactriinchouseholds’ consumption, due to the fact that
size of the household increase when they are aithout an increase in household income sufficient
compensate for the reduction in consumption dukddousehold size increase.

These results have been obtained by consideringinotiouseholds’ consumption which excludes
transfers given to individuals outside the hous#fioMWhen these transfers are instead included in ou
dependent variable, we find that having at leasuent non-tied migrant significantly increasegyior
households’ consumption growth in the consideretbgdeHence, our results suggest that origin hooisish
increase their transfers when having current migrare. there is evidence of origin householdsaficing’,
at least, in part the migration investments of merstoutside the household. This is also confirmethb
fact that, when estimating a model of transfersasut function of households’ migration status.find a

statistically significant and positive associathmtween transfers out and presence of current nggra
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Appendix

Table Al. OLS estimates of the impact of migratioron origin household consumption growth 1997-
2000
(expenditure including transfers out)

At least one 'non-tied'

All migrants migrant
) 2 3 4)
HH has a migrant 0.061*** 0.066***
(0.02) (0.02)
HH has a current migrant 0.146*** 0.159***
(0.03) (0.03)
HH has a return migrant -0.095*** -0.089***
(0.03) (0.03)
HH size 0.043 0.044 0.043 0.044
(0.06) (0.06) (0.06) (0.06)
N. children 0-5 -0.094 -0.095 -0.092 -0.091
(0.07) (0.07) (0.07) (0.07)
N. children 6-10 -0.107 -0.109 -0.107 -0.108
(0.07) (0.07) (0.07) (0.07)
N. chidlren 11-15 -0.021 -0.025 -0.020 -0.024
(0.06) (0.06) (0.07) (0.07)
N. children 16-20 -0.065 -0.069 -0.068 -0.071
(0.06) (0.06) (0.07) (0.07)
N. males 21+ -0.039 -0.041 -0.040 -0.041
(0.05) (0.05) (0.06) (0.06)
N. females 21+ -0.028 -0.032 -0.028 -0.032
(0.06) (0.06) (0.06) (0.06)
Average age in HH 0.000 -0.000 0.000 0.000
(0.00) (0.00) (0.00) (0.00)
Head's age 0.001 0.001 0.001 0.001
(0.00) (0.00) (0.00) (0.00)
Head unmarried 0.015 0.018 0.015 0.018
(0.11) (0.11) (0.11) (0.11)
Head's education
Elementary/Jr. secondary 0.020 0.021 0.024 50.02
(0.03) (0.03) (0.03) (0.03)
Senior secondary 0.192*** 0.194*** 0.194*** QOH***
(0.04) (0.04) (0.05) (0.04)
University 0.297*** 0.294*** 0.312%** 0.308***
(0.11) (0.11) (0.11) (0.11)
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Table Al. (Continued)

All migrants At least one 'non-tied’ migrant
1) 2) 3) (4)
Head's sector
Manufacturing -0.061 -0.064 -0.070* -0.071*
(0.04) (0.04) (0.04) (0.04)
Construction -0.074* -0.071** -0.073* -0.069*
(0.03) (0.03) (0.04) (0.04)
Services 0.013 0.012 0.014 0.014
(0.03) (0.03) (0.03) (0.03)
Not working -0.006 -0.006 -0.004 -0.002
(0.04) (0.04) (0.04) (0.04)
N. workers in HH
Market -0.047**  -0.047*** -0.048*** -0.048***
(0.01) (0.01) (0.01) (0.01)
Government 0.045 0.043 0.047* 0.043
(0.03) (0.03) (0.03) (0.03)
Quintile of HH income
21 0.064* 0.066* 0.060 0.062*
(0.04) (0.04) (0.04) (0.04)
3 0.037 0.039 0.047 0.049
(0.04) (0.04) (0.04) (0.04)
4" 0.154*** 0.153*** 0.156*** 0.156***
(0.04) (0.04) (0.04) (0.04)
gh 0.299%** 0.297*** 0.294*** 0.295***
(0.05) (0.05) (0.05) (0.05)
Quintile of HH expenditure
2 -0.397**  -0.394*** -0.395*** -0.394***
(0.03) (0.03) (0.03) (0.03)
3 -0.584***  -0.583*** -0.583*** -0.584***
(0.04) (0.04) (0.04) (0.04)
4" -0.843**  -0.843*** -0.841*** -0.843***
(0.04) (0.04) (0.04) (0.04)
5" -1.366***  -1.366*** -1.365*** -1.366***
(0.06) (0.06) (0.06) (0.06)
P.c. Business land -0.017 -0.019 -0.021 -0.022*
(0.01) (0.01) (0.01) (0.01)
P.c. Non-business land 0.005 0.004 0.009 0.008
(0.01) (0.01) (0.01) (0.01)
P.c. Business land squared 0.001 0.001* 0.002* 2.00
(0.00) (0.00) (0.00) (0.00)
P.c. Non-business land squared -0.000 -0.000 -0.000 -0.000
(0.00) (0.00) (0.00) (0.00)
P.c. Jewelries 0.010*** 0.010*** 0.010*** 0.010***
(0.00) (0.00) (0.00) (0.00)
N 5,027 5,027 5,027 5,027
R-squared 0.22 0.23 0.22 0.23
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Table A2. 2SLS estimates of the impact of migratiomn origin household consumption growth 1997-

2000
(expenditure including transfers out)

All migrants At least one 'non-tied' migrant
() 2 3 4
HH has a migrant -0.128 -0.105
(0.12) (0.12)
HH has a current migrant 0.532 0.568*
(0.37) (0.33)
HH has a return migrant -1.026** -0.985**
(0.50) (0.42)
HH size 0.051 0.057 0.049 0.053
(0.06) (0.06) (0.06) (0.06)
N. children 0-5 -0.110 -0.108 -0.102 -0.100
(0.07) (0.07) (0.07) (0.07)
N. children 6-10 -0.119*  -0.127* -0.115* -0.123*
(0.07) (0.07) (0.07) (0.07)
N. chidlren 11-15 -0.019 -0.045 -0.015 -0.045
(0.06) (0.07) (0.07) (0.07)
N. children 16-20 -0.054 -0.081 -0.056 -0.075
(0.06) (0.07) (0.06) (0.07)
N. males 21+ -0.037 -0.053 -0.038 -0.040
(0.05) (0.06) (0.06) (0.06)
N. females 21+ -0.025 -0.049 -0.024 -0.047
(0.06) (0.06) (0.06) (0.06)
Average age in HH -0.001 -0.001 -0.000 -0.001
(0.00) (0.00) (0.00) (0.00)
Head's age 0.001 0.002 0.001 0.002
(0.00) (0.00) (0.00) (0.00)
Head unmarried 0.014 0.058 0.016 0.062
(0.11) (0.12) (0.11) (0.12)
Head's education
Elementary/Jr. secondary 0.027 0.036 0.030 50.03
(0.03) (0.03) (0.03) (0.03)
Senior secondary 0.206***  0.214*** 0.207*** 00Z***
(0.04) (0.04) (0.05) (0.04)
University 0.317**  (0.299** 0.332%** 0.308**
(0.11) (0.12) (0.12) (0.12)




Table A2. (Continued)
(expenditure including transfers out)

All migrants At least one 'non-tied' migrant
1) 2 3 (4)
Head's sector
Manufacturing -0.063 -0.082* -0.072* -0.081*
(0.04) (0.05) (0.04) (0.05)
Construction -0.066* -0.047 -0.064* -0.043
(0.03) (0.04) (0.04) (0.04)
Services 0.018 0.012 0.019 0.015
(0.03) (0.03) (0.03) (0.03)
Not working 0.005 0.003 0.003 0.017
(0.03) (0.04) (0.04) (0.04)
N. workers in HH
Market -0.048*** -0.042*** -0.048*** -0.044***
(0.01) (0.01) (0.01) (0.01)
Government 0.047* 0.032 0.049* 0.025
(0.03) (0.03) (0.03) (0.03)
Quintile of HH income
2 0.060* 0.079** 0.059 0.073*
(0.04) (0.04) (0.04) (0.04)
3 0.028 0.042 0.039 0.054
(0.04) (0.04) (0.04) (0.04)
4" 0.143*** 0.143*** 0.148*** 0.147***
(0.04) (0.05) (0.04) (0.05)
gh 0.299*** 0.284*** 0.296*** 0.293***
(0.05) (0.05) (0.05) (0.05)
Quintile of HH expenditure
2 -0.387*** -0.369*** -0.388*** -0.375***
(0.03) (0.03) (0.03) (0.03)
3 -0.575%** -0.565*** -0.575%** -0.571***
(0.04) (0.04) (0.04) (0.04)
4" -0.834*** -0.829*** -0.833*** -0.838***
(0.04) (0.04) (0.04) (0.04)
5" -1.353*** -1.354*** -1.353*** -1.358***
(0.06) (0.06) (0.06) (0.06)
P.c. Business land -0.016 -0.027* -0.021 -0.027*
(0.01) (0.02) (0.01) (0.01)
P.c. Non-business land 0.006 -0.001 0.009 0.004
(0.01) (0.01) (0.01) (0.01)
P.c. Business land squared 0.001 0.002** 0.002* 0DD
(0.00) (0.00) (0.00) (0.00)
P.c. Non-business land squared -0.000 0.000 -0.000 -0.000
(0.00) (0.00) (0.00) (0.00)
P.c. Jewelries 0.010*** 0.009*** 0.010%*** 0.009***
(0.00) (0.00) (0.00) (0.00)
N 5,270 5,270 5,027 5,027
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Table A2. (Continued)
(expenditure including transfers out)

All migrants At least one 'non-tied' migrant
1) 2 (3 4

F-excluded instr. (migrarit) 68.51 69.41

F-excluded instr. (current) 38.52 43.05
F-excluded instr. (returfi) 25.75 25.57
Angrist-Pischke F-excluded instr. (current) 17.17 27.83
Angrist-Pischke F-excluded instr. (return) 11.75 12.68
Hansen J P-value 0.16 0.56 0.15 0.69

Notes:

Robust standard errors in parentheses, clustertbé district-level.

*** 106, ** 5%, * 10% significance level.

The dependent variable is the difference in log gaita household total monthly consumption betw&@87 and
2000, including transfers to non-household membears to members who are not in the household. Copisomis
measured in real terms, with base Jakarta 200@n&ists include a constant term. Province and rduahmies and
their interactions are also included.

®To instrument the dummies indicating whether thesetiold had a migrant in 1997-2000 and a curregtamt in the
same period, the predicted values from probit egtons described at point 4. (i) in Section 5ibee were used as
excluded instruments.

P To instrument the dummy indicating whether thegwwld had a return migrant in 1997-2000, the béei
indicated at points 5. and 6. in Section 5.2 ahe®ee used as excluded instruments.

129



Table A.3 Transfers as a function of households’ rgration status

All migrants At least one 'non-tied' migrant
1) 2 (3 4
HH has a migrant 0.737*** 0.816***
(0.25) (0.26)
HH has a current migrant 0.789*** 0.905***
(0.28) (0.30)
HH has a return migrant 0.312 0.281
(0.29) (0.30)
HH size 0.309 0.313 0.452 0.454
(0.36) (0.36) (0.40) (0.40)
N. children 0-5 -0.619 -0.622 -0.750 -0.751
(0.44) (0.44) (0.48) (0.48)
N. children 6-10 -0.380 -0.389 -0.541 -0.549
(0.42) (0.42) (0.45) (0.45)
N. chidlren 11-15 -0.343 -0.351 -0.484 -0.494
(0.40) (0.40) (0.43) (0.44)
N. children 16-20 -0.242 -0.252 -0.399 -0.407
(0.41) (0.41) (0.45) (0.45)
N. males 21+ -0.223 -0.229 -0.365 -0.366
(0.38) (0.38) (0.41) (0.41)
N. females 21+ -0.519 -0.527 -0.619 -0.627
(0.39) (0.39) (0.42) (0.42)
Average age in HH -0.012 -0.012 -0.014 -0.015
(0.01) (0.01) (0.02) (0.02)
Head's age 0.005 0.005 0.003 0.003
(0.01) (0.01) (0.01) (0.01)
Head unmarried 0.188 0.164 0.232 0.210
(1.00) (1.00) (1.01) (2.01)
Head's education
Elementary/Jr. secondary 0.083 0.085 0.140 20.14
(0.26) (0.26) (0.27) (0.28)
Senior secondary education 0.357 0.365 0.313 3200.
(0.41) (0.41) (0.41) (0.41)
University 0.641 0.633 0.417 0.410
(0.61) (0.61) (0.60) (0.60)
Head's sector
Manufacturing 0.267 0.266 0.222 0.221
(0.36) (0.36) (0.35) (0.35)
Construction 0.245 0.255 0.209 0.224
(0.39) (0.38) (0.39) (0.39)
Services 0.447 0.447 0.355 0.355
(0.28) (0.28) (0.28) (0.28)
Not working 0.001 0.003 -0.005 -0.001
(0.32) (0.32) (0.34) (0.34)
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Table A.3 (Continued)

All migrants At least one 'non-tied' migrant
1) 2 (3 4
N. workers in HH
Market -0.122 -0.121 -0.156 -0.156
(0.13) (0.13) (0.13) (0.13)
Government -0.184 -0.188 -0.139 -0.148
(0.28) (0.28) (0.28) (0.28)
Quintile of HH income
2nd -0.083 -0.082 -0.093 -0.093
(0.27) (0.28) (0.28) (0.28)
3rd -0.621** -0.619** -0.610** -0.606**
(0.27) (0.27) (0.29) (0.29)
4th 0.527* 0.522* 0.568* 0.562*
(0.31) (0.31) (0.33) (0.33)
5th -0.006 0.000 0.116 0.126
(0.39) (0.39) (0.41) (0.41)
Quintile of HH expenditure
2nd -0.351 -0.345 -0.312 -0.307
(0.28) (0.28) (0.29) (0.29)
3rd -0.693** -0.697** -0.737** -0.744**
(0.31) (0.31) (0.32) (0.32)
4th -1.051%** -1.059%** -0.984*** -0.995***
(0.34) (0.34) (0.35) (0.35)
5th -1.504*** -1.505%** -1.553*** -1.553***
(0.36) (0.36) (0.38) (0.38)
P.c. Business land 0.126 0.123 0.100 0.098
(0.11) (0.11) (0.11) (0.11)
P.c. Non-business land -0.170 -0.171 -0.189 -0.192
(0.13) (0.13) (0.14) (0.14)
P.c. Business land squared -0.007 -0.007 -0.005 0050.
(0.01) (0.01) (0.01) (0.01)
P.c. Non-business land squared 0.011 0.011 0.012 0130.
(0.01) (0.01) (0.01) (0.01)
P.c. Jewelries 0.026 0.026 0.024 0.024
(0.02) (0.02) (0.02) (0.02)
N 5,263 5,263 5,020 5,020
R-squared 0.060 0.060 0.062 0.062
Notes:

Robust standard errors in parentheses, clustertbé district-level.
*** 106, ** 5%, * 10% significance level.

The dependent variable is the difference in logotdl household transfers out between 1997 and.Zo@bsfers are
measured in real terms, with base Jakarta 200@n&sts include a constant term. Province and muahmies and

their interactions are also included.
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