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#### Abstract

In the present thesis we investigate two basic issues in the dynamics of open quantum systems, namely, the concept of non-Markovianity and the effects of initial system-environment correlations in the subsequent reduced dynamics. In recent research, a great effort has been put into the study and understanding of non-Markovian features within the dynamics of open quantum systems. At the same time, quantum non-Markovianity has been defined and quantified in terms of quantum dynamical maps, using either a divisibility property or the behavior of the trace distance between pairs of reduced states evolved from different initial states. We investigate these approaches by means of several examples, focusing in particular on their relation with the very definition of non-Markov process used in classical probability theory. Indeed, the notion of non-Markovian behavior in the dynamics of the state of a physical system and the notion of non-Markov process are quite different and it will appear how the former represents sufficient, but not necessary condition with respect to the latter. In particular, we explicitly show that the above-mentioned divisibility property in the classical case is not, in general, equivalent to the Chapman-Kolmogorov equation, proper to Markov stochastic processes. Furthermore, by taking into account a bipartite open system, we emphasize how the presence of non-Markovian effects strongly depends on where the border between open system and environment is set. A second relevant topic investigated in this thesis concerns the dynamics of open quantum system in the presence of initial system-environment correlations. By means of the approach based on trace distance, we go beyond the usual assumption that the open system and the environment are initially uncorrelated. The trace-distance analysis provides a characterization of open-system dynamics relying on measurements on the open system only, without the need for any extra information about the total system or system-environment interaction. After an introduction to the general theoretical scheme, we report an all-optical experimental realization, in which the total system under investigation consists of a couple of entangled photons generated by spontaneous parametric down conversion and initial correlations are introduced in a general fashion by means of a spatial light modulator. Finally, we take into account the Jaynes-Cummings model, showing how trace distance establishes general connections between correlation properties of initial total states and dynamical quantities that characterize the evolution of the open system.
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## Chapter 1

## Introduction

The standard textbook presentation of quantum mechanics deals with closed quantum systems, whose evolution is described by means of a one-parameter group of unitary operators generated by a self-adjoint Hamiltonian. In the last few decades, an increasing effort has been put into developing the theory of open quantum systems [1], that is quantum systems in interaction with an environment. The reasons for this growing interest can be traced back to practical as well as fundamental questions.
Every concrete physical system is unavoidably affected by the interaction with an environment. Indeed, this is quite a generic statement, that can be applied to classical physics, as well. The crucial point is that the interaction of a quantum system with an environment strongly influences those features that cannot be enclosed into a classical description of the system. One of the most representative examples is given by the phenomenon that goes under the name of decoherence [2]. A quantum system interacting with an environment loses, typically on a very short time scale, the capability to exhibit superpositions among states belonging to a certain basis, ultimately depending on the specific form of the interaction between the open system and the environment. Thus, the study of open quantum systems has become of great relevance in all those areas of physics where the quantum nature of concrete physical systems in contact with an environment is taken into account, representing a basic resource. By way of example, one only needs to think of quantum information [3] as well as quantum optics [4].
As well known, quantum mechanics is an essentially statistical theory, meaning that all its predictions have a statistical character. The more recent statistical formulation of quantum mechanics, originated from the work by Ludwig [5, 6], Holevo [7] and Kraus [8], is based on the idea that quantum mechanics is a probability theory, significantly different from the classical one, rather than an extension of classical mechanics. The reproducible quantities of the theory are the relative frequencies according to which a large collection of identically prepared quantum systems triggers proper measurement apparata. Indeed, a quantum system subjected to a coupling with a measurement apparatus represents an open system interacting with a macroscopic environment. The foundations of quantum mechanics are then deeply connected to the theory of open quantum systems through the notion of measurement process. Thus, it should not be surprising that many concepts and tools introduced within the statistical formulation of quantum mechanics are now at
the basis of the description of open quantum systems.
Moreover, the progressive loss of typical quantum features as a consequence of the interaction with an environment is commonly seen as a crucial step in the direction of a reconciliation between the quantum and the classical characterization of physical systems, since it provides a quantitative explanation of the absence of quantum effects above a certain size scale. Nevertheless, it should be kept in mind that the loss of quantum coherence for a microscopic system interacting with some macroscopic system is not the same as the classical behavior that macroscopic systems themselves actually exhibit. The latter, in fact, allows an objective description that cannot be explained simply in terms of decoherence [9, 10]. A more suitable characterization of macroscopic systems should then be taken into account. One of the possibilities is to base the description of macroscopic systems on quantum statistical mechanics, extended to non-equilibrium situations. This could lead to the appearance of an objective classical behavior for a proper subset of physical quantities, possibly yielding a unified description of microscopic and macroscopic systems [11, 12, 13].

By moving aside from the well-established field of closed quantum systems, where the unitary time evolution is directly fixed by the corresponding Hamiltonian operator, the description of the dynamics of quantum systems gets immediately more involved. Which are the most general equations of motion that provide a well-defined time evolution? How are these equations connected to the underlying microscopic description of the interaction between the open system and the environment? Is it possible to identify different classes of open-system dynamics on the basis of some physically as well as mathematically motivated criterion? What are the proper ways to quantitatively characterize the dynamics of open quantum systems under completely generic initial conditions? All these very basic questions are still at the moment only partially answered.
A result of paramount importance has been obtained by characterizing the class of dynamics described by completely positive quantum dynamical semigroups. The expression of the generators of such semigroups, that determines the equation of motion for the open system, has been fully identified [14, 15], providing a reference structure often called Lindblad equation. This class of dynamics is usually considered the quantum counterpart of classical homogeneous Markov processes. The main physical idea behind this correspondence is that in both cases the memory effects are negligible. In order to describe the dynamics of an open quantum system by disregarding at any time the influence of the previous interaction with the environment, one typically assumes that the characteristic time scale of the environment is much shorter than that of the open system. Indeed, there are many concrete physical systems where this condition is not satisfied, so that one has to look for a more general description of the dynamics. Just to mention an example, the development of technologies that access time-scales of the order of femtoseconds allows to observe phenomena in which non-Markovian features of the dynamics unavoidably play a fundamental role $[16,17]$. As a consequence, in recent years a lot of research work has been devoted to quantum dynamics beyond the Markovian description. Apart from the explicit detailed treatment of many specific quantum systems where memory effects show up and the characterization of general classes of non-Markovian dynamics, efforts have been made to actually define what is meant by a non-Markovian quantum dynamics and to quantify the degree of non-Markovianity of a given quantum dynamics [18, 19, 20]. One of the main focuses of the present Thesis is precisely to investigate the very definition of non-Markovian quantum dynamics, with a particular emphasis
on its relations to the classical notion of non-Markovianity. The entire analysis is performed by means of two different ways to characterize the dynamics of open quantum systems. The first is based on the use of suitable evolution maps, often referred to as quantum dynamical maps [1], defined on the state space of the open system. The connections with the corresponding equations of motion are investigated, as well. The second approach has been introduced very recently $[19,21]$ and it relies on the idea that the dynamics of open systems can be described in terms of the information flow between the open system and the environment in the course of the dynamics. Such an information flow is quantitatively defined by means of trace distance, that measures the distinguishability between quantum states [3]. In particular, the dynamics of an open system is characterized by monitoring the evolution of the trace distance between couples of states of the open system that evolve from different initial total state.
The interaction between an open quantum system and an environment naturally induces correlations among these two systems. Nevertheless, it is usually assumed that the open system and the environment are uncorrelated at the initial time, thus assigning a very special status to the instant of time where one starts to monitor the evolution of the open system. From a physical point of view, this is not always justified, especially outside the weak coupling regime [22, 23, 24]. It is then of interest to extend the different approaches to open-system dynamics in order to include possible initial correlations. With respect to this, the definition of dynamical maps can become problematic. In fact, in the presence of initial system-environment correlations, contrary to the case of an uncorrelated initial state, there is not a unique way to define dynamical maps on the state space of the open system and their physical meaning can be established only inside proper domains, that are not easy to detect in an explicit way [25]. Furthermore, these maps turn out to depend on quantities related to the global system that cannot be generally accessed on concrete experimental situations. In this Thesis, the quantitative characterization of the open-system dynamics with initial correlations is presented from a different point of view [26]. Namely, this is based on the same approach previously mentioned in connection with the definition of non-Markovianity in quantum dynamics, relying on the analysis of trace-distance evolution as a consequence of an information flow between the open system and the environment. One of the main advantages of studying the dynamics of open quantum systems by means of trace distance consists in its clear and unambiguous experimental meaning, due to the fact that it only requires to perform measurements on the open system, without the need of any information about the total system or the structure of the interaction between the system and the environment. The first experimental investigation of the dynamics of an open quantum system in the presence of initial correlations with the environment has been recently achieved by the quantum optics group at the University of Milan [27].

## Outline

This Thesis is organized as follows.
In Chapter 2, we introduce the basic concepts and tools used in the statistical formulation of quantum mechanics that will be at the basis of the entire subsequent analysis. In particular, we focus on transformation maps of quantum states, consisting in completely positive trace preserving linear maps. We first present such maps, as well as their properties and representations, in an abstract
way, while at the end of the chapter we show how they naturally provide a description of the dynamics of open quantum systems, if the open system and the environment are initially uncorrelated.
Chapter 3 concerns the equations of motion that can be associated with the evolution maps previously introduced and that are usually referred to as quantum master equations. We show to what extent the dynamics of open quantum systems can be described by both local and non-local in time master equations, also presenting some general methods to pass from one kind of equation to the other. This analysis is then applied to a two-level system interacting via Jaynes-Cummings Hamiltonian with the radiation field. We focus on the differences between the operator structure of local and non-local master equations, that generally depend on the initial state of the environment. Moreover, we face the problem of characterizing those equations of motion that guarantee a welldefined time evolution. After recalling basic results related to quantum dynamical semigroups and in particular the Lindblad equation, we present a local as well as a non-local generalization.
In Chapter 4, we discuss the conceptually different definitions used for the non-Markovianity of classical processes and quantum dynamics. We first deal with classical stochastic processes, focusing in particular, by means of a class of non-Markov processes, on the difference between the concepts of conditional probability and transition map. This clearly demonstrates that the Markovianity or non-Markovianity of a classical stochastic process cannot be accessed by the evolution of its one-point probability distribution only. We further show how recently introduced criteria for the non-Markovianity of quantum dynamics naturally induce analogous criteria on the dynamics of a classical one-point probability distribution. These are sufficient, but not necessary conditions for a classical stochastic process to be non-Markovian. The first criterion [19] is based on the analysis of the information flow between the open system and the environment, performed by means of the trace distance between pairs of open-system states. The second [20] is instead defined in terms of divisibility properties of the dynamical maps. The comparison between these two criteria and the related quantifiers of non-Markovianity is then performed in the quantum setting. Here, we take advantage of the definition of a class of non-Markovian quantum dynamics with a clear physical meaning as well as a direct connection with classical stochastic processes.
In Chapter 5 , we deal with the dynamics of open quantum systems in the presence of initial systemenvironment correlations. We first briefly recall how the approach based on quantum dynamical maps can be applied to this situation, then we present a further generalization of the Lindblad equation, consisting in a system of homogeneous equations for proper dynamical variables. The rest of the chapter is focused on the different description of reduced dynamics with initial correlations, which is given in terms of trace-distance evolution. We first present the general theoretical scheme, and then we report its first experimental realization [27] through an all-optical apparatus, in which the dynamics of couples of entangled photons generated by spontaneous parametric down conversion has been investigated. Finally, we take once again the Jaynes-Cummings Hamiltonian into account, but now allowing for a fully generic initial total state. The trace-distance evolution of the open-system states evolving from the thermal state and its corresponding uncorrelated product state elucidates how the open system dynamically uncovers typical features of the initial correlations.
In Chapter 6, we consider a physical system associated with an infinite dimensional Hilbert space and we discuss its decoherence and non-Markovianity. Namely, we describe the dynamics of a
massive test particle with translational and internal degrees of freedom that interacts through collisions with a background low density gas. This is a representative model for the description of collisional decoherence. Under suitable approximations, the evolution of the massive particle can be characterized by a semigroup evolution. Nevertheless, there are situations where it is useful to focus on the dynamics of translational degrees of freedom alone, considering the internal degrees of freedom as part of the environment. A typical example is when the internal state of the massive particle is not resolved in visibility measurements. The resulting dynamics for the translational degrees of freedom can be given in terms of the generalization of the Lindblad equation introduced in Chapter 5, that allows to include initial system-environment correlations as well as non-Markovian effects. The latter are explicitly described by taking into account the evolution of both interferometric visibility and trace distance, which are shown to be strongly related for the model at hand.
This Thesis is built upon the material contained in [28, 29, 30, 31, 27] , as will be indicated in the various chapters more precisely.

## Chapter 2

## Quantum dynamical maps

This chapter provides a short introduction to basic concepts of quantum mechanics which will be employed throughout the entire Thesis. As stated in the Introduction, the quantum description of physical systems will be presented according to the statistical formulation of quantum mechanics. This approach turned out to be very useful for the characterization of quantum systems, closed as well as open, leading to the introduction of new concepts and tools which allowed a deeper understanding of the quantum description of reality, both from theoretical and experimental points of view. For more rigorous and detailed presentations of this topic the reader is referred to [32, 33, 1, 34, 13, 35], in addition to the works by Ludwig [5, 6], Holevo [7] and Kraus [8] already mentioned in the Introduction.
In quantum mechanics experiments are by necessity of statistical nature. The most simple setup can be typically described as a suitably devised macroscopic apparatus preparing the microscopical system one wants to study, that in turn triggers another macroscopic device designed to measure the value of a definite quantity. The predictions of the theory must be related to a large collection, or ensemble, of identically prepared quantum systems. The experimental quantity that has to be compared with the theory is the relative frequency according to which the elements of the ensemble trigger the registration apparatus. According to this picture, the states of the system are associated with preparation procedures, while the observables are associated with registration procedures.
Spaces of operators on Hilbert spaces are the natural mathematical framework where states as well as observables of physical systems are represented. Consequently, the evolution of a quantum system is characterized by means of maps taking values in these operator spaces. This applies to transformations due to a measurement performed on the system, as well as to dynamical evolutions. Indeed, the dynamics of closed systems is described by a very special kind of these maps; namely, unitary time evolutions that are uniquely fixed by a self-adjoint operator. Before focusing on the description of the dynamics of open quantum systems in the next chapters, we introduce here the general setting. The transformations of quantum states due to measurement processes can be described in terms of the so-called instruments, as briefly recalled in Appendix A.
In the first section, we present the mathematical objects representing the states as well as the observables of a quantum system. The set of quantum states of a physical system associated with
an Hilbert space $\mathcal{H}$ is identified with the set of statistical operators on $\mathcal{H}$, while the definition of observable as positive operator-valued measure (POVM) consists in a map with values in the Banach space of bounded operators on $\mathcal{H}$. We first introduce the relevant sets of linear operators on $\mathcal{H}$, therefore connecting them to the statistical formulation of quantum mechanics. After that, we introduce the quantum description of composite systems and in particular the different kinds of preparation procedures that characterize product states, separable states and entangled states of a bipartite system. The notion of quantum discord is briefly presented, as well. We also introduce the concepts of partial trace and marginal states of a bipartite state, since they play a basic role in the theory of open quantum systems.
In the second section, we characterize the maps representing transformations of quantum states. This is firstly accomplished in an abstract way, by defining the space of linear maps on the operator spaces introduced in the first section. We describe different ways in order to represent these maps, thus introducing in a compact and unified way several techniques which are regularly used in the theory of open quantum systems. After that, we discuss general properties satisfied by those linear maps that properly describe transformations of quantum states, focusing on complete positivity. Finally, in the last part of the chapter, we introduce the concept of reduced dynamics, which provides a description of the evolution of an open quantum system interacting with an environment. We see how, under the hypothesis of an initial product state, this consists in a family of completely positive trace preserving linear maps.

### 2.1 Basic concepts

### 2.1.1 Relevant operator spaces

In quantum mechanics each physical system is associated with a separable Hilbert space $\mathcal{H}$; we will denote its scalar product as $\langle\varphi \mid \psi\rangle$ and the induced norm as $\|\psi\|=\sqrt{\langle\psi \mid \psi\rangle}$, with $|\psi\rangle,|\varphi\rangle \in$ $\mathcal{H}$. Let $\mathcal{T}(\mathcal{H})$ be the set of linear trace class operators on $\mathcal{H}$. A linear operator $\sigma$ on $\mathcal{H}$ belongs to the set $\mathcal{T}(\mathcal{H})$ if

$$
\begin{equation*}
\operatorname{Tr}\left[\sqrt{\sigma^{\dagger} \sigma}\right]<\infty . \tag{2.1}
\end{equation*}
$$

The trace of an operator $\sigma$ is defined as

$$
\begin{equation*}
\operatorname{Tr}[\sigma]=\sum_{k}\left\langle u_{k}\right| \sigma\left|u_{k}\right\rangle, \tag{2.2}
\end{equation*}
$$

with $\left\{\left|u_{k}\right\rangle\right\}_{k=1,2 \ldots . .}$ orthonormal basis in $\mathcal{H}$. The series in Eq. (2.2) does not depend on the basis and for $\sigma \in \mathcal{T}(\mathcal{H})$ it is absolutely convergent. The set $\mathcal{T}(\mathcal{H})$ is a Banach space with norm $\|\cdot\|_{1}$, which is called trace norm, defined by

$$
\begin{equation*}
\|\sigma\|_{1}=\operatorname{Tr}[|\sigma|]=\operatorname{Tr}\left[\sqrt{\sigma^{\dagger} \sigma}\right] \quad \sigma \in \mathcal{T}(\mathcal{H}) . \tag{2.3}
\end{equation*}
$$

In addition to its central role in the definition of the set of quantum states, the trace norm can be directly exploited in order to characterize the dynamics of open quantum systems, as will be shown in Chapters 4 and 5.

The set $\mathcal{S}(\mathcal{H})$ of statistical operators on $\mathcal{H}$ is given by the set of linear, semi-positive definite and with unit trace operators on $\mathcal{H}$,

$$
\begin{equation*}
\mathcal{S}(\mathcal{H})=\left\{\rho \in \mathcal{T}(\mathcal{H}) \mid \rho \geq 0,\|\rho\|_{1}=1\right\}, \tag{2.4}
\end{equation*}
$$

where a semi-positive ${ }^{1}$ definite operator $\rho \geq 0$ on an Hilbert space $\mathcal{H}$ is a self-adjoint operator such that

$$
\begin{equation*}
\langle\psi| \rho|\psi\rangle \geq 0 \quad \forall|\psi\rangle \in \mathcal{H} . \tag{2.5}
\end{equation*}
$$

Note that for any $\sigma \in \mathcal{T}(\mathcal{H})$ one has $\operatorname{Tr}[\sigma]=\|\sigma\|_{1}$ if and only if $\sigma$ is positive definite and that the set of self-adjoint operators in $\mathcal{T}(\mathcal{H})$ is the smallest linear space containing $\mathcal{S}(\mathcal{H})$. The set $\mathcal{S}(\mathcal{H})$ is convex, so that

$$
\begin{equation*}
\rho_{k} \in \mathcal{S}(\mathcal{H}), \quad \lambda_{k} \geq 0 \sum_{k} \lambda_{k}=1 \Rightarrow \sum_{k} \lambda_{k} \rho_{k} \in \mathcal{S}(\mathcal{H}) . \tag{2.6}
\end{equation*}
$$

One dimensional projectors are the extremal points of this set, that is the elements that do not admit any further demixture: if $\rho=|\psi\rangle\langle\psi|$ with $\|\psi\|=\sqrt{\langle\psi \mid \psi\rangle}=1$, then

$$
\begin{equation*}
\rho=\lambda \rho_{1}+(1-\lambda) \rho_{2} \quad 0<\lambda<1 \quad \rho_{1}, \rho_{2} \in \mathcal{S}(\mathcal{H}) \Rightarrow \rho=\rho_{1}=\rho_{2} . \tag{2.7}
\end{equation*}
$$

The dual space to $\mathcal{T}(\mathcal{H})$ consists of all the linear bounded operators on $\mathcal{H}$ and will be denoted as $\mathcal{B}(\mathcal{H})$. This is a Banach space with norm $\|\cdot\|_{\infty}$ defined through

$$
\begin{equation*}
\|A\|_{\infty}=\sup _{\|\psi\|=1} \| A|\psi\rangle \|, \tag{2.8}
\end{equation*}
$$

with $|\psi\rangle \in \mathcal{H}$ and $A \in \mathcal{B}(\mathcal{H})$. The form of duality between $\mathcal{B}(\mathcal{H})$ and $\mathcal{T}(\mathcal{H})$ is given by the trace:

$$
\begin{align*}
\operatorname{Tr}: \mathcal{B}(\mathcal{H}) \times \mathcal{T}(\mathcal{H}) & \rightarrow \mathbb{C} ; \\
(A, \sigma) & \rightarrow \operatorname{Tr}\left[A^{\dagger} \sigma\right] . \tag{2.9}
\end{align*}
$$

The trace in Eq. (2.9) is well defined since the product of a bounded operator and a trace class operator is a trace class operator [36]. Moreover, it holds the relation

$$
\begin{equation*}
|\operatorname{Tr}[A \sigma]| \leq\|A\|_{\infty}\|\sigma\|_{1} . \tag{2.10}
\end{equation*}
$$

Finally, let us introduce the set of Hilbert-Schmidt operators on $\mathcal{H}$, which will be denoted as $\mathcal{D}(\mathcal{H})$, i.e. the set of linear operators $X$ on $\mathcal{H}$ such that

$$
\begin{equation*}
\operatorname{Tr}\left[X^{\dagger} X\right]<\infty . \tag{2.11}
\end{equation*}
$$

The set $\mathcal{D}(\mathcal{H})$ is a Banach space with norm $\|\cdot\|_{2}$ defined by

$$
\begin{equation*}
\|X\|_{2}=\sqrt{\operatorname{Tr}\left[X^{\dagger} X\right]} \quad X \in \mathcal{D}(\mathcal{H}) . \tag{2.12}
\end{equation*}
$$

[^0]Since for every linear operator $A$ on $\mathcal{H}$ it holds

$$
\begin{equation*}
\|A\|_{\infty} \leq\|A\|_{2} \leq\|A\|_{1} \tag{2.13}
\end{equation*}
$$

one has $\mathcal{T}(\mathcal{H}) \subset \mathcal{D}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$. The duality relation in Eq. (2.9) induces a scalar product on $\mathcal{T}(\mathcal{H})$ as well as on $\mathcal{D}(\mathcal{H})$, the Hilbert-Schmidt scalar product:

$$
\begin{equation*}
\langle\sigma, \tilde{\sigma}\rangle=\operatorname{Tr}\left[\sigma^{\dagger} \tilde{\sigma}\right] \tag{2.14}
\end{equation*}
$$

with $\sigma, \tilde{\sigma} \in \mathcal{T}(\mathcal{H})$ or $\sigma, \tilde{\sigma} \in \mathcal{D}(\mathcal{H})$; note that this scalar product is well-defined also on $\mathcal{D}(\mathcal{H})$ since the product of two Hilbert-Schmidt operators is a trace class operator. Indeed, $\mathcal{T}(\mathcal{H})$ is not generally an Hilbert space, while $\mathcal{D}(\mathcal{H})$ is an Hilbert space with respect to the scalar product defined in Eq. (2.14), since it is a Banach space with respect to the corresponding induced norm, see Eq. (2.12).

### 2.1.2 Statistical formulation of quantum mechanics

The set of statistical operators $\mathcal{S}(\mathcal{H})$ represents the set of quantum states of the physical system associated with the Hilbert space $\mathcal{H}$ [37]. According to the statistical formulation of quantum mechanics, a statistical operator $\rho$ provides a complete characterization of an ensemble of quantum systems prepared in a specific way, typically by a suitably devised macroscopic apparatus. The set $\mathcal{S}(\mathcal{H})$ is convex and one dimensional projectors are its extremal points, referred to as pure states, see Eqs. (2.6) and (2.7). On the other hand, a state $\rho$ which is not pure, a mixed state, in general admits infinitely many ways to be written as a convex combination of other states. Among the different decompositions, every statistical operator $\rho$ can be expressed as a convex combination of pure orthogonal states. Since a generic statistical operator $\rho$ has a point spectrum of eigenvalues $\lambda_{k} \geq 0$ and 0 is the only possible accumulation point ${ }^{2}$, one can always write

$$
\begin{equation*}
\rho=\sum_{k} \lambda_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right| \quad \lambda_{k} \geq 0 \quad \sum_{k} \lambda_{k}=1 ; \quad\left\langle\psi_{k^{\prime}} \mid \psi_{k}\right\rangle=\delta_{k, k^{\prime}} \tag{2.15}
\end{equation*}
$$

with $p_{k}$ and $\left|\psi_{k}\right\rangle$, respectively, eigenvalues and eigenvectors of $\rho$.
As already mentioned in the introduction to this chapter, observables are instead associated with registration procedures. Their mathematical representatives consist in positive operator-valued measures (POVMs), which are maps with values in the set of bounded operators. Let $\Omega$ be the set of the possible outcomes of a measurement performed on a given observable and let $\mathfrak{A}(\Omega)$ be a $\sigma$-algebra over $\Omega$. A POVM $F$ is a map associating to each element $M \in \mathfrak{A}(\Omega)$, a bounded operator $F(M) \in \mathcal{B}(\mathcal{H})$, called effect, i.e.,

$$
\begin{align*}
F(\cdot): \mathfrak{A}(\Omega) & \rightarrow \mathcal{B}(\mathcal{H}) \\
M & \rightarrow F(M), \tag{2.16}
\end{align*}
$$

[^1]in a way such that
\[

$$
\begin{align*}
& 0 \leq F(M) \leq 1 \\
& F(\emptyset)=0 \quad F(\Omega)=\mathbb{1} \\
& F\left(\cup_{i} M_{i}\right)=\sum_{i} F\left(M_{i}\right) \quad \text { if } M_{i} \cap M_{j}=\emptyset \text { for } i \neq j \tag{2.17}
\end{align*}
$$
\]

Note that the effect $F(M)$ is not necessarily a projection operator, since the idempotence relation $F^{2}(M)=F(M)$ is not requested. If this further condition holds for all $M \in \mathfrak{A}(\Omega)$ one has a projection-valued measure (PVM). The spectral theorem establishes a one-to-one correspondence between the set of PVMs and the set of self-adjoint operators on $\mathcal{H}$, so that one can recover the standard definition of observable as self-adjoint operator.
The duality relation expressed by Eq. (2.9) provides the statistical formula allowing to compare the theory with the experiment: given a system prepared in the state $\rho$, the probability that a quantity described by the POVM $F$ takes value in $M$ is

$$
\begin{equation*}
\mu_{\rho}^{F}(M)=\operatorname{Tr}[\rho F(M)] \tag{2.18}
\end{equation*}
$$

Note that the properties of trace class operators and POVMs ensure that $\mu_{\rho}^{F}(M)$ is a number between 0 and 1 and that the map

$$
\begin{align*}
\mu_{\rho}^{F}(\cdot): \mathfrak{A}(\Omega) & \rightarrow[0,1] \\
M & \rightarrow \mu_{\rho}^{F}(M)=\operatorname{Tr}[\rho F(M)] \tag{2.19}
\end{align*}
$$

is a classical probability measure. The crucial difference with respect to classical probability theory is that there is not a common probability density allowing to express the probability measures of all the observables.
The basic relation in Eq. (2.18) enables the following interpretation to the possibly infinite ways to write a mixed state as a convex combination of other states. The different demixtures do generally correspond to preparation procedures performed with different devices and which are incompatible, in the sense that they cannot be accomplished together, but which lead to the same statistics in any subsequent experiment, thus being physically indistinguishable. In fact, since they are all represented by the same state $\rho$, the probabilities they assign to the different observables according to Eq.(2.18) are the same. Thus, more precisely, a statistical operator $\rho$ is to be understood as the mathematical representative of an equivalence class of preparation procedures. To give an example, the spectral decomposition in Eq. (2.15) indicates that an ensemble made of a large number, let us say $n$, of quantum systems has been prepared from the mixture of different ensembles of identically prepared quantum systems, each of these ensembles with $n_{k}=p_{k} n$ elements and described by the pure state $\left|\psi_{k}\right\rangle$.
In an analogous way, according to the statistical formulation of quantum mechanics, an observable is to be understood as the mathematical representative of an equivalence class of registration procedures. In fact, different and generally incompatible macroscopic devices can be used to measure the same physical quantity. From a mathematical point of view, this is connected to the possibility of introducing different instruments for the same POVM, see Appendix A.

Finally, note that by means of Eq. (2.18) and the spectral theorem, one gets the usual formula for the mean value $\langle H\rangle$ of an observable represented by a self-adjoint operator $H$, given that the system is in the state $\rho$ :

$$
\begin{equation*}
\langle H\rangle=\operatorname{Tr}[\rho H] . \tag{2.20}
\end{equation*}
$$

### 2.1.3 Composite quantum systems and correlations in quantum states

The notion of composite quantum system stands at the very foundation of the theory of open quantum systems. Indeed, an open system and the corresponding environment are the two parts of a composite system. Then, it is worth recalling here the main features of the quantum description of composite systems.
Consider two physical systems associated with $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively, and representing the two parts of a composite system. The Hilbert space associated with the total system composed by the two subsystems is given by the tensor product $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$. Fixed two orthonormal bases $\left\{\left|\psi_{j}\right\rangle\right\}$ and $\left\{\left|\varphi_{k}\right\rangle\right\}$ in $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively, a generic element of $\mathcal{H}$ may be written as

$$
\begin{equation*}
|\psi\rangle=\sum_{j k} c_{j k}\left|\psi_{j}\right\rangle \otimes\left|\varphi_{k}\right\rangle \tag{2.21}
\end{equation*}
$$

so that the set $\left\{\left|\psi_{j}\right\rangle \otimes\left|\varphi_{k}\right\rangle\right\}$ is a basis in the tensor product Hilbert space $\mathcal{H}$. On the same footing, given two linear operators, $\omega$ on $\mathcal{H}_{1}$ and $\chi$ on $\mathcal{H}_{2}$, one can define their tensor product $\omega \otimes \chi$ by means of the relation

$$
\begin{equation*}
(\omega \otimes \chi)(|\psi\rangle \otimes|\varphi\rangle)=\omega|\psi\rangle \otimes \chi|\varphi\rangle \tag{2.22}
\end{equation*}
$$

and then by linear extension on the whole $\mathcal{H}$. Any operator $O$ on $\mathcal{H}$ can be written as

$$
\begin{equation*}
O=\sum_{k} \omega_{k} \otimes \chi_{k} \tag{2.23}
\end{equation*}
$$

The set of states of the composite system is $\mathcal{S}\left(\mathcal{H}_{1} \otimes \mathcal{H}_{2}\right)$. The simplest example of such a state is given by the product state

$$
\begin{equation*}
\varrho=\rho \otimes \sigma \tag{2.24}
\end{equation*}
$$

with $\rho \in \mathcal{S}\left(\mathcal{H}_{1}\right)$ and $\sigma \in \mathcal{S}\left(\mathcal{H}_{2}\right)$, physically representing two uncorrelated subsystems. This means that a product state can be prepared by acting locally and in a fully independent way on the different parts of the composite system. If also the registration procedure is performed independently on the two subsystems, so that it is described by effects of the form $A \otimes B$, the probabilities on the two subsystems factorize since, see Eq. (2.18),

$$
\begin{equation*}
\operatorname{Tr}[\varrho(A \otimes B)]=\operatorname{Tr}[(\rho \otimes \sigma)(A \otimes B)]=\operatorname{Tr}[\rho A] \operatorname{Tr}[\sigma B] \tag{2.25}
\end{equation*}
$$

This is simply the case of two independent experiments performed at the same time on the two subsystems.
A more involved situation occurs if the preparation procedure consists in local operations performed on the two subsystems plus a classical communication between them, so that one introduces correlations between the two parts in a classical way. The states which are prepared in this
way can be represented by statistical operators of the form [38]

$$
\begin{equation*}
\varrho=\sum_{k=1}^{d} p_{k} \rho_{k} \otimes \sigma_{k} \quad p_{k}>0 \sum_{k} p_{k}=1 \tag{2.26}
\end{equation*}
$$

where $\rho_{k} \in \mathcal{S}\left(\mathcal{H}_{1}\right), \sigma_{k} \in \mathcal{S}\left(\mathcal{H}_{2}\right)$ and $d<\infty$. In particular, a state $\varrho$ on a bipartite Hilbert space $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ is called separable if and only if it can neither be represented nor approximated as in Eq. (2.26). The states which are not separable are called entangled. Entanglement is a distinctive feature of quantum mechanics [39, 40], playing a central role in the foundations of quantum mechanics, as well as being a key resource for quantum-information sciences. A lot of questions connected to entanglement are still open and highly debated, e.g. the problem of establishing whether an assigned state $\varrho$ can be written in the form as in Eq. (2.26) or how to quantify entanglement, but they go beyond the scope of this work (for a review about entanglement and its applications to quantum communication see [41]). However, it is worth recalling here that the characterization of entanglement can be fully accomplished in the case of pure states ${ }^{3}$. For any pure state $|\phi\rangle$ on a bipartite Hilbert space there exist orthonormal bases, the Schmidt bases, $\left\{\left|\chi_{1, k}\right\rangle\right\}$ and $\left\{\left|\chi_{2, k}\right\rangle\right\}$ in $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively, such that $|\phi\rangle$ can be written according to the Schmidt decomposition [3]

$$
\begin{equation*}
|\phi\rangle=\sum_{k=1}^{N} \sqrt{p_{k}}\left|\chi_{1, k}\right\rangle \otimes\left|\chi_{2, k}\right\rangle \quad p_{k}>0 \quad \sum_{k} p_{k}=1, \tag{2.27}
\end{equation*}
$$

where $N$ is the minimum between the dimensions of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$. The Schmidt rank, i.e. the number of non-zero Schmidt coefficients $\sqrt{p}_{k}$, is invariant with respect to unitary transformations of the form $U \otimes V$ and then it does not depend on the particular Schmidt bases chosen, but it is uniquely associated with the given state $|\phi\rangle$. A pure bipartite state $|\phi\rangle$ is entangled if and only if it cannot be written as a product state $|\psi\rangle \otimes|\varphi\rangle$ and then if and only if its Schmidt rank is higher than 1. On the other hand, given a finite $N$ in Eq. (2.27), a state is said to be maximally entangled if its Schmidt coefficients are all equal to $N^{-1 / 2}$, i.e. if it is of the form

$$
\begin{equation*}
|\phi\rangle_{\mathrm{ME}}=\frac{1}{\sqrt{N}} \sum_{k=1}^{N}\left|\chi_{1, k}\right\rangle \otimes\left|\chi_{2, k}\right\rangle . \tag{2.28}
\end{equation*}
$$

The definition of entangled states, which distinguishes classical from quantum correlations on the basis of different kinds of preparation procedures, has been recently refined by the introduction of the notion of quantum discord [42, 43], which is instead focused on the effects of local measurement performed on the system. Namely, a state has a vanishing quantum discord if there exists a local basis for one of the subsystems in which the observer can perform measurements without modifying the state. The latter condition is a general property of classical systems, but it is not usually satisfied in quantum mechanics, which motivates the definition. Quantum discord is

[^2]asymmetric under the change of the two subsystems. In particular, if the local measurements are performed on the first subsystem, a state with zero discord is of the form
\[

$$
\begin{equation*}
\varrho=\sum_{k} p_{k}\left|v_{k}\right\rangle\left\langle v_{k}\right| \otimes \sigma_{k}, \tag{2.29}
\end{equation*}
$$

\]

with $0 \leq p_{k} \leq 1, \sum_{k} p_{k}=1,\left\{\left|v_{k}\right\rangle\right\}_{k=1,2, \ldots}$ a basis in $\mathcal{H}_{1}$ and $\sigma_{k}$ statistical operators on $\mathcal{H}_{2}$. In fact, one can see [43] that a state $\varrho$ can be written as in Eq. (2.29) if and only if it satisfies the following invariance:

$$
\begin{equation*}
\varrho=\sum_{k} \Pi_{k} \varrho \Pi_{k}, \tag{2.30}
\end{equation*}
$$

with $\Pi_{k}=\left|v_{k}\right\rangle\left\langle v_{k}\right| \otimes \mathbb{1}$ rank-one projectors acting in a non-trivial way on the first subsystem. Thus, according to (A.12), a zero-discord state is not modified by a non-selective measurement of an observable of the first subsystem associated with the non-degenerate self-adjoint operator with eigenvectors $\left\{\left|v_{k}\right\rangle\right\}_{k=1,2, \ldots .}$. Indeed, a similar analysis can be done for states that have vanishing discord with respect to the second subsystem, and a symmetrized version of quantum discord can be introduced, thus allowing for the generalization to multipartite scenario [44]. As it clearly appears from Eqs. (2.26) and (2.29), states with vanishing discord form a subset of separable states and there are separable states with nonzero discord. It has been shown [45] that the set of zero-discord states has measure zero.

## Partial trace

If one is only interested in observables related to one subsystem, that is only in operators of the form $A \otimes \mathbb{1}$ (or, equivalently, $\mathbb{1} \otimes B$ ), it is convenient to introduce the statistical operator, which is referred only to the subsystem of interest, defined by taking the partial trace of the total state $\varrho$ :

$$
\begin{equation*}
\rho_{1} \equiv \operatorname{tr}_{2} \varrho, \tag{2.31}
\end{equation*}
$$

where $\rho_{1} \in \mathcal{S}\left(\mathcal{H}_{1}\right)$ since $\varrho \in \mathcal{S}\left(\mathcal{H}_{1} \otimes \mathcal{H}_{2}\right)$ and $\operatorname{tr}_{2}$ indicates the partial trace performed over the second Hilbert space. Given a basis $\left\{\left|u_{k}\right\rangle\right\}$ in $\mathcal{H}_{2}$ and $|\psi\rangle,|\zeta\rangle \in \mathcal{H}_{1}$, the partial trace in Eq. (2.31) means that

$$
\begin{equation*}
\langle\psi| \rho_{1}|\zeta\rangle=\langle\psi| \operatorname{tr}_{2} \varrho|\zeta\rangle=\sum_{k}\left(\left\langle u_{k}\right| \otimes\langle\psi|\right) \varrho\left(\left|u_{k}\right\rangle \otimes|\zeta\rangle\right) . \tag{2.32}
\end{equation*}
$$

A completely specular relation holds for the state $\rho_{2}=\operatorname{tr}_{1} \varrho \in \mathcal{S}\left(\mathcal{H}_{2}\right)$. The two states $\rho_{1}$ and $\rho_{2}$ are often called marginal states with respect to the total state $\varrho$. From Eq. (2.32) it is in fact clear the analogy with the classical marginal probability distributions obtained from a joint probability distribution. From a physical point of view, the partial trace $\operatorname{tr}_{2}$ describes the average performed over the degrees of freedom of the system associated with $\mathcal{H}_{2}$. The statistical operator defined in Eq. (2.31) allows to describe the whole statistic of the first subsystem: given an effect of the form $A \otimes \mathbb{1}$, the probability associated with it by means of Eq. (2.18) can be calculated as

$$
\begin{equation*}
\operatorname{Tr}[\varrho(A \otimes \mathbb{1})]=\operatorname{tr}_{1}\left[\rho_{1} A\right] . \tag{2.33}
\end{equation*}
$$

It can be shown [3] that the partial trace is the unique function $f: \mathcal{S}\left(\mathcal{H}_{1} \otimes \mathcal{H}_{2}\right) \rightarrow \mathcal{S}\left(\mathcal{H}_{1}\right)$ such that $\operatorname{tr}_{1}[f(\varrho) A]=\operatorname{Tr}[\varrho(A \otimes \mathbb{1})]$ for any $\varrho \in \mathcal{S}(\mathcal{H})$ and $A \in \mathcal{B}(\mathcal{H})$, so that this way of describing the state of subsystems is the only compatible with the statistical formulation presented in the previous paragraph.
As a first application of the partial trace, one can immediately see that the Schmidt decomposition of a pure bipartite state, see Eq. (2.27), yields

$$
\begin{align*}
\rho_{1}=\operatorname{tr}_{2}[|\phi\rangle\langle\phi|] & =\sum_{k} p_{k}\left|\chi_{1, k}\right\rangle\left\langle\chi_{1, k}\right| \\
\rho_{2}=\operatorname{tr}_{1}[|\phi\rangle\langle\phi|] & =\sum_{k} p_{k}\left|\chi_{2, k}\right\rangle\left\langle\chi_{2, k}\right|, \tag{2.34}
\end{align*}
$$

so that the marginal states of a pure bipartite state have the same eigenvalues. Furthermore, by means of the Schmidt decomposition, one can see that if at least one of the marginal states is pure, then the total state $\varrho$ has to be a product state, that is

$$
\begin{equation*}
\rho_{1}=\operatorname{tr}_{2}[\varrho]=|\psi\rangle\langle\psi| \quad \text { or } \rho_{2}=\operatorname{tr}_{1}[\varrho]=|\varphi\rangle\langle\varphi| \Longrightarrow \varrho=\rho_{1} \otimes \rho_{2}, \tag{2.35}
\end{equation*}
$$

with $|\psi\rangle \in \mathcal{H}_{1}$ and $|\varphi\rangle \in \mathcal{H}_{2}$, for a proof see [46]. Finally, note that the set of states in $\mathcal{S}\left(\mathcal{H}_{1} \otimes \mathcal{H}_{2}\right)$ which have the same marginals $\rho_{1}$ and $\rho_{2}$ is a convex set. This set of course includes the product state obtained from the marginals of $\varrho$, i.e.

$$
\begin{equation*}
\rho_{1} \otimes \rho_{2} \quad \rho_{1}=\operatorname{tr}_{2}[\varrho] \quad \rho_{2}=\operatorname{tr}_{1}[\varrho] \tag{2.36}
\end{equation*}
$$

This kind of states can be used in order to study the dynamics of open quantum systems in the presence of initial correlations between the open system and the environment, as will be shown in Chapter 5.

### 2.2 States transformations and complete positivity

### 2.2.1 Linear maps on operator spaces

Let us now consider the mathematical representatives of transformations of quantum states, that is, linear maps on the previously introduced operator spaces. First, we are going to describe one step transformations without directly connecting them to any specific evolution process. In this and in the next two paragraphs we describe in an abstract way how to represent a linear map and when it properly describes a transformation of quantum states. The connection with the dynamics of open quantum systems will be given in the last paragraph of the section. The connection with measurement processes on quantum systems is briefly presented in Appendix A. For simplicity, we are moving to the finite-dimensional case, i.e. we are assuming $\mathcal{H}=\mathbb{C}^{N}$. All the linear operators on finite-dimensional Hilbert spaces are bounded, so that the three Banach spaces presented in the previous section coincide with the space of linear operators on $\mathbb{C}^{N}$, which will be denoted as $\mathcal{L}\left(\mathbb{C}^{N}\right)$.

Consider the Banach space ${ }^{4} \mathcal{L}\left(\mathbb{C}^{N}\right)$ of linear operators on the finite-dimensional Hilbert space $\mathcal{H}=\mathbb{C}^{N}$. Note that $\mathcal{L}\left(\mathbb{C}^{N}\right)$ equipped with the Hilbert-Schmidt scalar product defined in Eq. (2.14) is an Hilbert space. Every linear map $\Lambda$ on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ is thus a linear operator on an Hilbert space. As such, we will say that a linear map $\Lambda$ is a self-adjoint operator on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ if it equals its adjoint operator $\Lambda^{\dagger}$, defined through

$$
\begin{equation*}
\left\langle\Lambda^{\dagger}(\chi), \omega\right\rangle=\langle\chi, \Lambda(\omega)\rangle \quad \forall \chi, \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right), \tag{2.37}
\end{equation*}
$$

where $\langle\chi, \omega\rangle$ indicates the Hilbert-Schmidt scalar product between $\chi$ and $\omega$, see Eq. (2.14). Furthermore, we will say that a self-adjoint operator $\Lambda$ is positive definite if it satisfies the condition expressed in Eq. (2.5); explicitly,

$$
\begin{equation*}
\langle\omega, \Lambda(\omega)\rangle \geq 0 \quad \forall \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) . \tag{2.38}
\end{equation*}
$$

Note that we have taken advantage of the fact that $\mathcal{L}\left(\mathbb{C}^{N}\right)$ is a finite-dimensional Hilbert space. More in general, considering a linear operator $\Lambda$ acting on the set $\mathcal{T}(\mathcal{H})$ of trace class operators on the infinite-dimensional Hilbert space $\mathcal{H}$, one would instead introduce the concept of dual map on the space $\mathcal{B}(\mathcal{H})$, dual to $\mathcal{T}(\mathcal{H})$. The map $\Lambda^{*}$ dual to $\Lambda$ is defined as

$$
\begin{equation*}
\left(\Lambda^{*}(A), \sigma\right)=(A, \Lambda(\sigma)) \quad A \in \mathcal{B}(\mathcal{H}) \sigma \in \mathcal{T}(\mathcal{H}), \tag{2.39}
\end{equation*}
$$

where $(A, \sigma)=\operatorname{Tr}\left[A^{\dagger} \sigma\right]$ indicates the duality relation between $\mathcal{B}(\mathcal{H})$ and $\mathcal{T}(\mathcal{H})$, see Eq. (2.9). In the case of a finite dimensional Hilbert space $\mathcal{H}$ the definition of dual map reduces to that of adjoint operator in Eq. (2.37).
Let $\left\{\sigma_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ be a basis in $\mathcal{L}\left(\mathbb{C}^{N}\right)$, orthonormal with respect to the Hilbert-Schmidt scalar product:

$$
\begin{equation*}
\left\langle\sigma_{\beta}, \sigma_{\alpha}\right\rangle=\operatorname{Tr}\left[\sigma_{\beta}^{\dagger} \sigma_{\alpha}\right]=\delta_{\alpha \beta} . \tag{2.40}
\end{equation*}
$$

Then, every linear operator $\Lambda$ on the Hilbert space $\mathcal{L}\left(\mathbb{C}^{N}\right)$, with scalar product given by Eq. (2.14), can be expressed by the relation

$$
\begin{equation*}
\Lambda(\omega)=\sum_{\alpha \beta} \Lambda_{\alpha \beta} \operatorname{Tr}\left[\sigma_{\beta}^{\dagger} \omega\right] \sigma_{\alpha} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right), \tag{2.41}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda_{\alpha \beta}=\left\langle\sigma_{\alpha}, \Lambda\left(\sigma_{\beta}\right)\right\rangle=\operatorname{Tr}\left[\sigma_{\alpha}^{\dagger} \Lambda\left(\sigma_{\beta}\right)\right] . \tag{2.42}
\end{equation*}
$$

The matrix with entries as the coefficients $\Lambda_{\alpha \beta}$ in Eq. (2.42) will be indicated as $\Lambda$, i.e. by means of Sans serif typeface. Indeed, $\Lambda$ is a self-adjoint operator on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ if and only if the corresponding matrix $\Lambda$ is hermitian and it is positive definite if and only if the hermitian matrix $\Lambda$ is positivedefinite.
Let us now assume a different perspective, by directly taking into account the space of linear maps on $\mathcal{L}\left(\mathbb{C}^{N}\right)$, which will be denoted as $\mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$. Note that $\mathcal{L}\left(\mathbb{C}^{N}\right)$ can be identified with the

[^3]algebra of $N \times N$ complex matrices $M_{N}$, while $\mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$ can be identified with $M_{N^{2}}$. Moreover, $\mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$ is an Hilbert space equipped with the following scalar product:
\[

$$
\begin{equation*}
\langle\langle\Xi, \Lambda\rangle\rangle=\sum_{\alpha}\left\langle\Xi\left(\sigma_{\alpha}\right), \Lambda\left(\sigma_{\alpha}\right)\right\rangle=\sum_{\alpha} \operatorname{Tr}\left[\Xi\left(\sigma_{\alpha}\right)^{\dagger} \Lambda\left(\sigma_{\alpha}\right)\right] \quad \Xi, \Lambda \in \mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{2.43}
\end{equation*}
$$

\]

where $\left\{\sigma_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ is an orthonormal basis in $\mathcal{L}\left(\mathbb{C}^{N}\right)$. Two different orthonormal bases in $\mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$, denoted as $\left\{E_{\alpha \beta}\right\}_{\alpha, \beta=1, \ldots, N^{2}}$ and $\left\{F_{\alpha \beta}\right\}_{\alpha, \beta=1, \ldots, N^{2}}$, can be introduced through the relations [47, 48]

$$
\begin{align*}
E_{\alpha \beta}(\omega) & =\sigma_{\alpha} \operatorname{Tr}\left[\sigma_{\beta}^{\dagger} \omega\right]  \tag{2.44}\\
F_{\alpha \beta}(\omega) & =\sigma_{\alpha} \omega \sigma_{\beta}^{\dagger}, \tag{2.45}
\end{align*}
$$

where $\omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$. It is easy to see that the elements of these two bases are actually orthonormal, i.e. that

$$
\begin{equation*}
\left\langle\left\langle E_{\alpha \beta}, E_{\alpha^{\prime} \beta^{\prime}}\right\rangle\right\rangle=\left\langle\left\langle F_{\alpha \beta}, F_{\alpha^{\prime} \beta^{\prime}}\right\rangle\right\rangle=\delta_{\alpha \alpha^{\prime}} \delta_{\beta \beta^{\prime}} \tag{2.46}
\end{equation*}
$$

The second equality in Eq. (2.46) can be proved by using

$$
\begin{equation*}
\sum_{\alpha} \sigma_{\alpha}^{\dagger} \omega \sigma_{\alpha}=\mathbb{1} \operatorname{Tr}[\omega] \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{2.47}
\end{equation*}
$$

as shown in the Lemma 2.2 in [14].
Now, any linear map $\Lambda \in \mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$ can be expanded on each of the two bases. Let us begin with $\left\{E_{\alpha \beta}\right\}_{\alpha, \beta=1, \ldots, N^{2}}$ :

$$
\begin{equation*}
\Lambda(\omega)=\sum_{\alpha \beta} \Lambda_{\alpha \beta} E_{\alpha \beta}(\omega)=\sum_{\alpha \beta} \Lambda_{\alpha \beta} \operatorname{Tr}\left[\sigma_{\beta}^{\dagger} \omega\right] \sigma_{\alpha} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{2.48}
\end{equation*}
$$

with

$$
\begin{align*}
\Lambda_{\alpha \beta} & =\left\langle\left\langle E_{\alpha \beta}, \Lambda\right\rangle\right\rangle=\sum_{\gamma} \operatorname{Tr}\left[E_{\alpha \beta}\left(\sigma_{\gamma}\right)^{\dagger} \Lambda\left(\sigma_{\gamma}\right)\right]=\sum_{\gamma} \operatorname{Tr}\left[\left(\sigma_{\alpha} \operatorname{Tr}\left[\sigma_{\beta}^{\dagger} \sigma_{\gamma}\right]\right)^{\dagger} \Lambda\left(\sigma_{\gamma}\right)\right] \\
& =\operatorname{Tr}\left[\sigma_{\alpha}^{\dagger} \Lambda\left(\sigma_{\beta}\right)\right] \tag{2.49}
\end{align*}
$$

Comparing Eqs. (2.48) and (2.49) with Eqs. (2.41) and (2.42), one can conclude that the expansion on the basis $\left\{E_{\alpha \beta}\right\}_{\alpha, \beta=1, \ldots, N^{2}}$ does correspond to the expansion of $\Lambda$ regarded as a linear operator on the Hilbert space $\mathcal{L}\left(\mathbb{C}^{N}\right)$. Indeed, the elements of the matrix $\Lambda$ previously introduced can be equivalently associated with the definition in Eq. (2.42) and with that in Eq. (2.49).
Taking into account the basis $\left\{F_{\alpha \beta}\right\}_{\alpha, \beta=1, \ldots, N^{2}}$ as in Eq. (2.45), one has instead the following expansion:

$$
\begin{equation*}
\Lambda(\omega)=\sum_{\alpha \beta} \Lambda_{\alpha \beta}^{\prime} F_{\alpha \beta}(\omega)=\sum_{\alpha \beta} \Lambda_{\alpha \beta}^{\prime} \sigma_{\alpha} \omega \sigma_{\beta}^{\dagger} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{2.50}
\end{equation*}
$$

with

$$
\begin{align*}
\Lambda_{\alpha \beta}^{\prime} & =\left\langle\left\langle F_{\alpha \beta}, \Lambda\right\rangle\right\rangle=\sum_{\gamma} \operatorname{Tr}\left[F_{\alpha \beta}\left(\sigma_{\gamma}\right)^{\dagger} \Lambda\left(\sigma_{\gamma}\right)\right] \\
& =\sum_{\gamma} \operatorname{Tr}\left[\sigma_{\beta} \sigma_{\gamma}^{\dagger} \sigma_{\alpha}^{\dagger} \Lambda\left(\sigma_{\gamma}\right)\right] \tag{2.51}
\end{align*}
$$

These two representations of linear maps are regularly used in the study of the dynamics of open quantum systems and will be often encountered in the following. The representation given by Eqs. (2.50) and (2.51) allows to determine in a direct way if the linear map $\Lambda$ is completely positive, as will be discussed in the next paragraph. On the other hand, the representation given by Eqs. (2.48) and (2.49) is well suited for the composition of maps. Indeed, this is a direct consequence of the equivalence between this representation and that associated, through Eqs. (2.41) and (2.42), with $\Lambda$ as linear operator on $\mathcal{L}\left(\mathbb{C}^{N}\right)$. If $\Lambda=\sum_{\alpha \beta} \Lambda_{\alpha \beta} E_{\alpha \beta}$ and $\Xi=\sum_{\alpha \beta} \Xi_{\alpha \beta} E_{\alpha \beta}$, then the map $\Phi=\Lambda \circ \Xi$ can be expanded as $\Phi=\sum_{\alpha \beta} \Phi_{\alpha \beta} E_{\alpha \beta}$, where the respective coefficient matrices fulfill $\Phi=\Lambda$ 三. This turns out to be very useful in order to connect the generator of a given dynamics to the corresponding evolution map, as will be shown in Chapter 3.
Any orthonormal basis $\left\{\left|u_{k}\right\rangle\right\}_{k=1, \ldots N}$ in $\mathbb{C}^{N}$ naturally induces an orthonormal basis in $\mathcal{L}\left(\mathbb{C}^{N}\right)$ by means of (with the convention on the indices $\alpha \leftrightarrow(k, l)$ )

$$
\begin{equation*}
\sigma_{\alpha}=e_{k l} \equiv\left|u_{k}\right\rangle\left\langle u_{l}\right| . \tag{2.52}
\end{equation*}
$$

Then, by introducing the notation

$$
\begin{equation*}
\Lambda_{r s, r^{\prime} s^{\prime}}=\left\langle u_{r}\right| \Lambda\left(\left|u_{r^{\prime}}\right\rangle\left\langle u_{s^{\prime}}\right)\left|u_{s}\right\rangle,\right. \tag{2.53}
\end{equation*}
$$

where the scalar product $\langle\cdot, \cdot\rangle$ is now referred to $\mathbb{C}^{N}$, it is easy to see that the coefficients of the two representations of a linear map $\Lambda$ given by, respectively, Eq. (2.49) and Eq. (2.51) can be expressed as (with $\alpha \leftrightarrow(k, l)$ and $\beta \leftrightarrow\left(k^{\prime}, l^{\prime}\right)$ )

$$
\begin{align*}
\Lambda_{\alpha \beta} & =\Lambda_{k l, k^{\prime} l^{\prime}}  \tag{2.54}\\
\Lambda_{\alpha \beta}^{\prime} & =\Lambda_{k k^{\prime}, l l^{\prime}} \tag{2.55}
\end{align*}
$$

In this specific case, the coefficient matrices in the two representations are then simply related by an index exchange; these are the quantum stochastic matrices introduced by Sudarshan fifty years ago [49, 50].
Finally, a linear map $\Lambda \in \mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$ is said to be an hermiticity-preserving map if it sends hermitian operators $\omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ into hermitian operators, which can be equivalently expressed as

$$
\begin{equation*}
[\Lambda(\omega)]^{\dagger}=\Lambda\left(\omega^{\dagger}\right) \quad \forall \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{2.56}
\end{equation*}
$$

Moreover, $\Lambda$ is a positivity-preserving map, or simply a positive map, if it sends positive definite operators $\rho \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ into positive definite operators. It is easy to see that the condition into Eq. (2.56) reflects into the representation of the linear map $\Lambda$ given by Eqs. (2.50) and (2.51) with the following condition

$$
\begin{equation*}
\Lambda_{\alpha \beta}^{\prime}=\Lambda_{\beta \alpha}^{\prime *} \quad \forall \alpha, \beta=1, \ldots, N^{2} \tag{2.57}
\end{equation*}
$$

where $z^{*}$ indicates the complex conjugate of the complex number $z$. That is, the associated matrix $\Lambda^{\prime}$ is hermitian, $\left(\Lambda^{\prime}\right)^{\dagger}=\Lambda^{\prime}$. As will be discussed in the next paragraph, the matrix $\Lambda^{\prime}$ further enables to directly assess not the positivity of $\Lambda$, but the stronger condition consisting in complete positivity.

### 2.2.2 Kraus decomposition

In the previous paragraph, we introduced the space $\mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$ of linear maps on $\mathcal{L}\left(\mathbb{C}^{N}\right)$, providing two different ways in order to represent its elements. Indeed, we still have to specify which of these maps can properly describe transformations of quantum states. A linear map $\Lambda$ on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ is a well-defined transformation of the whole set of quantum states $\mathcal{S}\left(\mathbb{C}^{N}\right)$, see Eq. (2.4), if it is a trace preserving ${ }^{5}$ positive map. However, the transformations of quantum states are usually described by a class of linear maps satisfying a condition that is stronger than positivity, namely the complete positivity. A linear map

$$
\begin{align*}
\Lambda: \mathcal{T}(\mathcal{H}) & \rightarrow \mathcal{T}(\mathcal{H}) \\
\omega & \rightarrow \Lambda(\omega) \tag{2.58}
\end{align*}
$$

is completely positive if and only if $\Lambda \otimes \mathbb{1}_{n}$, defined as

$$
\begin{align*}
\Lambda \otimes \mathbb{1}_{n}: \mathcal{T}\left(\mathcal{H} \otimes \mathbb{C}^{n}\right) & \rightarrow \mathcal{T}\left(\mathcal{H} \otimes \mathbb{C}^{n}\right) \\
\omega \otimes \sigma_{n} & \rightarrow \Lambda(\omega) \otimes \sigma_{n}, \tag{2.59}
\end{align*}
$$

is positive for any $n \in \mathbb{N}$, with $\mathbb{1}_{n}$ identity operator on $\mathbb{C}^{n}$ and $\sigma_{n} \in \mathcal{L}\left(\mathbb{C}^{n}\right)$. It can be shown [51] that for $\mathcal{H}=\mathbb{C}^{N}$ the positivity of $\Lambda \otimes \mathbb{1}_{N}$ is sufficient in order to guarantee the complete positivity of $\Lambda$. A simple example of a map which is positive but not completely positive is supplied by the transposition map. From a mathematical point of view, the relevance of complete positivity relies on the very simple and general representation provided by the well-known Kraus decomposition ${ }^{6}$, which does not have counterpart for positive maps: a linear map $\Lambda$ on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ is completely positive if and only if it can be written as

$$
\begin{equation*}
\Lambda(\omega)=\sum_{\alpha=1}^{N^{2}} \tau_{\alpha} \omega \tau_{\alpha}^{\dagger} \tag{2.60}
\end{equation*}
$$

with $\tau_{\alpha} \in \mathcal{L}\left(\mathbb{C}^{N}\right)$. The latter are usually called Kraus operators. Moreover, in the description of the dynamics of open quantum systems the role of complete positivity is strictly connected to the assumption of a product initial state between the system and the environment, as will be discussed

[^4]in the last paragraph of this section and in Chapter 5.
Here, we want to connect the Kraus decomposition with the general representations of linear maps introduced in the previous paragraph; as already said, it turns out that in this context the representation given by Eqs. (2.50) and (2.51) is the most convenient. In particular, consider the case in which the $N^{2} \times N^{2}$ matrix $\Lambda^{\prime}$ with elements as in Eq. (2.51) is positive definite, i.e. hermitian and with positive eigenvalues $\left\{\lambda_{\alpha}^{\prime}\right\}_{\alpha=1, \ldots, N^{2}}$. Then, there is a unitary matrix $U$ such that $\Lambda^{\prime}=U^{\prime} U^{\dagger}$, where $\mathrm{D}^{\prime}=\operatorname{diag}\left\{\lambda_{\alpha}^{\prime}\right\}_{\alpha=1, \ldots, N^{2}}$ and the $N^{2}$ columns of U are the $N^{2}$-dimensional eigenvectors of $\Lambda^{\prime}$, denoted as $\left\{C_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$, with components $C_{\alpha}^{(\beta)}, \beta=1, \ldots, N^{2}$. Let $\left\{\tilde{\sigma}_{\alpha}\right\}_{\alpha=1 \ldots N^{2}}$ be the basis in $\mathcal{L}\left(\mathbb{C}^{N}\right)$ given by
\[

$$
\begin{equation*}
\tilde{\sigma}_{\alpha}=\sum_{\beta} U_{\beta \alpha} \sigma_{\beta} \tag{2.61}
\end{equation*}
$$

\]

Thus, substituting Eq. (2.61) into Eq. (2.50) and exploiting the diagonalization of the matrix with entries $\Lambda_{\alpha \beta}^{\prime}$, one can write the linear map $\Lambda \in \mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$ as in Eq. (2.60), with Kraus operators $\tau_{\alpha}$ obtained from the eigenvalues and the eigenvectors of the coefficient matrix $\Lambda^{\prime}$ through

$$
\begin{equation*}
\tau_{\alpha}=\sqrt{\lambda_{\alpha}^{\prime}} \tilde{\sigma}_{\alpha}=\sqrt{\lambda_{\alpha}^{\prime}} \sum_{\beta} C_{\alpha}^{(\beta)} \sigma_{\beta} \tag{2.62}
\end{equation*}
$$

Then, the positive definiteness of the matrix $\Lambda^{\prime}$ implies that the linear map $\Lambda$ is completely positive. The Kraus decomposition of the map $\Lambda$ as in Eq. (2.60) is highly non-unique: for any family of operators $\left\{\tilde{\tau}_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ defined through

$$
\begin{equation*}
\tilde{\tau}_{\alpha}=\sum_{\beta} W_{\alpha \beta} \tau_{\beta} \tag{2.63}
\end{equation*}
$$

with $W_{\alpha \beta}$ elements of a unitary matrix, one has $\sum_{\alpha} \tau_{\alpha} \omega \tau_{\alpha}^{\dagger}=\sum_{\alpha} \tilde{\tau}_{\alpha} \omega \tilde{\tau}_{\alpha}^{\dagger}$ for any $\omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$. Note that while

$$
\begin{equation*}
\left\langle\tau_{\alpha}, \tau_{\beta}\right\rangle=\delta_{\alpha \beta} \lambda_{\alpha} \tag{2.64}
\end{equation*}
$$

generally $\tilde{\tau}_{\alpha}$ and $\tilde{\tau}_{\beta}$, with $\alpha \neq \beta$, are not orthogonal. In fact, if the matrix of coefficients $\Lambda^{\prime}$ is not degenerate, the Kraus decomposition obtained from its diagonalization is the only one (up to phase choices for the Kraus operators) which satisfies the orthogonality relation in Eq. (2.64); for this reason it is called canonical form of the Kraus decomposition [54].
The Kraus decomposition characterizes completely positive maps, and then it is worth stressing that the positivity of the matrix of coefficients $\Lambda^{\prime}$, which determines the linear map $\Lambda$ through Eq. (2.50), does not simply correspond to positivity of the linear map $\Lambda$, but to the stronger condition given by complete positivity. This can be better understood as follows. Consider the maximally entangled state in $\mathbb{C}^{N} \otimes \mathbb{C}^{N}$, see Eq. (2.28), $|\phi\rangle_{M E}=1 / \sqrt{N} \sum_{k}\left|u_{k}\right\rangle \otimes\left|u_{k}\right\rangle$, with $\left\{\left|u_{k}\right\rangle\right\}_{k=1, \ldots, N}$ orthonormal basis of $\mathbb{C}^{N}$. Then, one can write

$$
|\phi\rangle_{M E}\langle\phi|=\frac{1}{N} \sum_{k, k^{\prime}}\left|u_{k}\right\rangle\left\langle u_{k^{\prime}}\right| \otimes\left|u_{k}\right\rangle\left\langle u_{k^{\prime}}\right|=\frac{1}{N}\left(\begin{array}{cccc}
e_{11} & e_{12} & \ldots & e_{1 n}  \tag{2.65}\\
e_{21} & e_{22} & \ldots & e_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
e_{n 1} & e_{n 2} & \ldots & e_{n n}
\end{array}\right)
$$

where we ordered the basis of $\mathbb{C}^{N} \otimes \mathbb{C}^{N}$ as $\left\{\left|u_{1}, u_{1}\right\rangle,\left|u_{2}, u_{1}\right\rangle, \ldots\left|u_{N}, u_{1}\right\rangle,\left|u_{1}, u_{2}\right\rangle, \ldots\left|u_{N}, u_{N}\right\rangle\right\}$, with the notation $\left|u_{k}, u_{k^{\prime}}\right\rangle \equiv\left|u_{k}\right\rangle \otimes\left|u_{k^{\prime}}\right\rangle$. The maximally entangled state is then proportional to the $N \times N$ block matrix with entries given by the $N \times N$ matrices $\left\{e_{k l}\right\}_{k, l=1 \ldots N}$ defined in Eq. (2.52), with 1 at the ( $k, l$ ) component and 0 elsewhere. Let us now focus on the action of the linear operator $\Lambda \otimes \mathbb{1}_{N}$ on the maximally entangled state in Eq. (2.65): one has

$$
N \Lambda \otimes \mathbb{1}_{N}\left(|\phi\rangle_{M E}\langle\phi|\right)=\sum_{k, k^{\prime}} \Lambda\left(\left|u_{k}\right\rangle\left\langle u_{k^{\prime}}\right|\right) \otimes\left|u_{k}\right\rangle\left\langle u_{k^{\prime}}\right|=\left(\begin{array}{cccc}
\Lambda\left(e_{11}\right) & \Lambda\left(e_{12}\right) & \ldots & \Lambda\left(e_{1 n}\right)  \tag{2.66}\\
\Lambda\left(e_{21}\right) & \Lambda\left(e_{22}\right) & \ldots & \Lambda\left(e_{2 n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\Lambda\left(e_{n 1}\right) & \Lambda\left(e_{n 2}\right) & \ldots & \Lambda\left(e_{n n}\right)
\end{array}\right)
$$

The matrix in Eq. (2.66) is called Choi matrix and it will be indicated in the following as $\Lambda_{\text {Choi }}$; its elements with respect to the basis $\left\{\left|u_{k}, u_{l}\right\rangle\right\}_{k, l=1, \ldots N}$ then satisfy

$$
\begin{align*}
& \left\langle u_{k}, u_{l}\right| \Lambda_{\text {Choi }}\left|u_{k^{\prime}}, u_{l^{\prime}}\right\rangle=N\left\langle u_{k}, u_{l}\right| \Lambda \otimes \mathbb{1}_{N}\left(|\phi\rangle_{M E}\langle\phi|\right)\left|u_{k^{\prime}}, u_{l^{\prime}}\right\rangle \\
& =\left\langle u_{k}\right| \Lambda\left(\left|u_{l}\right\rangle\left\langle\mid u_{l^{\prime}}\right\rangle\right)\left|u_{k^{\prime}}\right\rangle=\Lambda_{k k^{\prime}, l l^{\prime}} \tag{2.67}
\end{align*}
$$

where in the last equality we used the notation introduced in Eq. (2.53). By comparing Eq. (2.55) and Eq.(2.67), one can conclude that the matrix elements of $\Lambda^{\prime}$ as in Eq. (2.51) with respect to the standard basis defined in Eq. (2.52) equal (up to a constant term) the matrix elements of the state $\Lambda \otimes \mathbb{1}_{N}\left(|\phi\rangle_{M E}\langle\phi|\right)$ with respect to the basis $\left\{\left|u_{k}, u_{l}\right\rangle\right\}_{k, l=1, \ldots N}$. Note that this implies that the positive definiteness of $\Lambda^{\prime}$ is not only a sufficient, but also a necessary condition for the complete positivity of $\Lambda^{7}$. Finally, this analysis elucidates how Eq. (2.66) establishes an isomorphism, the Choi-Jamiołkowski isomorphism [55, 52], between the completely positive linear maps acting on $\mathcal{L}\left(\mathbb{C}^{N}\right)$, represented by a positive matrix $\Lambda^{\prime}$, and the states on $\mathcal{L}\left(\mathbb{C}^{N} \otimes \mathbb{C}^{N}\right)$.
Before concluding this paragraph, let us make two more remarks. First, if one asks that the completely positive linear map $\Lambda$ with Kraus decomposition as in Eq. (2.60) is trace preserving, then the Kraus operators have to fulfill the relation

$$
\begin{equation*}
\sum_{\alpha=1}^{N^{2}} \tau_{\alpha}^{\dagger} \tau_{\alpha}=\mathbb{1}_{N} \tag{2.68}
\end{equation*}
$$

Moreover, the previous analysis can be generalized in a straightforward way to linear maps $\Lambda$ which are hermiticity-preserving. In fact, because of the hermiticity of the matrix $\Lambda^{\prime}$, see Eq. (2.57), and proceeding as before, one can always write an hermiticity-preserving map as [56]

$$
\begin{equation*}
\Lambda(\omega)=\sum_{\alpha=1}^{N^{2}} \epsilon_{\alpha} \tau_{\alpha} \omega \tau_{\alpha}^{\dagger} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{2.69}
\end{equation*}
$$

where $\tau_{\alpha}$ is given by Eq.(2.62), with $\lambda_{\alpha}^{\prime}$ replaced by $\left|\lambda_{\alpha}^{\prime}\right|$, and $\epsilon_{\alpha}= \pm 1$ is the sign of $\lambda_{\alpha}^{\prime}$.
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### 2.2.3 Damping bases

Consider now a completely positive linear map $\Lambda$ acting on $\mathcal{L}\left(\mathbb{C}^{N}\right)$. We have seen how complete positivity implies that the matrix $\Lambda^{\prime}$ associated with the representation of $\Lambda$ given by Eqs. (2.50) and (2.51) is positive definite. Indeed, this does not mean that the matrix $\Lambda$ corresponding to Eqs. (2.41) and (2.42) has to be positive definite, as well. Thus, in general, $\Lambda$ is not a positivedefinite operator on the Hilbert space $\mathcal{L}\left(\mathbb{C}^{N}\right)$, i.e., see Eq. (2.38), there exists some $\omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ such that $\langle\omega, \Lambda(\omega)\rangle$ is not a real positive number. However, it may still happen that the matrix $\Lambda$ can be diagonalized. Its possible diagonalization leads to the introduction of the damping bases [57]. These were introduced in a slightly different context and referred to Lindblad structures, see Sec. (3.3.1). It is worth stressing by now that the characterization of linear maps we are presenting in this section will be useful also in dealing with maps that do not describe transformations of quantum states, such as the generators appearing in quantum master equations.
Consider then a diagonalizable linear map $\Lambda$ represented by $\Lambda$, i.e. there is a matrix $B$ such that $\Lambda=\mathrm{BDB}^{-1}$, with $\mathrm{D}=\operatorname{diag}\left\{\lambda_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$. Substituting this relation into Eq. (2.41), one gets the expansion

$$
\begin{equation*}
\Lambda(\omega)=\sum_{\alpha} \lambda_{\alpha} \operatorname{Tr}\left[\varsigma_{\alpha}^{\dagger} \omega\right] \varpi_{\alpha} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{2.70}
\end{equation*}
$$

with

$$
\begin{align*}
\varpi_{\alpha} & =\sum_{\beta} B_{\beta \alpha} \sigma_{\beta} \\
\varsigma_{\alpha}^{\dagger} & =\sum_{\beta}\left(B^{-1}\right)_{\alpha \beta} \sigma_{\beta}^{\dagger} \tag{2.71}
\end{align*}
$$

From Eqs. (2.40) and (2.71), one immediately has that the two families of operators $\left\{\varpi_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ and $\left\{\varsigma_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ satisfy

$$
\begin{equation*}
\left\langle\varsigma_{\alpha}, \varpi_{\beta}\right\rangle=\operatorname{Tr}\left[\varsigma_{\alpha}^{\dagger} \varpi_{\beta}\right]=\delta_{\alpha \beta} . \tag{2.72}
\end{equation*}
$$

This can be read as a duality relation between the basis $\left\{\varpi_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ and the basis $\left\{\varsigma_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$, that is defined in the dual space. In this sense, these two families of operators are often referred to as bi-orthogonal (or damping [57]) bases. Indeed, since we are here considering the finite dimensional case, they are both defined in the Hilbert space $\mathcal{L}\left(\mathbb{C}^{N}\right)$. In any case, the connection between damping bases and duality relation can be shown by taking into account the map $\Lambda^{*}$ dual to $\Lambda$, see Eq. (2.39) and (2.37). Since the linear map $\Lambda$ is given by Eq. (2.41), its dual map can be written as

$$
\Lambda^{*}(\omega)=\sum_{\alpha \beta} \Lambda_{\alpha \beta}^{*} \operatorname{Tr}\left[\sigma_{\alpha}^{\dagger} \omega\right] \sigma_{\beta} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right),
$$

where $\Lambda_{\alpha \beta}^{*}$ is the complex conjugate of $\Lambda_{\alpha \beta}$. Passing to the damping bases, one has

$$
\begin{equation*}
\Lambda^{*}(\omega)=\sum_{\alpha} \lambda_{\alpha}^{*} \operatorname{Tr}\left[\varpi_{\alpha}^{\dagger} \omega\right] \varsigma_{\alpha} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) . \tag{2.74}
\end{equation*}
$$

From Eqs. (2.70) and (2.74) one can then see that the operators $\left\{\varpi_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ and $\left\{\varsigma_{\alpha}\right\}_{\alpha=1, \ldots, N^{2}}$ are the eigenvectors, respectively, of the linear map $\Lambda$ and of its dual $\Lambda^{*}$ with respect to complex
conjugates eigenvalues, i.e.

$$
\begin{equation*}
\Lambda\left(\varpi_{\alpha}\right)=\lambda_{\alpha} \varpi_{\alpha}, \quad \Lambda^{*}\left(\varsigma_{\alpha}\right)=\lambda_{\alpha}^{*} \varsigma_{\alpha} ; \quad \alpha=1, \ldots, N^{2} . \tag{2.75}
\end{equation*}
$$

One can see [48] that for the special case with $B=U$, where $U$ is a unitary matrix, the linear map $\Lambda$ is normal, in the sense that $\Lambda \Lambda^{*}=\Lambda^{*} \Lambda$.
Finally, let us note that any $\omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ can be expanded on the damping bases, as

$$
\begin{align*}
\omega & =\sum_{\alpha} c_{\alpha} \varpi_{\alpha}, \\
c_{\alpha} & =\left\langle\varsigma_{\alpha}, \omega\right\rangle=\operatorname{Tr}\left[\varsigma_{\alpha}^{\dagger} \omega\right], \tag{2.76}
\end{align*}
$$

the coefficients of the expansion being obtained by means of the dual basis.

### 2.2.4 An example: completely positive maps on the Bloch sphere

In order to give an explicit example of what has been presented so far, let us consider the simplest quantum system, namely the two-level system associated with the Hilbert space $\mathbb{C}^{2}$.
An orthonormal basis on the Banach space $\mathcal{L}\left(\mathbb{C}^{2}\right)$ of linear operators on $\mathbb{C}^{2}$ is provided by $\left\{\mathbb{1} / \sqrt{2}, \sigma_{k} / \sqrt{2}\right\}_{k=x, y, z}$, where

$$
\sigma_{x}=\left(\begin{array}{cc}
0 & 1  \tag{2.77}\\
1 & 0
\end{array}\right) \quad \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \quad \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

denote the usual Pauli matrices. The set of $2 \times 2$ positive definite matrices with unit trace represents the set $\mathcal{S}\left(\mathbb{C}^{2}\right)$ of physical states. Any such matrix can be written as

$$
\begin{equation*}
\rho(\boldsymbol{v})=\frac{1}{2}(\mathbb{1}+\boldsymbol{v} \cdot \boldsymbol{\sigma}), \tag{2.78}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is the vector with components $\sigma_{x}, \sigma_{y}, \sigma_{z}$ and $\boldsymbol{v}$ is a 3-dimensional real vector, such that $|\boldsymbol{v}| \leq 1: \mathcal{S}\left(\mathbb{C}^{2}\right)$ can be identified with the unit ball in $\mathbb{R}^{3}$. The surface of this ball, known as Bloch sphere, represents the set of pure states of the system.
Any linear map $\Lambda \in \mathcal{L L}\left(\mathbb{C}^{2}\right)$ can be represented by $4 \times 4$ complex matrices, according to the representations introduced in Sec. (2.2.1). In particular, it is easy to see that if $\Lambda$ is trace and hermiticity preserving, then the matrix corresponding to Eqs. (2.48) and (2.49) has to be of the form

$$
\Lambda=\left(\begin{array}{ll}
1 & \mathbf{0}  \tag{2.79}\\
\boldsymbol{b} & B
\end{array}\right),
$$

with $\mathbf{0}, \boldsymbol{b} \in \mathbb{R}^{3}$ and $B$ a $3 \times 3$ real matrix. Thus, the action of a trace preserving linear map $\Lambda$ on a statistical operator $\rho(\boldsymbol{v})$ can be expressed as

$$
\begin{equation*}
\Lambda(\rho(\boldsymbol{v}))=\frac{1}{2}[\mathbb{1}+(\boldsymbol{b}+B \boldsymbol{v}) \cdot \boldsymbol{\sigma}], \tag{2.80}
\end{equation*}
$$

that is $\Lambda$ modifies the Bloch sphere according to

$$
\begin{equation*}
\boldsymbol{v} \rightarrow \boldsymbol{b}+B \boldsymbol{v} \tag{2.81}
\end{equation*}
$$

Using the singular value decomposition on the matrix $B$, any linear map with matrix representation as in Eq. (2.79) can be written as [58]

$$
\begin{equation*}
\Lambda(\omega)=U\left[\bar{\Lambda}\left(V \omega V^{\dagger}\right)\right] U^{\dagger} \tag{2.82}
\end{equation*}
$$

where $\bar{\Lambda}$ is the linear map corresponding to

$$
\bar{\Lambda}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.83}\\
b_{x} & B_{x} & 0 & 0 \\
b_{y} & 0 & B_{y} & 0 \\
b_{z} & 0 & 0 & B_{z}
\end{array}\right)
$$

while $U$ and $V$ are unitary operators, which describe a change of basis in $\mathbb{C}^{2}$ or, equivalently, a rotation acting on the Pauli matrices. Indeed, $b_{k}$ describes a translation along the $k$-direction, and $B_{k}$ accounts for a deformation and, eventually, a reflection in the $k$-direction.
In order to preserve the positivity, a linear map has to send the Bloch sphere into the unit ball. Given $\bar{\Lambda}$ as in Eq. (2.83) this is accomplished only if $\left|b_{k}\right|+\left|B_{k}\right| \leq 1$. On the other hand, the characterization of completely positive maps on $\mathcal{L}\left(\mathbb{C}^{2}\right)$ by means of their action on the Bloch sphere is more complex [59] and, ultimately, one has to check the eigenvalues of the Choi matrix associated with $\Lambda$, see Eq. (2.66). Nevertheless, let us note that $\Lambda$ in Eq. (2.82) is completely positive if and only if $\bar{\Lambda}$ is, so that the question of complete positivity can be faced by focusing on maps as in Eq. (2.83) [59]. To highlight the difference between the positivity and the complete positivity condition, consider the linear map $\Lambda$ defined as

$$
\Lambda=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.84}\\
0 & B & 0 & 0 \\
0 & 0 & B & 0 \\
0 & 0 & 0 & B_{z}
\end{array}\right)
$$

which describes a deformation of the Bloch sphere homogeneous in the $x-y$ plane. Indeed, this map is positive if and only if $|B|,\left|B_{z}\right| \leq 1$. The corresponding Choi matrix is given by

$$
\Lambda_{\text {Choi }}=\left(\begin{array}{cccc}
\left(1+B_{z}\right) / 2 & 0 & 0 & B  \tag{2.85}\\
0 & \left(1-B_{z}\right) / 2 & 0 & 0 \\
0 & 0 & \left(1-B_{z}\right) / 2 & 0 \\
B & 0 & 0 & \left(1+B_{z}\right) / 2
\end{array}\right),
$$

so that $\Lambda$ is completely positive if and only if the following conditions are satisfied:

$$
\begin{equation*}
\left|B_{z}\right| \leq 1 \quad|B| \leq \frac{B_{z}+1}{2} \tag{2.86}
\end{equation*}
$$

so that if $\left|B_{z}\right| \leq 1$, any $B$ such that $\left(B_{z}+1\right) / 2 \leq|B| \leq 1$ defines a positive, but not completely positive map through Eq. (2.84).

### 2.2.5 Completely positive maps and reduced dynamics of open quantum systems

To conclude this chapter, we show how the formalism of linear maps on operator spaces introduced in the previous paragraphs applies to the description of the dynamics of open quantum systems. An open quantum system is a quantum system interacting with another system, the environment. As said in section (2.1.3), the system and the environment are the two subsystems of a composite total system. It is usually assumed that the latter is closed, thus evolving through a unitary dynamics. However, the complete description of the entire dynamics is often too complicated to be performed explicitly, even by means of numerical techniques. Moreover, from the experimental point of view, one can generally control only on a small part of the full system. In any case, even if one could characterize the whole set of degrees of freedom, he would get an intractable amount of information, most of which useless for a reasonable description of the system. One is therefore driven to look for a simpler description in terms of a restrict set of relevant dynamical variables, performing an average over the remaining degrees of freedom. Indeed, the border between system and environment is not assigned a-priori, but ultimately depends on the physical quantities actually measurable in the experiment, see also Chapter 6.
Let $\mathcal{H}_{S}$ be the Hilbert space associated with the open system and $\mathcal{H}_{E}$ the Hilbert space associated with the environment. The open system is often referred to as reduced system. We use the subscript $S$ for operators on $\mathcal{H}_{S}$ and the subscript $E$ for operators on $\mathcal{H}_{E}$. Since one is only interested in observables related to the open system, it is convenient to introduce the statistical operator associated with the state of the open system, or reduced state, see Eq. (2.31):

$$
\begin{equation*}
\rho_{S}=\operatorname{tr}_{\mathrm{E}}\left[\rho_{S E}\right] \tag{2.87}
\end{equation*}
$$

where $\operatorname{tr}_{E}$ is the partial trace over $\mathcal{H}_{E}$ and represents an average over the environmental degrees of freedom. The total system evolves through a unitary dynamics, which is fixed by the total Hamiltonian

$$
\begin{equation*}
H(t)=H_{S}(t) \otimes \mathbb{1}_{E}+\mathbb{1}_{S} \otimes H_{E}(t)+H_{I}(t), \tag{2.88}
\end{equation*}
$$

where $H_{S}(t)$ is the self-Hamiltonian of the open system, $H_{E}(t)$ is the self-Hamiltonian of the environment and $H_{I}(t)$ is the Hamiltonian describing the interaction between the system and the environment. The total Hamiltonian uniquely determines the unitary evolution operator

$$
\begin{equation*}
U\left(t, t_{0}\right)=T_{\leftarrow} \exp \left[-i \int_{t_{0}}^{t} \mathrm{~d} s H(s)\right], \tag{2.89}
\end{equation*}
$$

where $t_{0}$ is the initial time and $T_{\leftarrow}$ denotes the chronological time-ordering operator, which orders product of time-dependent operators such that their time-arguments increase from right to left. The state of the total system at a time $t, \rho_{S E}(t)$, is obtained from the total initial state through the unitary evolution

$$
\begin{equation*}
\rho_{S E}(t)=U\left(t, t_{0}\right) \rho_{S E}\left(t_{0}\right) U^{\dagger}\left(t, t_{0}\right) \tag{2.90}
\end{equation*}
$$

This represents a very special case of the completely positive trace preserving transformation maps presented in the previous paragraphs, see Eq. (2.60) and Eq. (2.68).

By taking the partial trace over the degrees of freedom of the environment in Eq. (2.90), the total initial state $\rho_{S E}\left(t_{0}\right)$ is mapped to the state of the open system at a time $t$,

$$
\begin{equation*}
\rho_{S}(t)=\operatorname{tr}_{E}\left[U\left(t, t_{0}\right) \rho_{S E}\left(t_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right] . \tag{2.91}
\end{equation*}
$$

In this way, one establishes a family of evolution maps from the set of states of the total system to the set of states of the open system, according to

$$
\begin{equation*}
\rho_{S E}\left(t_{0}\right) \mapsto \rho_{S}(t)=\Upsilon\left(t, t_{0}\right) \rho_{S E}\left(t_{0}\right)=\operatorname{tr}_{E}\left[U\left(t, t_{0}\right) \rho_{S E}\left(t_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right] \tag{2.92}
\end{equation*}
$$

Note that these are linear, trace preserving and completely positive maps ${ }^{8}$, since the partial trace is completely positive [3] and the composition of two completely positive maps is completely positive. However, it is clear that in order to give a self-consistent description of the dynamics of the open quantum system one has to introduce a map on the set of states of the open system, associating to any reduced initial state $\rho_{S}\left(t_{0}\right)$ the corresponding state at a time $t, \rho_{S}(t)$. If the open system and the environment are initially in a product state

$$
\begin{equation*}
\rho_{S E}\left(t_{0}\right)=\rho_{S}\left(t_{0}\right) \otimes \rho_{E}\left(t_{0}\right) \tag{2.93}
\end{equation*}
$$

with a fixed environmental state $\rho_{E}\left(t_{0}\right)$, Eq. (2.91) allows to define a linear map $\Lambda\left(t, t_{0}\right)$ from the state space of the open system into itself,

$$
\begin{equation*}
\rho_{S}\left(t_{0}\right) \mapsto \rho_{S}(t)=\Lambda\left(t, t_{0}\right) \rho_{S}\left(t_{0}\right)=\operatorname{tr}_{E}\left[U\left(t, t_{0}\right) \rho_{S}\left(t_{0}\right) \otimes \rho_{E}\left(t_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right] . \tag{2.94}
\end{equation*}
$$

By means of the spectral decomposition of the fixed environmental state $\rho_{E}\left(t_{0}\right)$, one can show that the linear map $\Lambda\left(t, t_{0}\right)$ is completely positive:

$$
\begin{align*}
\rho_{S}(t) & =\operatorname{Tr}_{E}\left[U\left(t, t_{0}\right) \rho_{S}\left(t_{0}\right) \otimes \rho_{E}\left(t_{0}\right) U^{\dagger}\left(t, t_{0}\right)\right] \\
& =\sum_{k}\left\langle u_{k}\right| U\left(t, t_{0}\right) \rho_{S}\left(t_{0}\right) \otimes\left(\sum_{k^{\prime}} p_{k^{\prime}}\left|v_{k^{\prime}}\right\rangle\left\langle v_{k^{\prime}}\right|\right) U^{\dagger}\left(t, t_{0}\right)\left|u_{k}\right\rangle \\
& =\sum_{k k^{\prime}}\left\langle u_{k}\right| \sqrt{p_{k^{\prime}}} U\left(t, t_{0}\right)\left|v_{k^{\prime}}\right\rangle \rho_{S}\left(t_{0}\right)\left\langle v_{k^{\prime}}\right| \sqrt{p_{k^{\prime}}} U^{\dagger}\left(t, t_{0}\right)\left|u_{k}\right\rangle \\
& =\sum_{k k^{\prime}} M_{k k^{\prime}}\left(t, t_{0}\right) \rho_{S}\left(t_{0}\right) M_{k k^{\prime}}^{\dagger}\left(t, t_{0}\right) . \tag{2.95}
\end{align*}
$$

Indeed, $\Lambda\left(t, t_{0}\right)$ can be expanded via linearity to the whole set of trace class operators [50], so that Eq. (2.95) represents its Kraus decomposition, see Eq. (2.60), with Kraus operators given by

$$
\begin{equation*}
M_{k k^{\prime}}\left(t, t_{0}\right):=\sqrt{p_{k^{\prime}}}\left\langle u_{k}\right| U\left(t, t_{0}\right)\left|v_{k^{\prime}}\right\rangle . \tag{.9.9}
\end{equation*}
$$

The trace preserving condition in Eq. (2.68) is satisfied as a consequence of the unitarity of $U\left(t, t_{0}\right)$. Thus, if the total initial state is a product state, the evolution of the open system can

[^6]always be characterized by a one-parameter family of completely positive trace preserving linear (CPT) maps $\left\{\Lambda\left(t, t_{0}\right)\right\}_{t \geq t_{0}} .{ }^{9}$ The latter are usually called reduced dynamical maps. As will be discussed in more details in Chapter 5, in the presence of initial correlations between the system and the environment, the very existence of reduced dynamical maps becomes problematic. On the other hand, every CPT map can be seen as a reduced dynamical map with a product total initial state. Consider the finite dimensional Hilbert space $\mathcal{H}=\mathbb{C}^{N}$ : assigned a completely positive trace preserving linear map $\Lambda$ on $\mathcal{L}\left(\mathbb{C}^{N}\right)$, there exist an Hilbert space $\mathcal{K}$, a pure state $\left|\psi_{0}\right\rangle$ in $\mathcal{K}$ and a unitary map $U: \mathcal{H} \otimes \mathcal{K} \rightarrow \mathcal{H} \otimes \mathcal{K}$ such that
\[

$$
\begin{equation*}
\Lambda(\omega)=\operatorname{tr}_{\mathcal{K}}\left[U\left(\omega \otimes\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right) U^{\dagger}\right] \tag{2.97}
\end{equation*}
$$

\]

The Hilbert space $\mathcal{K}$ can be chosen such that its dimension is smaller or equal to the square dimension of $\mathcal{H}$. This is a corollary of the Stinespring's dilation theorem [60], which applies more generally to completely positive maps between $C^{*}$-algebras.
The reduced dynamics that can be exactly derived through Eq. (2.94), although very useful as reference models, are actually quite exceptional. One generally deals with a reduced dynamics that is obtained after physically motivated approximations. Then, complete positivity is no longer guaranteed, but it has to be checked explicitly. Thus, it is worth stressing that, given a family of CPT dynamical maps, the construction in Eq. (2.97) concerns the single dynamical maps, in general without providing unique environment and one-parameter group of unitary operators on the total Hilbert space, from which the whole family of maps can be obtained in an exact way.

[^7]
## Chapter 3

## Master equations

In the previous chapter, we have seen that the evolution of open quantum systems can be characterized through a one-parameter family of completely positive trace preserving linear (CPT) maps. However, in concrete physical settings one is often faced with equations of motion rather than with evolution maps and the latter are usually obtained by solving the former.
Thus, we now focus on the description of the dynamics of open quantum systems via proper equations of motion for the reduced statistical operator, that is, quantum master equations [1]. It is worth stressing by now that, on the one hand, it is not fully clear which is the most general operator structure of the master equations which do provide a well-defined time evolution and, in particular, preserve complete positivity. On the other hand, one would like to link, in a possibly intuitive way, operator structures giving a sensible dynamical evolution with microscopic information on the physics of the system of interest. An important case in which both these approaches, phenomenological and microscopic, are well understood and successfully applied is given by semigroup dynamics [14, 15].
In the first section, we focus on to what extent every open-system dynamics can be described by both local and non-local in time master equations. We first show that time-local and integrodifferential equations of motion can be derived from the unitary time evolution of the total system by means of projection operator techniques. Time-local master equations are not necessarily well defined at every time, but they can present isolated singularities. Then, we describe the connections between a generic family of dynamical maps and the corresponding local and non-local master equations, also by means of the representations introduced in Sec. (2.2). Finally, we provide the general structure of time-local as well as integrodifferential master equations which guarantee trace and hermiticity preservation.
In the second section, we apply the analysis presented in the first section to a concrete physical model [28]. Namely, we obtain the exact time-local and integrodifferential equations of motion of a two-level system coupled to a bosonic reservoir consisting first of a single mode of the quantized electromagnetic field initially in a thermal state, and then in a collection of quantum harmonic oscillators initially in the vacuum state. Furthermore, we consider the more general and not exactly solvable case in which the collection of harmonic oscillators is initially in a thermal state. We apply a perturbation expansion to the time-local master equation derived via projection operator
techniques and we show, in particular, that the operator structures of local and non-local master equations can strongly differ, also depending on the state of the bath.
In the last section, we deal with the problem of identifying those master equations which preserve the complete positivity of the evolution. We first focus on quantum dynamical semigroups. The full characterization of the structure of their generators provides a necessary and sufficient condition for master equations to be well-defined on an entire class of dynamics, that are significant both from a mathematical and a physical point of view. The latter aspect is connected with the concept of Markovianity in the dynamics of open quantum systems, which will be the main subject of the next chapter. We further present two natural generalizations of quantum semigroups, one that is typically obtained from time-local master equations, the other from integrodifferential master equations. Furthermore, we show by means of a simple example some of the problems that arise when trying to characterize in full generality those master equations which guarantee a completely positive evolution.

### 3.1 Local versus non-local description of reduced dynamics

### 3.1.1 Integrodifferential and time-local equations of motion from projection operator techniques

Now, we want to derive a closed equation of motion for the dynamics of an open system, starting from the unitary time evolution of the corresponding total system and exploiting projection operator techniques [1]. By differentiating the evolution map in Eq. (2.90) with respect to time, one gets the Liouville-von Neumann master equation for the statistical operator of the total system, that in interaction picture reads

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{S E}(t)=-i\left[H_{I}(t), \rho_{S E}(t)\right] \equiv L(t) \rho_{S E}(t) \tag{3.1}
\end{equation*}
$$

where, assuming for simplicity a time independent Hamiltonian $H$ and defining $H_{0}=H_{S} \otimes \mathbb{1}+$ $\mathbb{1} \otimes H_{E}$, the Hamiltonian in interaction picture is $H_{I}(t)=\exp \left(i H_{0} t\right) H_{I} \exp \left(-i H_{0} t\right)$. The basic idea behind the projection operator techniques is to regard the trace over the degrees of freedom of the environment as a formal projection

$$
\begin{equation*}
\rho_{S E} \mapsto P \rho_{S E}=\operatorname{tr}_{E}\left[\rho_{S E}\right] \otimes \rho_{E} \equiv \rho_{S} \otimes \rho_{E} \tag{3.2}
\end{equation*}
$$

with $\rho_{E}$ fixed environmental state. The state $P \rho_{S E}$ is called relevant part of the total state, since it allows to reconstruct the open system dynamics, as one can see from the relation

$$
\begin{equation*}
\rho_{S}=\operatorname{tr}_{E}\left[P \rho_{S E}\right] \tag{3.3}
\end{equation*}
$$

On the same way, one can introduce a further map $Q$ defined as

$$
\begin{equation*}
Q \rho_{S E}=\rho_{S E}-P \rho_{S E} \tag{3.4}
\end{equation*}
$$

Note that $P$ and $Q$ are a pair of complementary projectors on the state space $\mathcal{S}(\mathcal{H})$ of the total Hilbert space $\mathcal{H}=\mathcal{H}_{S} \otimes \mathcal{H}_{E}$, since they satisfy $P+Q=\mathbb{1}, P^{2}=P, Q^{2}=Q$ and $P Q=Q P=0$. From Eq. (3.3), it is clear that, by deriving a closed equation of motion for the relevant part $P \rho_{S E}(t)$, one equivalently gets a closed equation of motion for the reduced state $\rho_{S}(t)$. Applying the two projectors $P$ and $Q$ to Eq. (3.1), one has

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} P \rho_{S E}(t) & =P \frac{\mathrm{~d}}{\mathrm{~d} t} \rho_{S E}(t)=P L(t) \rho_{S E}(t)=P L(t) P \rho_{S E}(t)+P L(t) Q \rho_{S E}(t) \\
\frac{\mathrm{d}}{\mathrm{~d} t} Q \rho_{S E}(t) & =Q \frac{\mathrm{~d}}{\mathrm{~d} t} \rho_{S E}(t)=Q L(t) \rho_{S E}(t)=Q L(t) P \rho_{S E}(t)+Q L(t) Q \rho_{S E}(t) \tag{3.5}
\end{align*}
$$

where we used $P+Q=\mathbb{1}$ to derive the last equalities. The formal solution of the second equation for a total initial state $\rho_{S E}\left(t_{0}\right)$ is given by

$$
\begin{equation*}
Q \rho_{S E}(t)=D\left(t, t_{0}\right) Q \rho_{S E}\left(t_{0}\right)+\int_{t_{0}}^{t} \mathrm{~d} s D(t, s) Q L(s) P \rho_{S E}(s) \tag{3.6}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
D(t, s) \equiv \mathrm{T}_{\leftarrow} \exp \left[\int_{s}^{t} d s^{\prime} Q L\left(s^{\prime}\right)\right] \tag{3.7}
\end{equation*}
$$

Inserting Eq. (3.6) into the equation of motion for the relevant part of the total state, the following equation, known as Nakajima-Zwanzig equation [61, 62], is obtained:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} P \rho_{S E}(t)=P L(t) D\left(t, t_{0}\right) Q \rho_{S E}\left(t_{0}\right)+P L(t) P \rho_{S E}(t)+\int_{t_{0}}^{t} \mathrm{~d} s P L(t) D(t, s) Q L(s) P \rho_{S E}(s) \tag{3.8}
\end{equation*}
$$

We emphasize that Eq. (3.8) has been derived in an exact way from the total unitary evolution and it holds for any total initial state. However, in the following we will consider product initial states $\rho_{S E}\left(t_{0}\right)=\rho_{S}\left(t_{0}\right) \otimes \rho_{E}$, so that the first term at the right hand side of Eq. (3.8) vanishes. Furthermore, one usually has that $P L(t) P=0^{1}$ and then the Nakajima-Zwanzig equation reduces to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} P \rho_{S E}(t)=\int_{t_{0}}^{t} \mathrm{~d} s \mathcal{K}_{N Z}(t, s) P \rho_{S E}(s) \tag{3.9}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{K}_{N Z}(t, s)=P L(t) D(t, s) Q L(s) P \tag{3.10}
\end{equation*}
$$

The right hand side of Eq. (3.9) consists in an integral over the past history of the system in the time interval $\left[t_{0}, t\right]$ and then it describes the memory effects on the reduced dynamics due to the interaction with the environment. The concept of memory effect plays a basic role in the definition of Markovianity, as will be widely discussed. The term $\mathcal{K}_{N Z}(t, s)$ is thus called memory kernel. In the following we will focus on time homogeneous kernel, i.e. such that $\mathcal{K}(t, s)=\mathcal{K}(t-s)$, which is the case for a stationary state $\rho_{E}$.

[^8]The same techniques lead to time-local equations of motion for the relevant part of the dynamics. This is achieved by introducing a backward propagator $\left(T_{\rightarrow}\right.$ indicates the anti-chronological timeordering)

$$
\begin{equation*}
G(t, s)=T_{\rightarrow} \exp \left[-\int_{s}^{t} \mathrm{~d} s^{\prime} L\left(s^{\prime}\right)\right], \tag{3.11}
\end{equation*}
$$

such that $\rho_{S E}(s)=G(t, s) \rho_{S E}(t)$. Inserting $\rho_{S E}(s)=G(t, s)(P+Q) \rho_{S E}(t)$ in Eq. (3.6) and defining

$$
\begin{equation*}
\Sigma(t)=\int_{t_{0}}^{t} \mathrm{~d} s D(t, s) Q L(s) P G(t, s), \tag{3.12}
\end{equation*}
$$

one gets

$$
\begin{equation*}
Q \rho_{S E}(t)=[1-\Sigma(t)]^{-1} \Sigma(t) P \rho_{S E}(t)+[1-\Sigma(t)]^{-1} D\left(t, t_{0}\right) Q \rho_{S E}\left(t_{0}\right), \tag{3.13}
\end{equation*}
$$

so that the first of Eq. (3.5) gives the time-convolutionless equation of motion [64, 65, 66, 67]

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} P \rho_{S E}(t)=\mathcal{K}_{T C L}(t) P \rho_{S E}(t)+\mathcal{I}(t) Q \rho_{S E}\left(t_{0}\right), \tag{3.14}
\end{equation*}
$$

where we introduced the time-local generator

$$
\begin{equation*}
\mathcal{K}_{T C L}(t)=P L(t)[1-\Sigma(t)]^{-1} P \tag{3.15}
\end{equation*}
$$

and the inhomogeneous term

$$
\begin{equation*}
\mathcal{I}(t)=P L(t)[1-\Sigma(t)]^{-1} D\left(t, t_{0}\right) Q, \tag{3.16}
\end{equation*}
$$

which vanishes for a product initial state. The existence of the inverse map $[1-\Sigma(t)]^{-1}$ is not always guaranteed, so that Eq. (3.14) is not necessarily well-defined for any $t \geq t_{0}$. Contrary to the integrodifferential equation in Eq. (3.8), the time-convolutionless equation cannot be generally obtained from the full unitary dynamics by projection operator techniques for every time $t \geq t_{0}$. Nevertheless, we will see in Sec. (3.2.4) how the inverse map does always exist for small values of $t-t_{0}$ and for small values of the coupling constant.

### 3.1. From linear maps to master equations

By means of projection operator techniques one can thus always derive master equations for the reduced statistical operator which are in integrodifferential form, the Nakajima-Zwanzig master equations ${ }^{2}$

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{S}(t)=\int_{t_{0}}^{t} \mathrm{~d} \tau K_{\mathrm{NZ}}(t-\tau) \rho_{S}(\tau) \tag{3.17}
\end{equation*}
$$

[^9]or in time-local form, the time-convolutionless master equations
\[

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{S}(t)=K_{\mathrm{TCL}}(t) \rho_{S}(t) \tag{3.18}
\end{equation*}
$$

\]

Indeed, this can be accomplished simply by taking the partial trace in, respectively, Eq. (3.9) and Eq. (3.14) and using $P \rho_{S E}(t)=\rho_{S}(t) \otimes \rho_{E}$. For simplicity, from now on we will set $t_{0}=0$ and, except if otherwise stated, we will omit the subscript $S$, so that the reduced statistical operator at a time $t$ will be indicated as $\rho(t)$. Both Eq. (3.9) and (3.14) are exact and then they are as difficult to solve as the initial Liouville-von Neumann master equation. Therefore, perturbation expansions are usually employed in order to get a description of the reduced dynamics which can be explicitly accessed, analytically as well as numerically. An example for the time-local master equation of a two-level system will be given in Sec. (3.2.4). Moreover, the dynamics of open quantum systems is often studied through equations of motion, being local as well as non-local in time, that are not obtained from the full unitary evolution, but that are introduced on the basis of phenomenological ansatz in order to properly describe some observed phenomenon. In this paragraph, we emphasize that also in these situations the local and the non-local description of reduced dynamics are actually equivalent, in the sense that the same dynamics can be described by both a time-convolutionless and an integrodifferential master equation. In fact, we connect a generic one-parameter family of linear maps describing an open system evolution to a local as well as to a non-local master equation: indeed, different forms of equations might admit the very same solutions.
Consider a one-parameter family of reduced dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$, where every $\Lambda(t, 0)$ is a completely positive trace preserving linear map defined on the whole set $\mathcal{L}\left(\mathbb{C}^{N}\right)$ of linear operators on $\mathbb{C}^{N}$. Indeed, the physical meaning of these maps as representatives of transformations of quantum systems is well established on the set $\mathcal{S}\left(\mathbb{C}^{N}\right)$ of physical states. However, since there are sets of statistical operators spanning $\mathcal{L}\left(\mathbb{C}^{N}\right)$, a linear map on $\mathcal{S}\left(\mathbb{C}^{N}\right)$ uniquely defines a linear map on $\mathcal{L}\left(\mathbb{C}^{N}\right)$. Under the hypotheses that $\Lambda(t, 0)$ can be derived with respect to time ${ }^{3}$ and that the inverse linear map $\Lambda^{-1}(t, 0)$ exists, it is straightforward to see that a time-local equation as in Eq. (3.18) is satisfied upon identifying

$$
\begin{equation*}
K_{\mathrm{TCL}}(t)=\frac{\mathrm{d} \Lambda(t, 0)}{\mathrm{d} t} \Lambda^{-1}(t, 0) . \tag{3.19}
\end{equation*}
$$

It is worth stressing that, contrary to the reduced dynamical map $\Lambda(t, 0)$, the inverse map $\Lambda^{-1}(t, 0)$ is not completely positive, unless $\Lambda(t, 0)$ is unitary. In any case, the existence of a linear map $\Lambda^{-1}(t, 0)$ such that $\Lambda(t, 0) \Lambda^{-1}(t, 0)=\mathbb{1}$ is indeed not a priori guaranteed. As a consequence, it may well happen that at some times $t \in \mathbb{R}^{+}$a time-local generator cannot be defined or, even, there is an infinity of generators corresponding to the same evolution [56]. However, apart from these critical points, the reduced dynamics can be safely characterized with a time-local master equation.

[^10]On a similar footing, by exploiting the Laplace transform, we can derive a master equation in integrodifferential form as in Eq. (3.17). We recall that the Laplace transform $\hat{v}(u)$ of the function or map $v(t)$ is defined as

$$
\begin{equation*}
\hat{v}(u)=\int_{0}^{\infty} \mathrm{d} t v(t) \mathrm{e}^{-u t} \tag{3.20}
\end{equation*}
$$

Since $\widehat{\mathrm{d} v} / \mathrm{d} t=u \hat{v}(u)-v(0)$ and the Laplace transform of the convolution between $v(t)$ and $w(t)$ is given by the product $\hat{v}(u) \hat{w}(u)$, from Eq. (3.17) one has

$$
\begin{equation*}
u \hat{\rho}(u)-\rho(0)=\widehat{K}_{\mathrm{NZ}}(u) \hat{\rho}(u) \tag{3.21}
\end{equation*}
$$

Then, since $\hat{\rho}(u)=\widehat{\Lambda}(u) \rho(0)$, we come to

$$
\begin{equation*}
\widehat{K}_{\mathrm{NZ}}(u)=u \mathbb{1}-\widehat{\Lambda}^{-1}(u) . \tag{3.22}
\end{equation*}
$$

This relation is sometimes equivalently written as [68], see also Sec. (6.1.4),

$$
\begin{equation*}
\widehat{K}_{\mathrm{NZ}}(u)=\frac{u \widehat{G}(u)}{1+\widehat{G}(u)} \tag{3.23}
\end{equation*}
$$

where $\Lambda(t, 0)=\mathbb{1}+\int_{0}^{t} \mathrm{~d} s G(s)$, so that $u \widehat{\Lambda}(u)-\mathbb{1}=\widehat{G}(u)$.
Furthermore, it is useful to express the previous relations by means of matrix representations. The representation given by Eqs. (2.41) and (2.42) is the most convenient for this purpose since it associates compositions of linear maps with compositions of matrices, so that Eq. (3.19) reads

$$
\begin{equation*}
\mathrm{K}_{\mathrm{TCL}}(t)=\frac{\mathrm{d} \Lambda(t, 0)}{\mathrm{d} t} \Lambda^{-1}(t, 0) \tag{3.24}
\end{equation*}
$$

while Eq. (3.22) can be written in matrix form as

$$
\begin{equation*}
\widehat{\mathrm{K}}_{\mathrm{NZ}}(u)=u \mathbb{1}-\widehat{\Lambda}^{-1}(u) \tag{3.25}
\end{equation*}
$$

The dynamical map $\Lambda(t, 0)$ has been our starting point since in this way we could directly show through Eqs. (3.19) and (3.22) that the very same dynamics can be described by both a local and a non-local master equation. However, as recalled in the introduction to this chapter, one usually deals with master equations, so that dynamical maps are obtained by solving them. Given a timelocal master equation as in Eq. (3.18), the formal solution is obtained through the Dyson series

$$
\begin{align*}
\Lambda(t, 0) & =T_{\leftarrow} \exp \left[\int_{0}^{t} \mathrm{~d} \tau K_{\mathrm{TCL}}(\tau)\right] \\
& \equiv \mathbb{1}+\sum_{k=1}^{\infty} \frac{1}{k!} \int_{0}^{t} \ldots \int_{0}^{t} T_{\leftarrow} K_{\mathrm{TCL}}\left(t_{1}\right) \ldots K_{\mathrm{TCL}}\left(t_{k}\right) \mathrm{d} t_{1} \ldots \mathrm{~d} t_{k} \tag{3.26}
\end{align*}
$$

where $T_{\leftarrow}$ denotes the chronological time-ordering operator and the convergence of the series is guaranteed since we are dealing with finite dimensional systems and then the time-local generator
$K_{\mathrm{TCL}}(t)$ is bounded. On the other hand, for an integrodifferential equation one has to take the inverse Laplace transform of, see Eq. (3.22),

$$
\begin{equation*}
\widehat{\Lambda}(u)=\left(u \mathbb{1}-\widehat{K}_{\mathrm{NZ}}(u)\right)^{-1} . \tag{3.27}
\end{equation*}
$$

Finally, let us note that the equivalence between the local and the non-local description of opensystem dynamics can be shown also by means of the damping bases [69]. In fact, consider a dynamical map $\Lambda(t, 0)$ which is the solution of a Nakajima-Zwanzig master equation, i.e. it satisfies Eq. (3.27), and let it be written as, see Eq. (2.70),

$$
\begin{equation*}
\Lambda(t, 0) \omega=\sum_{\alpha} \lambda_{\alpha}(t) \operatorname{Tr}\left[s_{\alpha}^{\dagger}(t) \omega\right] \varpi_{\alpha}(t) \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{3.28}
\end{equation*}
$$

where the operators $\left\{\varpi_{\alpha}(t)\right\}_{\alpha=1, \ldots, N^{2}}$ and $\left\{\varsigma_{\alpha}(t)\right\}_{\alpha=1, \ldots, N^{2}}$ define pairs of damping bases, see Eq. (2.72), which are generally different at different times. The inverse map can be formally defined (for $t$ such that $\lambda_{\alpha}(t) \neq 0 \forall \alpha$ ) as

$$
\begin{equation*}
\Lambda^{-1}(t, 0) \omega=\sum_{\alpha} \lambda_{\alpha}^{-1}(t) \operatorname{Tr}\left[S_{\alpha}^{\dagger}(t) \omega\right] \varpi_{\alpha}(t) \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{3.29}
\end{equation*}
$$

and, through Eq. (3.19), one can obtain the time-local generator

$$
\begin{equation*}
K_{\mathrm{TCL}}(t) \omega=\sum_{\alpha \beta} K_{\alpha \beta}(t) \operatorname{Tr}\left[S_{\beta}^{\dagger}(t) \omega\right] \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right), \tag{3.30}
\end{equation*}
$$

where the terms $K_{\alpha \beta}(t)$ include the operators $\varpi_{\alpha}(t)$ and their time derivatives, see [69]. If the damping bases do not depend on time, Eq. (3.30) reduces to

$$
\begin{equation*}
K_{\mathrm{TCL}}(t) \omega=\sum_{\alpha} \frac{\dot{\lambda}_{\alpha}(t)}{\lambda_{\alpha}(t)} \operatorname{Tr}\left[\varsigma_{\alpha}^{\dagger} \omega\right] \varpi_{\alpha} \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right), \tag{3.31}
\end{equation*}
$$

in full analogy with the matrix representation given by Eqs. (2.41), (2.42) and (3.24), with the difference that the time-local generator $K_{\mathrm{TCL}}(t)$ is now expanded on its, non orthogonal, eigenbasis. Note that if the damping bases do not depend on time, dynamical maps as well as time-local generators at different times commute

$$
\begin{align*}
{[\Lambda(t, 0), \Lambda(s, 0)] } & =0, \\
{\left[K_{\mathrm{TCL}}(t), K_{\mathrm{TCL}}(s)\right] } & =0, \tag{3.32}
\end{align*}
$$

and then in Eq. (3.26) the chronological time-ordering operator can be omitted. In Sec. (3.3.3) we will briefly come back to this specific case, which has been widely analyzed in [48, 70].

### 3.1.3 Trace and hermiticity preservation

As stressed in the previous paragraph, one generally deals with approximated master equations which are not equivalent to the exact total unitary evolution, so that a priori they do not guarantee a well-defined time evolution. Consequently, it is of relevance to identify the operator structure of those master equations which do yield a well-defined time evolution. This task has not been accomplished with full generality yet. Indeed, the difficulty relies on the request that the corresponding dynamical maps have to be completely positive ${ }^{4}$. In this paragraph we show that, however, some general constraints on the structure of the proper master equations can be derived by asking for trace and hermiticity preservation.
Consider a time $t \geq 0$ where the inverse of the dynamical map $\Lambda(t, 0)$ exists, so that a time-local generator $K_{\mathrm{TCL}}(t)$ is uniquely defined. Then, it has to satisfy ${ }^{5}$

$$
\begin{align*}
& \operatorname{Tr}\left[K_{\mathrm{TCL}}(t) \omega\right]=0 \quad \forall \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \\
& \left(K_{\mathrm{TCL}}(t) \omega\right)^{\dagger}=K_{\mathrm{TCL}}(t) \omega^{\dagger} \quad \forall \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{3.33}
\end{align*}
$$

where, indeed, these two conditions express, respectively, trace and hermiticity preservation. Now, consider a linear map $\Lambda$ on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ and its representation through Eq. (2.50), where the matrix of coefficients $\Lambda^{\prime}$ has entries $\Lambda_{\alpha \beta}^{\prime}$, with $\alpha, \beta=0, \ldots N^{2}-1$, as in Eq. (2.51) for a basis $\left\{\sigma_{\alpha}\right\}_{\alpha=0, \ldots, N^{2}-1}$ such that

$$
\begin{align*}
& \sigma_{0}=\mathbb{1} / \sqrt{N} \\
& \operatorname{Tr}\left[\sigma_{\alpha}\right]=0 \quad \alpha=1, \ldots, N^{2}-1 \tag{3.34}
\end{align*}
$$

The Lemma 2.3 in [14] shows that if $\Lambda$ fulfills $\operatorname{Tr}[\Lambda(\omega)]=0$ for any $\omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$, then it can be written as

$$
\begin{equation*}
\Lambda(\omega)=-i[H, \omega]+\sum_{\alpha \beta=1}^{N^{2}-1} \Lambda_{\alpha \beta}^{\prime}\left(\sigma_{\alpha} \omega \sigma_{\beta}^{\dagger}-\frac{1}{2}\left\{\sigma_{\beta}^{\dagger} \sigma_{\alpha}, \omega\right\}\right) \tag{3.35}
\end{equation*}
$$

with the coefficients $\Lambda_{\alpha \beta}^{\prime}$ given by Eq. (2.51) and

$$
\begin{align*}
H & =\frac{1}{2 i}\left(\sigma^{\dagger}-\sigma\right) \\
\sigma & =\frac{1}{\sqrt{N}} \sum_{\alpha=1}^{N^{2}-1} \Lambda_{\alpha 0}^{\prime} \sigma_{\alpha} \tag{3.36}
\end{align*}
$$

Note that the matrix of coefficients in the second term at the right hand side of Eq. (3.35) is obtained from the matrix $\Lambda^{\prime}$ by simply removing the first row and the first column. If we further

[^11]ask that the linear map $\Lambda$ is hermiticity-preserving, then the matrix $\Lambda^{\prime}$ is hermitian, see Sec. (2.2.1): explicitly,
\[

$$
\begin{equation*}
\Lambda_{\alpha \beta}^{\prime}=\Lambda_{\beta \alpha}^{\prime *} \quad \forall \alpha, \beta=0, \ldots N^{2}-1 . \tag{3.37}
\end{equation*}
$$

\]

Then, the matrix of coefficients in Eq. (3.35) is hermitian, as well.
Coming back to the time-local generator $K_{\mathrm{TCL}}(t)$, we observe that Eqs. (3.35)-(3.37) can be applied for any fixed time $t$, with respect to the same basis, because of Eq. (3.33). Thus, we conclude that every time-local master equation satisfying Eq. (3.33) can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=-i[H(t), \rho(t)]+\sum_{\alpha \beta=1}^{N^{2}-1} K_{\mathrm{TCL}}^{\alpha \beta}(t)\left(\sigma_{\alpha} \rho(t) \sigma_{\beta}^{\dagger}-\frac{1}{2}\left\{\sigma_{\beta}^{\dagger} \sigma_{\alpha}, \rho(t)\right\}\right), \tag{3.38}
\end{equation*}
$$

with

$$
\begin{align*}
H(t) & =\frac{1}{2 i}\left(\sigma(t)^{\dagger}-\sigma(t)\right) \\
\sigma(t) & =\frac{1}{\sqrt{N}} \sum_{\alpha=1}^{N^{2}-1} K_{\mathrm{TCL}}^{\alpha 0}(t) \sigma_{\alpha}, \tag{3.39}
\end{align*}
$$

where the basis $\left\{\sigma_{\alpha}\right\}_{\alpha=0, \ldots, N^{2}-1}$ fulfills Eq. (3.34) and the coefficients $K_{\mathrm{TCL}}^{\alpha \beta *}(t)=K_{\mathrm{TCL}}^{\beta \alpha}(t)$ are given by, see Eq. (2.51),

$$
\begin{equation*}
K_{\mathrm{TCL}}^{\alpha \beta}(t)=\sum_{\gamma=0}^{N^{2}-1} \operatorname{Tr}\left[\sigma_{\beta} \sigma_{\gamma}^{\dagger} \sigma_{\alpha}^{\dagger} K_{\mathrm{TCL}}(t) \sigma_{\gamma}\right] \quad \alpha, \beta=0, \ldots N^{2}-1 \tag{3.40}
\end{equation*}
$$

The first term of the time-local generator in Eq. (3.38) represents a unitary contribution to the dynamics, generated by the self-adjoint operator $H(t)$, while the second term describes the dissipation and the decoherence on the open system due to the interaction with the environment [1], see also Chapter 6. The decomposition into a unitary and a dissipative part provided by Eqs. (3.38)-(3.40) is unique, in the sense that no further contributions to $H(t)$ can be derived from the dissipative part of the generator [71]. Furthermore, the matrix of coefficients in Eq. (3.38) is hermitian since it is obtained from the hermitian matrix with entries as in Eq. (3.40) by removing the first row and the first column. Then, for any time $t$ there is a unitary matrix $\mathrm{V}(t)$ such that $K_{\mathrm{TCL}}^{\alpha \beta}(t)=\sum_{\gamma} V_{\alpha \gamma}(t) k_{\gamma}(t) V_{\beta \gamma}^{*}(t)$, for $\alpha, \beta=1, \ldots, N^{2}-1$, with $k_{\alpha}(t)$ real functions of time. The time-local master equation in Eq. (3.38) can then be written in diagonal form as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=-i[H(t), \rho(t)]+\sum_{\alpha=1}^{N^{2}-1} k_{\alpha}(t)\left(\tilde{\sigma}_{\alpha}(t) \rho(t) \tilde{\sigma}_{\alpha}^{\dagger}(t)-\frac{1}{2}\left\{\tilde{\sigma}_{\alpha}^{\dagger}(t) \tilde{\sigma}_{\alpha}(t), \rho(t)\right\}\right), \tag{3.41}
\end{equation*}
$$

where the operators

$$
\begin{equation*}
\tilde{\sigma}_{\alpha}(t)=\sum_{\beta=1}^{N^{2}-1} V_{\beta \alpha}(t) \sigma_{\beta} \tag{3.42}
\end{equation*}
$$

for $\alpha=1, \ldots, N^{2}-1$ plus $\tilde{\sigma}_{0}=\sigma_{0}$ provide, at any fixed time $t$, an orthonormal basis in $\mathcal{L}\left(\mathbb{C}^{N}\right)$ with respect to the Hilbert-Schmidt scalar product. Note that the coefficients $k_{\alpha}(t)$ and the operators $\tilde{\sigma}_{\alpha}(t)$ do depend on time since the eigenvalues and eigenvectors of the matrix of coefficients in Eq. (3.38) are generally different at different times. The diagonal form as in Eqs. (3.41) and (3.42) can be considered the canonical form of the time-local generator, since it is obtained from the diagonalization of the coefficient matrix, see the discussion after Eq. (2.64).
Let us now consider integrodifferential master equations as in Eq. (3.17), that in Laplace transform reads as in Eq. (3.21). If $\widehat{\Lambda}^{-1}(u)$ exists, then Eq. (3.21) implies that the memory kernel has to satisfy $\operatorname{Tr}\left[\widehat{K}_{\mathrm{NZ}}(u) \omega\right]=0, \forall \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$, compare with the first of Eq. (3.33). Thus, we can once again use the representation of linear maps given by Eqs. (2.50) and (2.51) and apply, for any fixed $u$, Eqs. (3.35) and (3.36), thus coming to

$$
\begin{equation*}
\widehat{K}_{\mathrm{NZ}}(u) \omega=-i[H(u), \omega]+\sum_{\alpha \beta=1}^{N^{2}-1} \widehat{K}_{\mathrm{NZ}}^{\alpha \beta}(u)\left(\sigma_{\alpha} \omega \sigma_{\beta}^{\dagger}-\frac{1}{2}\left\{\sigma_{\beta}^{\dagger} \sigma_{\alpha}, \omega\right\}\right) \tag{3.43}
\end{equation*}
$$

with $H(u)$ as in Eq. (3.39) and $K_{\mathrm{NZ}}^{\alpha \beta}(u)$ as in Eq. (3.40), but, of course, with $K_{\mathrm{NZ}}(u)$ instead of $K_{\mathrm{TCL}}(t)$. Moreover, Eq. (3.21) implies that for $u \in \mathbb{R}$ the Laplace transform of the memory kernel is hermiticity preserving as well, i.e., $\left(\widehat{K}_{\mathrm{NZ}}(u) \omega\right)^{\dagger}=\widehat{K}_{\mathrm{NZ}}(u) \omega^{\dagger}$ for any $\omega \in \mathcal{L}\left(\mathbb{C}^{N}\right)$. Then, the matrix of coefficients in Eq. (3.43) is hermitian, i.e. $\widehat{K}_{\mathrm{NZ}}^{\alpha \beta}(u)=\left(\widehat{K}_{\mathrm{NZ}}^{\beta \alpha}\right)^{*}(u)$. Due to the identity principle, the equality of these two functions can be extended to their common region of analyticity. By exploiting the invertibility of the Laplace transform, we get the same equality for the coefficients of the memory kernel in the temporal domain, i.e., $K_{\mathrm{NZ}}^{\alpha \beta}(t)=\left(K_{\mathrm{NZ}}^{\beta \alpha}\right)^{*}(t)$. Thus, we can write the memory kernel as

$$
\begin{equation*}
K_{\mathrm{NZ}}(t) \omega=-i[H(t), \omega]+\sum_{\alpha}^{N^{2}-1} r_{\alpha}(t)\left(\bar{\sigma}_{\alpha}(t) \omega \bar{\sigma}_{\alpha}^{\dagger}(t)-\frac{1}{2}\left\{\bar{\sigma}_{\alpha}^{\dagger}(t) \bar{\sigma}_{\alpha}(t), \omega\right\}\right) \tag{3.44}
\end{equation*}
$$

where, indeed the time-dependent real coefficients $r_{a}(t)$ and linear operators $\bar{\sigma}_{\alpha}(t)$ are obtained by diagonalizing the matrix with elements $K_{\mathrm{NZ}}^{\alpha \beta}(t)$, compare with Eq. (3.42).
Conversely, consider a time local master equation of the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=-i[H(t), \rho(t)]+\sum_{\alpha=1}^{N^{2}-1} k_{\alpha}(t)\left(\sigma_{\alpha}(t) \rho(t) \sigma_{\alpha}^{\dagger}(t)-\frac{1}{2}\left\{\sigma_{\alpha}^{\dagger}(t) \sigma_{\alpha}(t), \rho(t)\right\}\right) \tag{3.45}
\end{equation*}
$$

as well as an integrodifferential master equation of the form

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=-i \int_{0}^{t} \mathrm{~d} \tau[H(t-\tau), \rho(\tau)]  \tag{3.46}\\
& +\sum_{\alpha=1}^{N^{2}-1} \int_{0}^{t} \mathrm{~d} \tau r_{\alpha}(t-\tau)\left(\sigma_{\alpha}(t-\tau) \rho(\tau) \sigma_{\alpha}^{\dagger}(t-\tau)-\frac{1}{2}\left\{\sigma_{\alpha}^{\dagger}(t-\tau) \sigma_{\alpha}(t-\tau), \rho(\tau)\right\}\right)
\end{align*}
$$

with $H^{\dagger}(t)=H(t), \sigma_{\alpha}(t) \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ generic linear operators on $\mathbb{C}^{N}, k_{\alpha}(t)$ and $r_{\alpha}(t)$ generic real functions of $t$. Then, one can see ${ }^{6}$ that they guarantee trace and hermiticity preservation. We want to remark that Eq. (3.45) and Eq. (3.46) are not necessarily always the most convenient way in order to express, respectively, time-local generators and memory kernels. In some cases, different structures can be more useful to determine the corresponding dynamical maps or to check whether complete positivity is preserved. An example is given by the master equation introduced in [72], see also [73] where its complete positivity for a two-level system is studied.

### 3.2 Local versus non-local master equation for the dynamics of a two-level system

In this section, we apply what has been presented in an abstract way in the previous section to a realistic physical model, simple enough to be exactly treated in detail, but already allowing to give some general remarks. Namely, in the first three paragraphs we consider a two-level system coupled first to a single mode of the radiation field and later to a bath of harmonic oscillators at zero temperature, via a Jaynes-Cummings type of interaction. By exploiting the knowledge of the exact unitary evolution, and therefore of the reduced dynamics, we can derive the exact timeconvolutionless and Nakajima-Zwanzig master equations. Their operator structures are shown to be generally different, also depending on the environmental state.
Indeed the exact knowledge of the full time evolution is feasible only for exceptional cases. The detailed analysis of such cases, however, proves quite useful in understanding the basic features of the description of open system dynamics; in particular, it puts into evidence the strict relationship between the different quantities which appear in evolution equations, showing that phenomenological ansätze are in general not easily feasible. Moreover, the exact comprehensive study performed in these cases allows to point out general features which can be useful for phenomenological or perturbative treatments, as that presented in the last part of the section. Here, we take into account a more general situation, where the exact solution is no longer available. In particular, we consider an environment consisting of a bath of harmonic oscillators in a thermal state, expanding the time-local generator derived by means of projection operator techniques up to second order. The fourth order term of the expansion is given in Appendix F.
The material of this section is for the most part contained in [28].

### 3.2.1 Jaynes-Cummings model and exact reduced dynamics

We consider a two-level system coupled to a single mode of the radiation field according to the total Hamiltonian

$$
\begin{equation*}
H=H_{S}+H_{E}+H_{I} \tag{3.47}
\end{equation*}
$$

[^12]where the system Hamiltonian is given by
\[

$$
\begin{equation*}
H_{S}=\omega_{0} \sigma_{+} \sigma_{-}, \tag{3.48}
\end{equation*}
$$

\]

with $\omega_{0}$ the transition frequency, $\sigma_{+}=|1\rangle\langle 0|$ and $\sigma_{-}=|0\rangle\langle 1|$ the raising and lowering operators of the two-level system. The Hamiltonian for the single mode of the radiation field is given by

$$
\begin{equation*}
H_{E}=\omega b^{\dagger} b \tag{3.49}
\end{equation*}
$$

where the creation and annihilation operators $b^{\dagger}$ and $b$ obey the standard bosonic commutation relation. The coupling is in the Jaynes-Cummings form

$$
\begin{equation*}
H_{I}=g\left(\sigma_{+} \otimes b+\sigma_{-} \otimes b^{\dagger}\right) \tag{3.50}
\end{equation*}
$$

so that the considered model can describe, e.g., the interaction between a two-level atom and a mode of the radiation field in electric dipole and rotating wave approximation. Working in the interaction picture with respect to the free Hamiltonian $H_{S}+H_{E}$,

$$
\begin{equation*}
H_{I}(t)=g\left(\sigma_{+} \otimes b \mathrm{e}^{i \Delta t}+\sigma_{-} \otimes b^{\dagger} \mathrm{e}^{-i \Delta t}\right) \tag{3.51}
\end{equation*}
$$

with $\Delta=\omega_{0}-\omega$ detuning between the system and the field mode, it is possible to obtain the exact dynamics generated by the total Hamiltonian (see e.g. [74]), and therefore the reduced dynamics of the two-level system. We express the result exhibiting the unitary evolution operator, which in the basis $\{|1\rangle,|0\rangle\}$ is given by the following matrix, whose entries are operators in the Fock space of the radiation field,

$$
U(t)=\left(\begin{array}{cc}
c(\hat{n}+1, t) & d(\hat{n}+1, t) b  \tag{3.52}\\
-b^{\dagger} d^{\dagger}(\hat{n}+1, t) & c^{\dagger}(\hat{n}, t)
\end{array}\right)
$$

where the following operators have been introduced

$$
\begin{align*}
& c(\hat{n}, t)=\mathrm{e}^{i \Delta t / 2}\left[\cos \left(\Omega(\hat{n}) \frac{t}{2}\right)-i \Delta \frac{\sin \left(\Omega(\hat{n}) \frac{t}{2}\right)}{\Omega(\hat{n})}\right]  \tag{3.53}\\
& d(\hat{n}, t)=-i \mathrm{e}^{i \Delta t / 2} 2 g \frac{\sin \left(\Omega(\hat{n}) \frac{t}{2}\right)}{\sqrt{\Delta^{2}+4 g^{2} \hat{n}}} \tag{3.54}
\end{align*}
$$

with

$$
\begin{equation*}
\Omega(\hat{n})=\sqrt{\Delta^{2}+4 g^{2} \hat{n}} \tag{3.55}
\end{equation*}
$$

and $\hat{n}=b^{\dagger} b$ is the number operator. The unitarity of $U(t)$ is granted because of the easily verified relation

$$
\begin{equation*}
c^{\dagger}(\hat{n}, t) c(\hat{n}, t)+\hat{n} d^{\dagger}(\hat{n}, t) d(\hat{n}, t)=1 \tag{3.56}
\end{equation*}
$$

Given the unitary evolution of the whole bipartite system and assuming a product total initial state, one can obtain the reduced dynamics of the two-level atom simply by taking the partial trace with
respect to the environmental degrees of freedom, see Eq. (2.94). Taking $U(t)$ as in Eq. (3.52) and considering an environmental state commuting with the number operator, $\left[\rho_{E}, \hat{n}\right]=0$, so that in particular both the vacuum and a thermal state can be dealt with, one comes to the following explicit expression for the action of the map $\Lambda(t, 0)$ :

$$
\begin{align*}
\rho(0)=\left(\begin{array}{ll}
\rho_{11} & \rho_{10} \\
\rho_{01} & \rho_{00}
\end{array}\right) \mapsto \rho(t) & =\Lambda(t, 0) \rho(0)  \tag{3.57}\\
& =\left(\begin{array}{cc}
\rho_{00}(1-\alpha(t))+\rho_{11} \beta(t) & \rho_{10} \gamma(t) \\
\rho_{01} \gamma^{*}(t) & \rho_{00} \alpha(t)+\rho_{11}(1-\beta(t))
\end{array}\right) .
\end{align*}
$$

The effect of the interaction with the bath is contained in the time dependent coefficients $\alpha(t), \beta(t)$ and $\gamma(t)$, which are given by the following expectation values over the state of the environment $\rho_{E}$, see Eq. (2.20):

$$
\begin{align*}
\alpha(t) & =\left\langle c^{\dagger}(\hat{n}, t) c(\hat{n}, t)\right\rangle_{E}, \\
\beta(t) & =\left\langle c^{\dagger}(\hat{n}+1, t) c(\hat{n}+1, t)\right\rangle_{E}, \\
\gamma(t) & =\langle c(\hat{n}, t) c(\hat{n}+1, t)\rangle_{E} . \tag{3.58}
\end{align*}
$$

Now that we have obtained the completely positive map $\Lambda(t, 0)$ giving the exact reduced time evolution of the considered two-level system, we can exploit the representations of linear maps introduced in the previous chapter. Consider in particular the representation given by Eqs. (2.41) and (2.42) with respect to the orthonormal basis of operators $\left\{\frac{1}{\sqrt{2}} \mathbb{1}, \frac{1}{\sqrt{2}} \sigma_{k}\right\}$, where now $\sigma_{k}$ denote the usual Pauli operators, see Eq. (2.77). This choice leads to the following expression for the matrix $\Lambda(t)$ associated with the time evolution map $\Lambda(t, 0)$ :

$$
\Lambda(t, 0)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.59}\\
0 & \gamma_{R}(t) & \gamma_{I}(t) & 0 \\
0 & -\gamma_{I}(t) & \gamma_{R}(t) & 0 \\
\beta(t)-\alpha(t) & 0 & 0 & \beta(t)+\alpha(t)-1
\end{array}\right)
$$

where the coefficients defined in Eq. (3.58) appear, and we denote with $R$ and $I$ real and imaginary part of a given function: $\gamma=\gamma_{R}+i \gamma_{I}$. For any fixed time $t$, the linear map in Eq. (3.59) describes a translation along the $z$-axis plus a rotation and a contraction of the Bloch sphere, see Sec. (2.2.4); recall that the complete positivity is guaranteed since we are dealing with the exact reduced dynamics.

### 3.2.2 Exact time-convolutionless and Nakajima-Zwanzig master equations

With the aid of the exact time evolution, and using the representation of maps in terms of matrices, we will now explicitly obtain a local and a non-local exact equation of motion for the reduced-
system dynamics. Starting from Eq. (3.59) and Eq. (3.24) one obtains for the model of interest

$$
\mathrm{K}_{\mathrm{TCL}}(t)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{3.60}\\
0 & \operatorname{Re}\left[\frac{\dot{\gamma}(t)}{\gamma(t)}\right] & \operatorname{Im}\left[\frac{\dot{\gamma}(t)}{\gamma(t)}\right] & 0 \\
0 & -\operatorname{Im}\left[\frac{\dot{\gamma}(t)}{\gamma(t)}\right] & \operatorname{Re}\left[\frac{\dot{\gamma}(t)}{\gamma(t)}\right] & 0 \\
\frac{[1-2 \beta(t)] \dot{\alpha}(t)-[1-2 \alpha(t)] \dot{\beta}(t)}{\beta(t)+\alpha(t)-1} & 0 & 0 & \frac{\dot{\beta}(t)+\dot{\alpha}(t)}{\beta(t)+\alpha(t)-1}
\end{array}\right),
$$

and the expression is well defined provided the determinant

$$
\begin{equation*}
\operatorname{det} \Lambda(\mathrm{t})=|\gamma(t)|^{2}[\alpha(t)+\beta(t)-1] \tag{3.61}
\end{equation*}
$$

is different from zero. On a similar footing one can consider the Laplace transform of Eq. (3.59), given by the matrix $\widehat{\Lambda}(u)$ with determinant

$$
\begin{equation*}
\operatorname{det} \widehat{\Lambda}(u)=\left[\widehat{\gamma R}^{2}(u)+{\widehat{\gamma_{I}}}^{2}(u)\right]\left[\frac{\hat{\alpha}(u)+\hat{\beta}(u)}{u}-\frac{1}{u^{2}}\right] \tag{3.62}
\end{equation*}
$$

and using Eq. (3.25) one further obtains
which upon inverse Laplace transform provides the exact Nakajima-Zwanzig integral kernel. As it appears, working with the matrix representation has proved very convenient to easily obtain the maps fixing the time-local and integrodifferential equations of motion for the model, given by Eq. (3.18) and Eq. (3.17) respectively, in terms of the dynamical map Eq. (3.57).

## Maps in canonical form

We now recast the obtained maps in operator form, to better compare with previous work and appreciate the difference in the obtained expressions. In particular, we follow the procedure presented in the previous section that allows to get the canonical form of linear maps.
Consider a matrix of the form

$$
\mathrm{A}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{3.64}\\
0 & E_{r} & E_{i} & 0 \\
0 & -E_{i} & E_{r} & 0 \\
X & 0 & 0 & Y
\end{array}\right)
$$

with respect to the representation given by Eqs. (2.41) and (2.42), in the basis $\left\{\frac{1}{\sqrt{2}} \mathbb{1}, \frac{1}{\sqrt{2}} \sigma_{k}\right\}$, where recall that now $\sigma_{k}$ denote the usual Pauli operators. To move into the representation given
by Eqs. (2.50) and (2.51), one can directly connect the coefficients of the matrix $\Lambda$ in Eq. (2.42) and those of the matrix $\Lambda^{\prime}$ in Eq. (2.51). In fact, by sobstituting Eq. (2.41) into Eq. (2.51), one has

$$
\begin{equation*}
\Lambda_{\alpha^{\prime} \beta^{\prime}}^{\prime}=\sum_{\alpha \beta} \Lambda_{\alpha \beta} \operatorname{Tr}\left[\sigma_{\beta^{\prime}} \sigma_{\beta}^{\dagger} \sigma_{\alpha^{\prime}}^{\dagger} \sigma_{\alpha}\right] . \tag{3.65}
\end{equation*}
$$

Indeed, last term in the previous relation defines a $16 \times 16$ matrix, which expresses the change of basis in $\mathcal{L} \mathcal{L}\left(\mathbb{C}^{N}\right)$ from $\left\{E_{\alpha \beta}\right\}_{\alpha \beta=1, \ldots, 4}$ to $\left\{F_{\alpha \beta}\right\}_{\alpha \beta=1, \ldots, 4}$, see Eqs. (2.44) and (2.45). In fact, it holds, see Eq. (2.43),

$$
\begin{equation*}
\left\langle\left\langle F_{\alpha^{\prime} \beta^{\prime}}, E_{\alpha \beta}\right\rangle\right\rangle=\operatorname{Tr}\left[\sigma_{\beta^{\prime}} \sigma_{\beta}^{\dagger} \sigma_{\alpha^{\prime}}^{\dagger} \sigma_{\alpha}\right] . \tag{3.66}
\end{equation*}
$$

Applying Eq. (3.65) to the matrix A in Eq. (3.64), we come to

$$
\mathrm{A}^{\prime}=\left(\begin{array}{cccc}
E_{r}+Y / 2 & 0 & 0 & -i E_{i}+X / 2  \tag{3.67}\\
0 & -Y / 2 & -i X / 2 & 0 \\
0 & i X / 2 & -Y / 2 & 0 \\
i E_{i}+X / 2 & 0 & 0 & Y / 2-E_{r}
\end{array}\right)
$$

The basis we are using satisfies Eq. (3.34). Then, to obtain the canonical form of the linear map $A$ associated with $A$ and $A^{\prime}$, we simply have to diagonalize the matrix which is obtained by removing the first row and the first column to Eq. (3.67), see Eqs. (3.41) and (3.42), and to introduce an Hamiltonian term through Eq. (3.39). Thus, we get

$$
\begin{align*}
A(\omega)= & i E_{i}\left[\sigma_{+} \sigma_{-}, \omega\right]+\frac{1}{2}(X-Y)\left[\sigma_{+} \omega \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \omega\right\}\right]  \tag{3.68}\\
& -\frac{1}{2}(X+Y)\left[\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right]+\frac{1}{4}\left(Y-2 E_{r}\right)\left[\sigma_{z} \omega \sigma_{z}-\omega\right],
\end{align*}
$$

whose last term can be written in alternative ways according to the identities

$$
\begin{equation*}
\sigma_{z} \omega \sigma_{z}-\omega=4\left[\sigma_{+} \sigma_{-} \omega \sigma_{+} \sigma_{-}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right]=4\left[\sigma_{-} \sigma_{+} \omega \sigma_{-} \sigma_{+}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \omega\right\}\right] . \tag{3.69}
\end{equation*}
$$

Exploiting this result, one obtains the exact time-convolutionless master equation describing the reduced dynamics of a two-level atom coupled according to the Jaynes-Cummings model to a single mode of the radiation field, which is of the form Eq. (3.18) with $K_{\mathrm{TCL}}(t)$ given by

$$
\begin{align*}
K_{\mathrm{TCL}}(t) \omega= & i \operatorname{Im}\left[\frac{\dot{\gamma}(t)}{\gamma(t)}\right]\left[\sigma_{+} \sigma_{-}, \omega\right]+\frac{[\alpha(t)-1] \dot{\beta}(t)-\beta(t) \dot{\alpha}(t)}{\beta(t)+\alpha(t)-1}\left[\sigma_{+} \omega \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \omega\right\}\right] \\
& +\frac{[\beta(t)-1] \dot{\alpha}(t)-\alpha(t) \dot{\beta}(t)}{\beta(t)+\alpha(t)-1}\left[\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right] \\
& +\frac{1}{4}\left\{\frac{\dot{\beta}(t)+\dot{\alpha}(t)}{\beta(t)+\alpha(t)-1}-2 \operatorname{Re}\left[\frac{\dot{\gamma}(t)}{\gamma(t)}\right]\right\}\left[\sigma_{z} \omega \sigma_{z}-\omega\right] . \tag{3.70}
\end{align*}
$$

In a similar way, one has for the Laplace transform of the memory kernel $K_{\mathrm{NZ}}(t)$, appearing in the exact Nakajima-Zwanzig master equation Eq. (3.17), the expression

$$
\begin{align*}
\widehat{K}_{\mathrm{NZ}}(u) \omega= & i \frac{\widehat{\gamma_{I}}(u)}{{\widehat{\gamma_{R}}}^{2}(u)+{\widehat{\gamma_{I}}}^{2}(u)}\left[\sigma_{+} \sigma_{-}, \omega\right]+\frac{u[u \hat{\alpha}(u)-1]}{1-u[\hat{\alpha}(u)+\hat{\beta}(u)]}\left[\sigma_{+} \omega \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \omega\right\}\right] \\
& +\frac{u[u \hat{\beta}(u)-1]}{1-u[\hat{\alpha}(u)+\hat{\beta}(u)]}\left[\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right] \\
& +\frac{1}{4}\left\{\frac{u^{2}[\hat{\alpha}(u)+\hat{\beta}(u)]}{1-u[\hat{\alpha}(u)+\hat{\beta}(u)]}+2 \frac{\widehat{\gamma_{R}}(u)}{{\widehat{\gamma_{R}}}^{2}(u)+{\widehat{\gamma_{I}}}^{2}(u)}\right\}\left[\sigma_{z} \omega \sigma_{z}-\omega\right] \tag{3.71}
\end{align*}
$$

Despite being exact these expressions are quite cumbersome, since the functions given in Eq. (3.58), which together with their Laplace transform determine the structure of these operators, depend on the specific expression of the environmental state. It is therefore convenient to consider a specific choice, allowing for a more detailed evaluation.

## The vacuum case

If the radiation field is in the vacuum state, the functions given in Eq. (3.58) simplify considerably, since $\alpha(t) \rightarrow 1$, while $\beta(t)$ becomes a function of $\gamma(t)$ according to $\beta(t) \rightarrow|\gamma(t)|^{2}$. The function $\gamma(t)$ for the vacuum case is given by the expression

$$
\begin{equation*}
G^{1}(t)=\mathrm{e}^{i \Delta t / 2}\left[\cos \left(\frac{\Omega_{1} t}{2}\right)-i \frac{\Delta}{\Omega_{1}} \sin \left(\frac{\Omega_{1} t}{2}\right)\right] \tag{3.72}
\end{equation*}
$$

where the superscript recalls that we have a single mode of the radiation field, while $\Omega_{1}=$ $\sqrt{\Delta^{2}+4 g^{2}}$, see Eq. (3.55). These results for the vacuum case greatly simplify the expression of the obtained master equations, and inserted in Eq. (3.61) show that the time-convolutionless master equation off-resonance is always well defined. The time-local generator for the vacuum case reads

$$
\begin{align*}
K_{\mathrm{TCL}}^{\mathrm{Vac}}(t) \omega= & -i g^{2} \Delta \frac{1-\cos \left(\Omega_{1} t\right)}{\Omega_{1}}\left[\cos ^{2}\left(\frac{\Omega_{1} t}{2}\right)+\frac{\Delta^{2}}{\Omega_{1}^{2}} \sin ^{2}\left(\frac{\Omega_{1} t}{2}\right)\right]^{-1}\left[\sigma_{+} \sigma_{-}, \omega\right]  \tag{3.73}\\
& +2 g^{2} \frac{\sin \left(\Omega_{1} t\right)}{\Omega_{1}}\left[\cos ^{2}\left(\frac{\Omega_{1} t}{2}\right)+\frac{\Delta^{2}}{\Omega_{1}^{2}} \sin ^{2}\left(\frac{\Omega_{1} t}{2}\right)\right]^{-1}\left[\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right]
\end{align*}
$$

where in particular one directly sees that the coefficient in front of the dissipative term at the r.h.s. of Eq. (3.73) periodically takes on negative values. The choice of the vacuum as bath state brings in important simplifications also for the expression of the Nakajima-Zwanzig memory kernel, which reads

$$
\begin{align*}
K_{\mathrm{NZ}}^{\mathrm{Vac}}(\tau) \omega= & -i g^{2} \sin (\Delta \tau)\left[\sigma_{+} \sigma_{-}, \omega\right]+2 g^{2} \cos \left(\sqrt{\Delta^{2}+2 g^{2}} \tau\right)\left[\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right] \\
& -\frac{1}{2} g^{2}\left[\cos \left(\sqrt{\Delta^{2}+2 g^{2}} \tau\right)-\cos (\Delta \tau)\right]\left[\sigma_{z} \omega \sigma_{z}-\omega\right] \tag{3.74}
\end{align*}
$$

which is always well-defined even on-resonance.

### 3.2.3 Bath of harmonic oscillators at zero temperature

We consider now the case in which the environmental Hamiltonian is a collection of harmonic oscillators

$$
\begin{equation*}
H_{E}=\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}, \tag{3.75}
\end{equation*}
$$

and the interaction Hamiltonian is replaced by

$$
\begin{equation*}
H_{I}=\sum_{k}\left(g_{k} \sigma_{+} \otimes b_{k}+g_{k}^{*} \sigma_{-} \otimes b_{k}^{\dagger}\right) . \tag{3.76}
\end{equation*}
$$

This model corresponds, for a Lorentzian spectral density, to the damped Jaynes-Cummings model. The time evolution map for this model, considering the special case of an environment in the vacuum state, i.e. at zero temperature, has been obtained in [66] and can be expressed as:
$\rho(0)=\left(\begin{array}{cc}\rho_{11} & \rho_{10} \\ \rho_{01} & \rho_{00}\end{array}\right) \mapsto \rho(t)=\Lambda^{\operatorname{DVac}}(t) \rho(0)=\left(\begin{array}{cc}\rho_{11}|G(t)|^{2} & \rho_{10} G(t) \\ \rho_{01} G^{*}(t) & \rho_{00}+\rho_{11}\left(1-|G(t)|^{2}\right) .\end{array}\right)$
where $\rho(t)=\Lambda^{\mathrm{DVac}}(t) \rho(0)$, since we are considering the damped model with the bath in the vacuum state. The function $G(t)$ is the solution of the equation

$$
\begin{equation*}
\frac{d}{d t} G(t)=-\int_{0}^{t} \mathrm{~d} t_{1} f\left(t-t_{1}\right) G\left(t_{1}\right) \quad G(0)=1 \tag{3.78}
\end{equation*}
$$

with $f(t)$ the two-point correlation function given by

$$
\begin{equation*}
f\left(t-t_{1}\right)=\mathrm{e}^{i \omega_{0}\left(t-t_{1}\right)}\langle 0| \sum_{k} g_{k} b_{k} \mathrm{e}^{-i \omega_{k} t} \sum_{j} g_{j}^{*} b_{j}^{\dagger} \mathrm{e}^{i \omega_{j} t_{1}}|0\rangle=\sum_{k}\left|g_{k}\right|^{2} \mathrm{e}^{i\left(\omega_{0}-\omega_{k}\right)\left(t-t_{1}\right)}, \tag{3.79}
\end{equation*}
$$

corresponding to the Fourier transform of the spectral density. Starting from Eq. (3.77) one immediately obtains for the matrix representation of the time-convolutionless generator the expression

$$
\mathrm{K}_{\mathrm{TCL}}^{\mathrm{DVac}}(t)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{3.80}\\
0 & \operatorname{Re}\left[\frac{\dot{G}(t)}{G(t(t)}\right] & \operatorname{Im}\left[\frac{\dot{G}(t)}{G(t)}\right] & 0 \\
0 & -\operatorname{Im}\left[\frac{G}{G(t)}\right] & \operatorname{Re}\left[\frac{\dot{G}(t)}{G(t)}\right] & 0 \\
2 \operatorname{Re}\left[\frac{\dot{G}(t)}{G(t)}\right] & 0 & 0 & 2 \operatorname{Re}\left[\frac{\dot{G}(t)}{G(t)}\right]
\end{array}\right),
$$

that in operator form reads

$$
\begin{equation*}
K_{\mathrm{TCL}}^{\mathrm{DVac}}(t) \omega=+i \operatorname{Im}\left[\frac{\dot{G}(t)}{G(t)}\right]\left[\sigma_{+} \sigma_{-}, \omega\right]-2 \operatorname{Re}\left[\frac{\dot{G}(t)}{G(t)}\right]\left[\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right], \tag{3.81}
\end{equation*}
$$

which confirms the result obtained in [1]. One can also determine the expression of the NakajimaZwanzig memory kernel, whose Laplace transform is given by
where we have used the notation $z(t)=|G(t)|^{2}$, leading to

$$
\begin{array}{r}
\widehat{K}_{\mathrm{NZ}}^{\mathrm{Vac}}(u) \omega=+i \frac{\widehat{G_{I}}(u)}{{\widehat{G_{R}}}^{2}(u)+{\widehat{G_{I}}}^{2}(u)}\left[\sigma_{+} \sigma_{-}, \omega\right]+\left[\frac{1-u \hat{z}(u)}{\hat{z}(u)}\right]\left[\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right] \\
-\frac{1}{4}\left[\frac{1-u \hat{z}(u)}{\hat{z}(u)}+2\left(u-\frac{\widehat{G_{R}}(u)}{{\widehat{G_{R}}}^{2}(u)+{\widehat{G_{I}}}^{2}(u)}\right)\right]\left[\sigma_{z} \omega \sigma_{z}-\omega\right] \tag{3.83}
\end{array}
$$

For the case of a single mode the correlation function considered in Eq. (3.79) explicitly becomes

$$
\begin{equation*}
f^{1}(t)=g^{2} e^{i \Delta t} \tag{3.84}
\end{equation*}
$$

where the superscript again stresses the fact that a single mode is considered. The solution of the integrodifferential Eq. (3.78) is then exactly given by the function $G^{1}(t)$ introduced in Eq. (3.72). As it should be, Eq. (3.73) and Eq. (3.74) are obtained from Eq. (3.81) and Eq. (3.83) under the replacement $G(t) \rightarrow G^{1}(t)$, which corresponds to the special choice of a single mode bath.
These results already allow for a few important remarks. We first notice that the different operator contributions appearing in the various time-local and integral kernels are multiplied by different time dependent functions $[75,76]$. More than this, for the same model different sets of equations of motion can have different operator structures, as it appears comparing, e.g., the time-convolutionless and Nakajima-Zwanzig results for the vacuum Eq. (3.73) and Eq. (3.74) or, in the case of a bath of oscillators, Eq. (3.81) and Eq. (3.83). The present analysis shows that this asymmetry, already noticed in [77], depends on the choice of environmental state. For the present model it only appears in connection with the vacuum state, see Eqs. (3.70) and (3.71) for the case of a thermal state. This is an explicit example on how the choice of the initial state for the environment influences the operator structure of master equations. Indeed, while the disappearance of the term corresponding to excitation of the two-level system is obvious on physical grounds, when considering as bath state the vacuum, the vanishing of the coefficient in front of the dephasing term $\sigma_{z} \rho(t) \sigma_{z}-\rho(t)$ is a peculiar feature of the time-convolutionless master equation.

### 3.2.4 Perturbative expansion of the time-local master equation for a thermal bath

The analysis performed so far can give useful indications in order to deal with more complex situations where the exact solution of the total dynamics is no longer available. Let us consider a generalization of the previous model, namely a two level system coupled, via a Jaynes-Cummings
interaction, to a bath of harmonic oscillators initially in a thermal state. In this case a perturbative expansion of the total unitary dynamics is needed. In particular, we perform the expansion of the time-convolutionless master equation which has been obtained via projection operator techniques, see Eqs. (3.14) with $\mathcal{K}_{T C L}(t)$ as in Eq. (3.15) and $\mathcal{I}(t)=0$ since we are assuming a product initial state. In this paragraph we explicitly calculate the second order of the expansion, while the fourth order is derived in Appendix A.
Before moving to the specific case under investigation, we briefly present the general perturbative expansion of time-local generators defined via projection operator techniques. For the analogous discussion on integrodifferential equations the reader is referred to [1], while a different perturbative expansion for reduced-system dynamics is presented in [78]. We introduce a dimensionless expansion parameter $\alpha$, redefining $H_{I} \rightarrow \alpha H_{I}$, so that $L(t) \rightarrow \alpha L(t)$ and then $\Sigma(t) \rightarrow \alpha \Sigma(t)$, see Eq. (3.12). Since $\Sigma(t)$ is equal to 0 for $t=t_{0}=0$ and for $\alpha=0$, one concludes that $1-\Sigma(t)$ can always be inverted on short time scales and for small coupling $\alpha$. By further assuming that $\Sigma(t)$ may be expanded into a geometric series

$$
\begin{equation*}
[1-\Sigma(t)]^{-1}=\sum_{n=0}^{\infty}[\Sigma(t)]^{n}, \tag{3.85}
\end{equation*}
$$

Eq. (3.15) becomes

$$
\begin{equation*}
\mathcal{K}_{T C L}(t)=\alpha \sum_{n=0}^{\infty} P L(t)[\Sigma(t)]^{n} P=\sum_{n=1}^{\infty} \alpha^{n} \mathcal{K}_{T C L}^{(n)}(t) . \tag{3.86}
\end{equation*}
$$

To determine the contribution $\mathcal{K}_{T C L}^{(n)}(t)$ of $n$-th order in $\alpha$, one expands also $\Sigma(t)$ in powers of $\alpha$ :

$$
\begin{equation*}
\Sigma(t)=\sum_{n=1}^{\infty} \alpha^{n} \Sigma^{(n)}(t) \tag{3.87}
\end{equation*}
$$

Then, Eq. (3.86) implies the following equalities, up to fourth order:

$$
\begin{align*}
\mathcal{K}_{T C L}^{(1)}(t) & =P L(t) P \\
\mathcal{K}_{T C L}^{(2)}(t) & =P L(t) \Sigma^{(1)}(t) P \\
\mathcal{K}_{T C L}^{(3)}(t) & =P L(t)\left\{\left[\Sigma^{(1)}(t)\right]^{2}+\Sigma^{(2)}(t)\right\} P \\
\mathcal{K}_{T C L}^{(4)}(t) & =P L(t)\left\{\left[\Sigma^{(1)}(t)\right]^{3}+\Sigma^{(1)}(t) \Sigma^{(2)}(t)+\Sigma^{(2)}(t) \Sigma^{(1)}(t)+\Sigma^{(3)}(t)\right\} P, \tag{3.88}
\end{align*}
$$

where the terms $\Sigma^{(n)}(t)$ are obtained from Eq. (3.12) by expanding the propagators $D(t, s)$ and $G(t, s)$ in powers of $\alpha$. The second order contribution in Eq. (3.88), for example, reads

$$
\begin{equation*}
\mathcal{K}_{T C L}^{(2)}(t)=\int_{0}^{t} \mathrm{~d} t_{1} P L(t) L\left(t_{1}\right) P \tag{3.89}
\end{equation*}
$$

A general expression for the $n$-th order contribution $\mathcal{K}_{T C L}^{(n)}(t)$ can be derived by cumulant expansions $[79,80,1]$.

Let us apply this general analysis to the dynamics of a two-level system interacting through Eqs. (3.48), (3.75) and (3.76) with a bath of harmonic oscillators initially in a thermal state $\rho_{E}$, such that $\left[\rho_{E}, \hat{n}\right]=0$. In interaction picture

$$
\begin{equation*}
H_{I}(t)=\sigma_{+}(t) \otimes B(t)+\sigma_{-}(t) \otimes B^{\dagger}(t), \tag{3.90}
\end{equation*}
$$

with

$$
\begin{align*}
\sigma_{ \pm}(t) & =\mathrm{e}^{ \pm i \omega_{0} t} \sigma_{ \pm} \\
B(t) & =\sum_{k} g_{k} b_{k} \mathrm{e}^{-i \omega_{k} t} \tag{3.91}
\end{align*}
$$

For this Hamiltonian one can see that the first as well as the third order contributions to the expansion of the time-local generator vanish. From Eqs. (3.3) and (3.89) one immediately obtains the second order contribution to the time-convolutionless master equation for the reduced dynamics according to

$$
\begin{equation*}
K_{\mathrm{TCL}}^{(2)}(t) \rho(t)=\operatorname{tr}_{E}\left\{\int_{0}^{t} d t_{1} L(t) L\left(t_{1}\right) \rho(t) \otimes \rho_{E}\right\} \tag{3.92}
\end{equation*}
$$

The second order contribution Eq. (3.92) can be expressed by means of the following two correlation functions:

$$
\begin{equation*}
f\left(t-t_{1}\right)=\mathrm{e}^{i \omega_{0}\left(t-t_{1}\right)} \operatorname{tr}_{E}\left\{B(t) B^{\dagger}\left(t_{1}\right) \rho_{E}\right\}=\sum_{k}\left|g_{k}\right|^{2} \mathrm{e}^{i\left(\omega_{0}-\omega_{k}\right)\left(t-t_{1}\right)}\left\langle n_{k}+1\right\rangle_{E}, \tag{3.93}
\end{equation*}
$$

which corresponds to Eq. (3.79) if the bath is in the vacuum state, and

$$
\begin{equation*}
g\left(t-t_{1}\right)=\mathrm{e}^{-i \omega_{0}\left(t-t_{1}\right)} \operatorname{tr}_{E}\left\{B^{\dagger}(t) B\left(t_{1}\right) \rho_{E}\right\}=\sum_{k}\left|g_{k}\right|^{2} \mathrm{e}^{-i\left(\omega_{0}-\omega_{k}\right)\left(t-t_{1}\right)}\left\langle n_{k}\right\rangle_{E} \tag{3.94}
\end{equation*}
$$

which vanishes in the vacuum. In terms of these functions one has

$$
\begin{align*}
P L\left(t_{\alpha}\right) L\left(t_{\beta}\right) P \omega \otimes \rho_{E}= & -\left[f\left(t_{\alpha}-t_{\beta}\right) \sigma_{+} \sigma_{-} \omega+f^{*}\left(t_{\alpha}-t_{\beta}\right) \omega \sigma_{+} \sigma_{-}\right.  \tag{3.95}\\
& +g\left(t_{\alpha}-t_{\beta}\right) \sigma_{-} \sigma_{+} \omega+g^{*}\left(t_{\alpha}-t_{\beta}\right) \omega \sigma_{-} \sigma_{+} \\
& \left.-2 \operatorname{Re} f\left(t_{\alpha}-t_{\beta}\right) \sigma_{-} \omega \sigma_{+}-2 \operatorname{Re} g\left(t_{\alpha}-t_{\beta}\right) \sigma_{+} \omega \sigma_{-}\right] \otimes \rho_{E} .
\end{align*}
$$

This result is sufficient to obtain the time-convolutionless master equation up to second order: upon inserting Eq. (3.95) in Eq. (3.92) one gets

$$
\begin{align*}
K_{\mathrm{TCL}}^{(2)}(t) \rho(t)= & -i\left[\mathfrak{f}_{I}(t)+\mathfrak{g}_{I}(t)\right]\left[\sigma_{+} \sigma_{-}, \rho(t)\right]+2 \mathfrak{f}_{R}(t)\left[\sigma_{+} \rho(t) \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \rho(t)\right\}\right] \\
& +2 \mathfrak{g}_{R}(t)\left[\sigma_{-} \rho(t) \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho(t)\right\}\right] \tag{3.96}
\end{align*}
$$

where we have set

$$
\begin{align*}
\mathfrak{f}(t) & =\int_{0}^{t} d t_{1} f\left(t-t_{1}\right) \\
\mathfrak{g}(t) & =\int_{0}^{t} d t_{1} g\left(t-t_{1}\right) \tag{3.97}
\end{align*}
$$

denoting as usual real and imaginary parts with the subscripts $R$ and $I$ respectively.
We thus see that that the possibility to express all relevant functions appearing in the master equation with reference to the single correlation function $f(t)$ is a special feature of the two-level system coupled to the vacuum. Furthermore, we have seen that in the case of a single mode of the radiation field the time-convolutionless generator has a different operator structure with respect to the Nakajima-Zwanzig memory kernel only for the case of the vacuum, as it appears comparing Eq. (3.73) and Eq. (3.74), while this is no longer true for a thermal state, see Eqs. (3.70) and (3.71). This strongly suggests that the asymmetry in the operator structure of Eq. (3.81) and Eq. (3.83) in the case of a bath of harmonic oscillators is also due to the vacuum initial environmental state. However, we can see from Eq. (3.96) that the second order is not enough to confirm this fact. The necessity to go up to the fourth perturbative order is immediately clear looking at the interaction Hamiltonian in Eq. (3.76), and observing that the dephasing term, as it appears from Eq. (3.69), involves a quadrilinear contribution in the raising and lowering operators $\sigma_{+}$and $\sigma_{-}$. This task has been accomplished in Appendix F, leading to the result

$$
\begin{align*}
K_{\mathrm{TCL}}^{D}(t) \rho(t)= & i \operatorname{Im} \gamma_{s}(t)\left[\sigma_{+} \sigma_{-}, \rho(t)\right]+\gamma_{+}(t)\left[\sigma_{+} \rho(t) \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \rho(t)\right\}\right]  \tag{3.98}\\
& +\gamma_{-}(t)\left[\sigma_{-} \rho(t) \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho(t)\right\}\right]+\frac{1}{4} \gamma_{d}(t)\left[\sigma_{z} \rho(t) \sigma_{z}-\rho(t)\right]
\end{align*}
$$

and the detailed expression of the various coefficients in terms of two- and four-points correlation functions of the system can be found in Eq. (F.9) of Appendix F. This result shows that indeed the disappearance of the dephasing term in the time-convolutionless master equation for the vacuum is a very special feature of this choice of the bath state.

### 3.3 Master equations and complete positivity

In the previous section, we have presented a simple example of how to obtain a master equation that properly describes the dynamics of an open system. More generally, starting from the total unitary evolution, one performs an average over the degrees of freedom of the environment by means of partial trace, introducing some suitable approximations which depend in a crucial way on details of the system and interaction. These approximations determine the conditions under which the resulting master equation is expected to provide a realistic description of the dynamics under investigation. However, since the equivalence with the full unitary evolution has been lost, the complete positivity and even the positivity of the evolution are no longer guaranteed. It is then of paramount importance to introduce general criteria that allow to identify those master equations
which do provide a well-defined description of the reduced dynamics.
A very important result has been obtained for completely positive quantum dynamical semigroups: the expression of the generators of such semigroups, which gives the master equation for the reduced statistical operator, has been in fact fully characterized $[14,15]$. The resulting master equation, which is called Gorini-Kossakowski-Sudarshan-Lindblad equation, or often simply Lindblad equation, is a valuable reference structure in the study of open-system dynamics. The physical meaning of quantum dynamical semigroups relies on the fact that, generally speaking, they describe dynamics in which the memory effects due to the interaction with the environment can be neglected. For this reason they are often referred to as quantum Markovian dynamics and they are interpreted as the quantum counterpart of classical Markovian stochastic processes. Nevertheless, the concept of Markovianity in the quantum setting is quite subtle and it is not as firmly established as in the classical case, as we will see in the next chapter where the relation between classical stochastic processes and quantum Markovian dynamics is discussed in detail.

### 3.3.1 Dynamical semigroups: the Gorini-Kossakowski-Sudarshan-Lindblad equation

A completely positive quantum dynamical semigroup is a strongly continuous one-parameter semigroup of completely positive trace preserving linear maps on the set of trace class operators [81, 14]. We have reported in Appendix B some results on the theory of one-parameter semigroups which will be useful in the following. Here, we consider a one-parameter family of reduced dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$, with fixed initial time $t_{0}=0$. According to Eq. (B.1), this is a one-parameter semigroup if it satisfies the following conditions:

$$
\begin{align*}
& \Lambda(0,0)=\mathbb{1} \\
& \Lambda(t, 0) \Lambda(s, 0)=\Lambda(t+s, 0) \quad \forall t, s \geq 0 \tag{3.99}
\end{align*}
$$

Completely positive quantum dynamical semigroups represent an important and general class of quantum evolutions that can be fully characterized. A basic role is here played by complete positivity. It is in fact the request that every dynamical map $\Lambda(t, 0)$ satisfies such condition, stronger than the simple positivity, that allows to explicitly characterize the generator of the semigroup. This is due to the well-known Gorini-Kossakowski-Sudarshan-Lindblad theorem, which in the finite dimensional case reads [14]:

Theorem (GKSL) A linear operator $L$ on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ is the generator ${ }^{7}$ of a completely positive quantum dynamical semigroup $\{\Lambda(t, 0)\}_{t \geq 0}$, with

$$
\begin{equation*}
\Lambda(t, 0)=\mathrm{e}^{L t} \tag{3.100}
\end{equation*}
$$

[^13]if and only if it can be written in the form
\[

$$
\begin{equation*}
L \omega=-i[H, \omega]+\sum_{\alpha=1}^{N^{2}-1} \gamma_{\alpha}\left(\sigma_{\alpha} \omega \sigma_{\alpha}^{\dagger}-\frac{1}{2}\left\{\sigma_{\alpha}^{\dagger} \sigma_{\alpha}, \omega\right\}\right) \quad \omega \in \mathcal{L}\left(\mathbb{C}^{N}\right) \tag{3.101}
\end{equation*}
$$

\]

with $\gamma_{\alpha} \geq 0, H=H^{\dagger}, \sigma_{\alpha} \in \mathcal{L}\left(\mathbb{C}^{N}\right)$.
The theorem extends to infinite dimensional Hilbert spaces [15] if the one-parameter semigroup $\{\Lambda(t, 0)\}_{t \geq 0}$ is norm continuous. As stated in Appendix B this corresponds to a bounded generator ${ }^{8}$.

We do not give here the full proof of the theorem, but let us make the following remarks. From the analysis of the previous section, it is clear that the trace and hermiticity preservation implies that the generator $L$ of the semigroup in Eq. (3.100) has to be as in Eq. (3.101), but without fixing any constraint on the sign of the coefficients $\gamma_{\alpha}$, see Eqs. (3.35) and (3.37). Then, taking into account the theorem by Kossakowski in Appendix B and by means of a proper choice of mutually orthogonal projectors, one can see that the coefficients $\gamma_{\alpha}$ are positive if the linear map $L \otimes \mathbb{1}$ satisfies the conditions in Eqs. (B.9) and (B.10), thus generating a positive semigroup. Indeed, $L \otimes \mathbb{1}$ generates the semigroup $\{\Lambda(t, 0) \otimes \mathbb{1}\}_{t \geq 0}$, so that the positivity of the coefficients $\gamma_{\alpha}$ does correspond to the complete positivity of the maps $\Lambda(t, 0)$, rather than to their positivity. On the other hand, the complete positivity of the map $\Lambda(t, 0)$ in Eq. (3.100) for $L$ as in Eq. (3.101) can be shown as follows. Let us decompose $L$ as $L=B+C$, with

$$
\begin{align*}
& B \omega=-i[H, \omega]-\frac{1}{2} \sum_{\alpha} \gamma_{\alpha}\left\{\sigma_{\alpha}^{\dagger} \sigma_{\alpha}, \omega\right\}=-i\left(H_{\mathrm{eff}} \omega-\omega H_{\mathrm{eff}}^{\dagger}\right) \\
& C \omega=\sum_{\alpha} \gamma_{\alpha} \sigma_{\alpha} \omega \sigma_{\alpha}^{\dagger} \tag{3.102}
\end{align*}
$$

where we introduced an effective non-hermitian Hamiltonian $H_{\text {eff }}=H-\frac{i}{2} \sum_{\alpha} \sigma_{\alpha}^{\dagger} \sigma_{\alpha}$ and a completely positive map $C$. Therefore, introducing $R(t)=\mathrm{e}^{B t}$, that is

$$
\begin{equation*}
R(t) \omega=\mathrm{e}^{B t} \omega=\mathrm{e}^{-i H_{\mathrm{eff}} t} \omega \mathrm{e}^{i H_{\mathrm{eff}}^{\dagger} t} \tag{3.103}
\end{equation*}
$$

and since $\mathrm{d} \Lambda(t, 0) / \mathrm{d} t=L \Lambda(t, 0)$, one has

$$
\begin{equation*}
\Lambda(t, 0)=R(t)+\int_{0}^{t} \mathrm{~d} s R(t-s) C \Lambda(s, 0)=R(t)+(R \star C \Lambda)(t), \tag{3.104}
\end{equation*}
$$

where the symbol $\star$ indicates the convolution in time. This equation can be iterated, thus yielding a Dyson expansion of the form

$$
\begin{equation*}
\Lambda(t, 0)=R(t)+(R \star C R)(t)+(R \star C R \star C R)(t)+\ldots \tag{3.105}
\end{equation*}
$$

[^14]From Eq. (3.105) one can directly see that the map $\Lambda(t, 0)$ is completely positive, because such are by construction $R(t)$ as well as $C$, and complete positivity is preserved under addition and convolution.
Note that the generator $L$ does not uniquely fix the operators $H$ and $\sigma_{\alpha}$. In fact, the generator $L$ is invariant under a unitary transformation of the set of operators

$$
\begin{equation*}
\sqrt{\gamma_{\alpha}} \sigma_{\alpha} \mapsto \sqrt{\tilde{\gamma}_{\alpha}} \tilde{\sigma}_{\alpha}=\sum_{\beta=1}^{N^{2}-1} u_{\alpha \beta} \sqrt{\gamma_{\beta}} \sigma_{\beta} \tag{3.106}
\end{equation*}
$$

with $u_{\alpha \beta}$ entries of a $N^{2}-1 \times N^{2}-1$ unitary matrix, and under inhomogeneous transformations

$$
\begin{align*}
\sigma_{\alpha} & \mapsto \quad \tilde{\sigma}_{\alpha}=\sigma_{\alpha}+a_{\alpha} \\
H & \mapsto \quad \tilde{H}=H+\frac{1}{2 i} \sum_{\alpha} \gamma_{\alpha}\left(a_{\alpha}^{*} \sigma_{\alpha}-a_{\alpha} \sigma_{\alpha}^{\dagger}\right)+b \tag{3.107}
\end{align*}
$$

where $a_{\alpha}$ are complex numbers and $b$ is real. The diagonal form obtained by diagonalizing the coefficient matrix in Eq. (3.35) is the canonical form of the generator.
By virtue of Eqs. (3.100) and (3.101), the master equation corresponding to the one-parameter semigroup $\{\Lambda(t, 0)\}_{t \geq 0}$ is

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho(t)=L \rho(t)=-i[H, \rho(t)]+\sum_{\alpha=1}^{N^{2}-1} \gamma_{\alpha}\left(\sigma_{\alpha} \rho(t) \sigma_{\alpha}^{\dagger}-\frac{1}{2}\left\{\sigma_{\alpha}^{\dagger} \sigma_{\alpha}, \rho(t)\right\}\right) \tag{3.108}
\end{equation*}
$$

with $\gamma_{\alpha} \geq 0, H=H^{\dagger}$, and $\sigma_{\alpha} \in \mathcal{L}\left(\mathbb{C}^{N}\right)$. This is called Gorini-Kossakowski-SudarshanLindblad equation, or often simply Lindblad equation and the linear operators $\sigma_{\alpha}$ are usually called Lindblad operators. The formal solution of the Lindblad equation can be written by means of Eq. (3.105) as
$\rho(t)=\Lambda(t, 0) \rho(0)=R(t) \rho(0)+\sum_{k=1}^{\infty} \int_{0}^{t} \mathrm{~d} t_{k} \ldots \int_{0}^{t_{2}} \mathrm{~d} t_{1} R\left(t-t_{k}\right) C R\left(t_{k}-t_{k-1}\right) \ldots C R\left(t_{1}\right) \rho(0)$.

From a physical point of view, indeed the crucial problem is to determine under which conditions an open-system dynamics can be actually described by means of a semigroup. Generally, this problem is more conveniently faced by working with the master equation, trying to introduce physically motivated approximations which lead from the Hamiltonian dynamics of the total system to a master equation in the Lindblad form, see for example [1, 82, 46]. The typical assumption underlying such a microscopic derivation of a semigroup dynamics is that the environmental excitations due to the interaction with the open system decay on a time scale which is negligible with respect to the time scale characterizing the evolution of the open system. Being $\tau_{S}$ the relaxation time of the open system and $\tau_{E}$ the time scale over which the environmental correlation functions decay, this assumption, known as Markov condition, is expressed as

$$
\begin{equation*}
\tau_{E} \ll \tau_{S} \tag{3.110}
\end{equation*}
$$

If Eq. (3.110) is satisfied, one can describe the evolution of the open system on a coarse-grained time scale such that the environmental excitations decay over times which are not resolved. The environment quickly forgets any information coming from the open system via the interaction, so that on a proper coarse-grained time scale the memory effects in the evolution of the open system can be safely neglected: the influence that the open system has on the environment cannot affect the open system back again ${ }^{9}$. It is then clear the analogy with classical Markovian processes, which are, naively speaking, the stochastic processes without memory. The precise definitions of both classical Markovian stochastic processes and quantum Markovian dynamics are presented in the next chapter, together with a deeper analysis of the connection between them.
Let us note that the Markov condition in Eq. (3.110) is usually not sufficient in order to guarantee that the reduced dynamics can be described by means of a semigroup. One generally needs for further approximations, that ultimately depend on the specific model under investigation. An explicit example for the dynamics of a massive particle interacting with a low density background gas will be given in Chapter 6. Nevertheless, there are mathematically well-defined limiting procedures that can be applied to whole classes of reduced dynamics, whenever some general conditions on environmental correlation functions are satisfied; namely, the weak-coupling limit [83, 84] and the singular-coupling limit [85, 86].

### 3.3.2 Time-dependent Lindblad equation

A direct generalization of the Lindblad equation is obtained if we allow the Lindblad operators as well as the coefficients $\gamma_{\alpha}$ in Eq. (3.108) to be time dependent, provided the latter always stays positive. Consider thus the master equation
$\frac{\mathrm{d}}{\mathrm{d} t} \rho(t)=L(t) \rho(t)=-i[H(t), \rho(t)]+\sum_{\alpha=1}^{N^{2}-1} \gamma_{\alpha}(t)\left(\sigma_{\alpha}(t) \rho(t) \sigma_{\alpha}^{\dagger}(t)-\frac{1}{2}\left\{\sigma_{\alpha}^{\dagger}(t) \sigma_{\alpha}(t), \rho(t)\right\}\right)$,
with $\gamma_{\alpha}(t) \geq 0, H(t)=H^{\dagger}(t)$, and $\sigma_{\alpha}(t) \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ for any $t \geq 0$. We will use the name timedependent Lindblad equation for time-local master equations of the form as in Eq. (3.111), with positive coefficients $\gamma_{\alpha}(t)$. Recall that any time-local master equation $\mathrm{d} \rho(t) / \mathrm{d} t=K_{\mathrm{TCL}}(t) \rho(t)$ can be written by relaxing the request that $\gamma_{\alpha}(t) \geq 0$, see Sec. (3.1) and in particular Eq. (3.41). By performing a Dyson expansion totally analogous to that of the previous paragraph, one can see that the dynamical map corresponding to Eq. (3.111),

$$
\begin{equation*}
\Lambda(t, 0)=T_{\leftarrow} \exp \left[\int_{0}^{t} \mathrm{~d} \tau L(\tau)\right], \tag{3.112}
\end{equation*}
$$

is completely positive. Explicitly, let $L(t)$ be decomposed as $L(t)=B(t)+C(t)$, with

$$
\begin{align*}
B(t) \omega & =-i[H(t), \omega]-\frac{1}{2} \sum_{\alpha} \gamma_{\alpha}(t)\left\{\sigma_{\alpha}^{\dagger}(t) \sigma_{\alpha}(t), \omega\right\} \\
C(t) \omega & =\sum_{\alpha} \gamma_{\alpha}(t) \sigma_{\alpha}(t) \omega \sigma_{\alpha}^{\dagger}(t) \tag{3.113}
\end{align*}
$$

[^15]and let $R(t, s)$ be the solution of the equation $\mathrm{d} R(t, s) / \mathrm{d} t=B(t) R(t, s)$, with $R(t, t)=\mathbb{1}$ and $t \geq s \geq 0$, i.e.
\[

$$
\begin{equation*}
R(t, s)=T_{\leftarrow} \exp \left[\int_{s}^{t} \mathrm{~d} \tau B(\tau)\right] \tag{3.114}
\end{equation*}
$$

\]

One has then the Dyson expansion

$$
\begin{equation*}
\Lambda(t, 0)=R(t, 0)+\sum_{k=1}^{\infty} \int_{0}^{t} \mathrm{~d} t_{k} \ldots \int_{0}^{t_{2}} \mathrm{~d} t_{1} R\left(t, t_{k}\right) C\left(t_{k}\right) R\left(t_{k}, t_{k-1}\right) \ldots C\left(t_{1}\right) R\left(t_{1}, 0\right) \tag{3.115}
\end{equation*}
$$

Indeed, $\Lambda(t, 0)$ is completely positive since such are by construction both $B(t)$ and $C(t)$. Note that the positivity of the coefficients $\gamma_{\alpha}(t)$ is crucial for the complete positivity of $C(t)$.
One-parameter families of dynamical maps generated by time-dependent Lindblad equations have the remarkable property to be $C P$-divisible ( CP standing for completely positive). A one-parameter family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ is defined to be CP-divisible if for any $t \geq s \geq 0$ the CPT map $\Lambda(t, 0)$ can be written as the composition of two CPT maps $\Lambda(t, s)$ and $\Lambda(s, 0)$ :

$$
\begin{equation*}
\Lambda(t, 0)=\Lambda(t, s) \Lambda(s, 0) \tag{3.116}
\end{equation*}
$$

Note that at variance with [87] focusing on quantum channels, the notion of divisibility considered here refers to families of time-dependent dynamical maps. In particular, Eq. (3.116) is satisfied for $\Lambda(t, 0)$ as in Eq. (3.112) by virtue of the map

$$
\begin{equation*}
\Lambda(t, s)=T_{\leftarrow} \exp \left[\int_{s}^{t} \mathrm{~d} \tau L(\tau)\right] \tag{3.117}
\end{equation*}
$$

which is completely positive because of the positivity of the coefficients $\gamma_{\alpha}(t)$. We have seen that a time-dependent Lindblad equation yields a CP-divisible evolution. Under proper conditions, also the converse statement is true. In fact, one can prove [21] that, if the one-parameter family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ is CP-divisible according to Eq. (3.116) with a unique map $\Lambda(t, s)$ which depends smoothly enough on $t-s$, then the evolution of the state $\rho(t)$ is described by a time-dependent Lindblad equation.
We want to emphasize the following fact, which will play a basic role in the analysis performed in the next chapter. Given a generic one-parameter family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ one can always define a two-parameters family of linear maps through

$$
\begin{equation*}
\Lambda(t, s)=\Lambda(t, 0) \Lambda^{-1}(s, 0) \quad t \geq s \geq 0 \tag{3.118}
\end{equation*}
$$

for those times $s$ where the inverse map $\Lambda^{-1}(s, 0)$ exists. For these times, Eq. (3.118) is equivalent to Eq. (3.116), but the crucial point is that, in general, the maps $\Lambda(t, s)$ defined as in Eq. (3.118) are not completely positive. Consider a family of dynamical maps determined through Eq. (3.26) by a time-local generator $K_{\mathrm{TCL}}(t)$ as in Eq. (3.45). Then one can define a linear map $\Lambda(t, s)$ satisfying Eq. (3.118) as

$$
\begin{equation*}
\Lambda(t, s)=T_{\leftarrow} \exp \left[\int_{s}^{t} \mathrm{~d} \tau K_{\mathrm{TCL}}(\tau)\right] \tag{3.119}
\end{equation*}
$$

[compare with Eq. (3.117)], but $\Lambda(t, s)$ is not completely positive if its coefficients $k_{\alpha}(t)$ are not positive. The linear maps $\Lambda(t, s)$ defined in Eq. (3.118), usually called transition maps or propagators, are generally not even positive, but, by construction, they map states at time $s^{10}$ to states at time $t$, since Eq. (3.116) implies $\rho(t)=\Lambda(t, 0) \rho(0)=\Lambda(t, s) \rho(s)$.
Finally, let us make two more remarks. First, if the propagators $\Lambda(t, s)$ only depend on the difference $t-s$ between the two time variables, the property of CP-divisibility in Eq. (3.116) reduces to the semigroup property for the family of completely positive maps $\{\Lambda(t, 0)\}_{t \geq 0}$, see Eq. (3.99)

$$
\begin{equation*}
\Lambda(t+s)=\Lambda(t, 0) \Lambda(s, 0) \quad t, s \geq 0 \tag{3.120}
\end{equation*}
$$

Indeed, this is the case of a time-homogeneous master equations, that is the time-local generator $L(t)$ does not depend on time and so the Lindblad equation presented in the previous paragraph is recovered. One can then see CP -divisibility as a generalization of the semigroup property to the time inhomogeneous case and then the evolutions satisfying time-dependent Lindblad equations are often referred to as time-inhomogeneous (or time-dependent) Markovian dynamics. However, we will see in the next chapter how the relation with classical inhomogeneous Markovian processes is quite subtle.
Then, from Secs. (3.1) and (3.2) it should be not surprising that one can find CP-divisible oneparameter families of dynamical maps as solutions of integrodifferential master equations. The latter can be in fact equivalent to time-local master equations with positive coefficients $\gamma_{\alpha}(t)$. In the next chapter we will give some physically relevant examples, see e.g. Eqs. (4.72) and (4.79) and the discussion after Eq. (4.83).

### 3.3.3 Time-local master equations and complete positivity

Let us come back to the expression of a time-local master equation which is obtained by relaxing the condition $\gamma_{\alpha}(t) \geq 0$ in Eq. (3.111), see Eq. (3.45). The problem of establishing when complete positivity of the evolution is guaranteed becomes then much more involved. As already remarked, given a generic time-local master equation one cannot say with full generality when it provides a well-defined time evolution. In this paragraph, we want to show, by means of a simple example, some of the difficulties which are met in dealing with this problem.
Consider a time-local master equation for a two-level system, with

$$
\begin{align*}
K_{\mathrm{TCL}}(t) \omega= & i h(t)\left[\sigma_{+} \sigma_{-}, \omega\right]+\gamma_{+}(t)\left(\sigma_{+} \omega \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \omega\right\}\right)  \tag{3.121}\\
& +\gamma_{-}(t)\left(\sigma_{-} \omega \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \omega\right\}\right)+\gamma_{z}(t)\left(\sigma_{z} \omega \sigma_{z}-\rho(t)\right) .
\end{align*}
$$

Note that this time-local generator has the same operator structure as that presented in Sec. (3.2), however we are not here specifying any underlying microscopic model, so that the coefficients $h(t)$ and $\gamma_{\alpha}(t)$, with $\alpha=+,-, z$, are totally generic. The analysis of complete positivity starting

[^16]from a more general time-local master equation for a two-level system is reported in [88]. The matrix of coefficients $\mathrm{K}_{\mathrm{TCL}}(t)$ corresponding to the time-local generator $K_{\mathrm{TCL}}(t)$ in Eq. (3.121) can be expressed by means of the representation of linear maps given by Eqs. (2.41) and (2.42) as
\[

\mathrm{K}_{\mathrm{TCL}}(t)=\left($$
\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{3.122}\\
0 & -\gamma(t) & h(t) & 0 \\
0 & -h(t) & -\gamma(t) & 0 \\
\gamma_{+}(t)-\gamma_{-}(t) & 0 & 0 & -\gamma_{+}(t)-\gamma_{-}(t)
\end{array}
$$\right)
\]

where we introduced

$$
\begin{equation*}
\gamma(t) \equiv \frac{1}{2}\left(\gamma_{+}(t)+\gamma_{-}(t)\right)+2 \gamma_{z}(t) \tag{3.123}
\end{equation*}
$$

It is easy to see that the matrix

$$
\Lambda(t, 0)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.124}\\
0 & B(t) & C(t) & 0 \\
0 & -C(t) & B(t) & 0 \\
A(t) & 0 & 0 & D(t)
\end{array}\right)
$$

with

$$
\begin{align*}
A(t) & =D(t) \int_{0}^{t} \mathrm{~d} \tau D^{-1}(\tau)\left(\gamma_{+}(\tau)-\gamma_{-}(\tau)\right) \\
B(t) & =\mathrm{e}^{-\int_{0}^{t} \mathrm{~d} \tau \gamma(\tau)} \cos \left(\int_{0}^{t} \mathrm{~d} \tau h(\tau)\right) \\
C(t) & =\mathrm{e}^{-\int_{0}^{t} \mathrm{~d} \tau \gamma(\tau)} \sin \left(\int_{0}^{t} \mathrm{~d} \tau h(\tau)\right) \\
D(t) & =\mathrm{e}^{-\int_{0}^{t} \mathrm{~d} \tau\left(\gamma_{+}(\tau)+\gamma_{-}(\tau)\right)} \tag{3.125}
\end{align*}
$$

satisfies $\mathrm{d} \Lambda / \mathrm{d} t \Lambda^{-1}(t)=\mathrm{K}_{\mathrm{TCL}}(t)$ with $\Lambda(0)=\mathbb{1}$. That is, the linear map $\Lambda(t, 0)$ with matrix representation as in Eqs. (3.124) and (3.125) is the evolution map corresponding to the time-local master equation in Eq. (3.121), see Sec. (3.1) and in particular the discussion of Eq. (3.19). The most direct way in order to check the complete positivity of the linear map $\Lambda(t, 0)$ is to calculate the related Choi matrix, see Eq. (2.66). For $\Lambda(t, 0)$ as in Eq. (3.124), the Choi matrix is given by

$$
\Lambda_{\text {Choi }}(t)=\frac{1}{2}\left(\begin{array}{cccc}
1+A(t)+D(t) & 0 & 0 & 2(B(t)+i C(t))  \tag{3.126}\\
0 & 1-A(t)-D(t) & 0 & 0 \\
0 & 0 & 1+A(t)-D(t) & 0 \\
2(B(t)-i C(t)) & 0 & 0 & 1-A(t)+D(t)
\end{array}\right)
$$

The linear map $\Lambda(t, 0)$ is completely positive if and only if its Choi matrix is positive definite, that is if and only if the eigenvalues of the matrix in Eq (3.126) are positive. By using Eq. (3.125), one can see that this is equivalent to the following conditions

$$
\begin{align*}
& 1+D(t) \geq \sqrt{\left(D(t) \int_{0}^{t} \mathrm{~d} \tau D^{-1}(\tau)\left(\gamma_{+}(\tau)-\gamma_{-}(\tau)\right)\right)^{2}+4 \mathrm{e}^{-2 \int_{0}^{t} \mathrm{~d} \tau \gamma(\tau)}} \\
& 1-D(t) \tag{3.127}
\end{align*}
$$

Note that, for this specific situation, the Hamiltonian part of the master equation does not affect the complete positivity of $\Lambda(t, 0)$. For simplicity, let us focus on the case where the sum $\gamma_{+}(t)+\gamma_{-}(t)$ equals a positive constant $c \geq 0$,

$$
\begin{equation*}
\gamma_{+}(t)+\gamma_{-}(t)=c \geq 0 \tag{3.128}
\end{equation*}
$$

and $\gamma_{z}(t)$ is constant and positive as well. Then, one can see that a necessary and sufficient condition for Eq. (3.127) to be satisfied is

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{c \tau} \gamma_{-}(\tau) \in\left[0, \mathrm{e}^{c t}-1\right] \quad \forall t \tag{3.129}
\end{equation*}
$$

This condition can be read by saying that "on average" the coeffcient $\gamma_{-}(t)$ is between 0 and $c$, so that "on average" both $\gamma_{-}(t)$ and $\gamma_{+}(t)$ are positive. Consider now a function $f(t)$ such that ${ }^{11}$

$$
\begin{align*}
0 \leq & \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{c \tau} f(\tau) \leq \mathrm{e}^{c t}-1 \\
& \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{2 c \tau} f(\tau) \geq \frac{\mathrm{e}^{2 c t}-1}{2} \tag{3.130}
\end{align*}
$$

and two time-local generators $K_{\mathrm{TCL}}^{(1)}(t)=K_{\mathrm{TCL}}^{(2)}(t)$ as in Eq. (3.121), with coefficients $\gamma_{+}(t)$ and $\gamma_{-}(t)$ satisfying Eq. (3.128) and $\gamma_{z}(t)=\gamma_{z} \geq 0$. Setting $\gamma_{-}(t)=f(t)$, we then have a simple example of two time-local generators, $K_{\mathrm{TCL}}^{(1)}(t)$ and $K_{\mathrm{TCL}}^{(2)}(t)$, which individually lead to well-defined completely positive dynamics, but whose sum $K_{\mathrm{TCL}}^{(1)}(t)+K_{\mathrm{TCL}}^{(2)}(t)$ represents a time-local generator that does not preserve complete positivity.
We have thus seen how the set of time-local generators that provide completely positive dynamical maps is not closed under addition. This is a crucial difference with respect to the (time-dependent) Lindblad generators, which can be safely summed by virtue of the positive coefficients. Indeed, this is of great relevance also for a phenomenological approach to the characterization of opensystems dynamics. Given a time-local master equation which yields a well-defined evolution, there is not a simple way in order to include other operator terms that describe different dissipative effects on the open system. Even if the individual terms do guarantee the complete positivity, the overall master equation can be ill-defined. On the same footing one cannot safely remove any term from a well-defined time-local generator since, in general, the presence of each term is crucial for preserving complete positivity of the time evolution.
Finally, let us mention that some general results on the preservation of complete positivity can be derived for time-local generators which commute at different times, see Sec. (3.1.2) and the references therein. In this case the chronological time-ordering operator in Eq. (3.26) simplifies, so that the dynamical map $\Lambda(t, 0)$ is simply given by

$$
\begin{equation*}
\Lambda(t, 0)=\exp \left[\int_{0}^{t} \mathrm{~d} \tau K_{\mathrm{TCL}}(\tau)\right] . \tag{3.131}
\end{equation*}
$$

[^17]It is then clear that if $\int_{0}^{t} \mathrm{~d} \tau K_{\mathrm{TCL}}(\tau)$ has a Lindblad structure for any $t \geq 0$, then $\Lambda(t, 0)$ is completely positive. Take for example the case of a time-local generator of the form $K_{\mathrm{TCL}}(t)=$ $\sum_{\alpha} k_{\alpha}(t) K_{\alpha}$, with $\left[K_{\alpha}, K_{\beta}\right]=0$. Then

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d} \tau k_{\alpha}(\tau) \geq 0 \quad \forall \alpha \tag{3.132}
\end{equation*}
$$

implies that $\Lambda(t, 0)$ as in Eq. (3.131) is completely positive. Note that in general, Eq. (3.132) is not a sufficient condition for the complete positivity of the corresponding evolution, as one can easily see by means of the example previously discussed.

### 3.3.4 From Lindblad structure to completely positive integrodifferential master equations

In the previous paragraph, we have shown some of the problems which are met when trying to determine whether a generic time-local master equation guarantees a completely positive evolution. Indeed, fully analogous considerations hold for integrodifferential master equations. Moreover, as one can see for example from the analysis of Sec. (3.2), well-defined integrodifferential master equations cannot be generally obtained simply by taking the convolution of a Lindblad generator with a single integral kernel [89]. In this paragraph, we generalize the Dyson expansion described in Secs. (3.3.1) and (3.3.2) to integrodifferential master equations. This allows us to present a class of non-local master equations that do yield well-defined time evolutions.
Consider an integrodifferential master equation as in Eq. (3.46), with generic linear operators $\sigma_{\alpha}(t)$ and real coefficients $r_{\alpha}(t)$, while $H^{\dagger}(t)=H(t)$. Indeed, if the memory kernel is proportional to a $\delta$-function through the relation $K_{\mathrm{NZ}}(t)=2 \delta(t) L$, one recovers the Lindblad master equation. We can now proceed exactly as done for the Lindblad generator and for its local time dependent generalization, in order to obtain a Dyson expansion of the corresponding dynamical map $\Lambda(t, 0)$. Following also [90, 68, 91], let us decompose the memory kernel as $K_{\mathrm{NZ}}(t)=B(t)+C(t)$, with $B(t)$ and $C(t)$ as in Eq. (3.113), where $\gamma_{\alpha}(t)$ is replaced by $r_{\alpha}(t)$. Let $R(t)$ be the solution of $\mathrm{d} R(t) / \mathrm{d} t=\int_{0}^{t} \mathrm{~d} \tau B(t-\tau) R(\tau)$, with $R(0)=\mathbb{1}$, that is, introducing the Laplace transform as in Eq. (3.20),

$$
\begin{equation*}
\widehat{R}(u)=\frac{1}{u-\widehat{B}(u)} \tag{3.133}
\end{equation*}
$$

Then, since the Laplace transform $\widehat{\Lambda}(u)$ of $\Lambda(t, 0)$ satisfies Eq. (3.27), one has

$$
\begin{equation*}
\widehat{\Lambda}(u)=\widehat{R}(u)+\widehat{R}(u) \widehat{C}(u) \widehat{\Lambda}(u) \tag{3.134}
\end{equation*}
$$

or, going back to the time domain,

$$
\begin{equation*}
\Lambda(t, 0)=R(t)+(R \star C \star \Lambda)(t) \tag{3.135}
\end{equation*}
$$

This leads to the Dyson expansion

$$
\begin{equation*}
\Lambda(t, 0)=R(t)+(R \star C \star R)(t)+(R \star C \star R \star C \star R)+\ldots \tag{3.136}
\end{equation*}
$$

This formal expansion tells us that if $R(t)$ and $C(t)$ are completely positive, then so is $\Lambda(t, 0)$. Furthermore, the same holds under the weaker condition that $R(t)$ and $(R \star C)(t)$ are completely positive. This means that one can have completely positive maps $\Lambda(t, 0)$ even if the coefficients $r_{\alpha}(t)$ in the memory kernel take on negative values.
To be explicit, let us consider the case in which $B(t)$ can be diagonalized in a fixed basis, and in particular it holds

$$
\begin{align*}
H(t) & =\sum_{k} \epsilon_{k}(t)|k\rangle\langle k| \\
\sum_{\alpha} r_{\alpha}(t) \sigma_{\alpha}^{\dagger}(t) \sigma_{\alpha}(t) & =\sum_{k} b_{k}(t)|k\rangle\langle k| \tag{3.137}
\end{align*}
$$

Moreover, take $r_{\alpha}(t) \geq 0$, so that $C(t)$ is a completely positive map and the eigenvalues $b_{k}(t)$ must be positive as well. We can now write $R(t)$ in terms of matrices of functions

$$
\begin{equation*}
R(t) \omega=\sum_{k l} g_{k l}(t)|k\rangle\langle k| \omega|l\rangle\langle l| \tag{3.138}
\end{equation*}
$$

solutions of

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} g_{k l}(t)=-\int_{0}^{t} \mathrm{~d} \tau\left(z_{k}(\tau)+z_{l}^{*}(\tau)\right) g_{k l}(t-\tau) \quad z_{k}(\tau)=\frac{1}{2} b_{k}(\tau)+i \epsilon_{k}(\tau) \tag{3.139}
\end{equation*}
$$

with initial condition $g_{k l}(0)=1$. The linear map $R(t)$ can be written in Kraus form provided the matrices $G(t)$ with entries $g_{k l}(t)$ are positive-definite for any $t \geq 0$, i.e.

$$
\begin{equation*}
G(t)=\left(g_{k l}(t)\right) \geq 0 \quad \forall t \geq 0 \tag{3.140}
\end{equation*}
$$

Thus, Eq. (3.140) is a sufficient condition for integrodifferential equations satisfying Eq. (3.137) to yield a completely positive evolution. In the next chapter we will see how this condition is a natural extension of the request that the diagonal elements $g_{k k}(t)$ are the survival probabilities of a classical semi-Markov process. More specifically, we will see how integrodifferential equations satisfying Eqs. (3.137) and (3.140) are within a class of master equations that represent a nonlocal generalization of the Lindblad structure and that are called quantum semi-Markov master equations $[92,93]$, since the dynamics they describe can be thought as the quantum counterpart of classical semi-Markov processes.
Finally, let us introduce the specific case in which $\epsilon_{k}(t)=0, b_{k}(t)=b(t) \forall k$, and in particular the memory kernel reduces to

$$
\begin{equation*}
K_{\mathrm{NZ}}(t) \omega=b(t)(\mathcal{E} \omega-\omega) \tag{3.141}
\end{equation*}
$$

with $\mathcal{E}$ CPT map. This kind of master equation was introduced in [94] and it will be widely used in the next chapter, where its stochastic interpretation is clarified, as well.

## Chapter 4

## Non-Markovianity in classical stochastic processes and in quantum dynamics


#### Abstract

In the previous chapter, we introduced the concept of Markovianity in connection with quantum dynamical semigroups and their generalization represented by CP-divisible one-parameter families of dynamical maps. The evolution of an open system can be actually described by these kinds of dynamical maps only if one can adopt a series of simplifying assumptions, such as weak coupling and separation of time scales between system and environment, that are not justified on many concrete physical systems. Generally speaking, we can say that whenever memory effects in the dynamics of an open system have to be taken into account, a non-Markovian characterization of the reduced dynamics is required. It is then not surprising that in the last years the theoretical study of non-Markovian dynamics has experienced a great revival, leading to important improvements and to a deeper understanding of quite a few issues in the theory of open quantum systems (see e.g. $[95,96,97,92,69,98]$ and references therein).

Nevertheless, contrary to what happens for classical stochastic processes, the very notion of nonMarkovianity in the quantum case still has to be cleared up. The well-established definition for non-Markovianity of a classical stochastic process represents a condition on the hierarchy of the conditional probability distributions and then it cannot be directly transferred to the dynamics of open quantum systems, which is expressed in terms of the reduced statistical operator $\rho(t)$. In order to characterize and actually define Markovianity and non-Markovianity for quantum dynamics two approaches have been recently introduced. One is based on the behavior in time of the solution $\rho(t)$, allowing the initial condition to vary over the possible set of states. This is the approach elaborated in [19, 21], relying on a suitable notion of distinguishability of quantum states [99], an approach which captures the idea of information flow between system and environment, as discussed in Appendix E. The other approach is based on the assumption that the family of dynamical maps $\{\Lambda(t, 0)\}_{t>0}$ is known and it identifies Markovianity with the property of CPdivisibility, see Sec. (3.3.2), which is essentially the path followed in [20]. Both these approaches have also led to the introduction of measures of non-Markovianity, in order to quantify the degree


of non-Markovianity of a given dynamics.
In the present chapter, we focus on the connection between the very definition of non-Markovian process used in classical probability theory and the criteria for characterizing non-Markovianity in the dynamics of open quantum systems, also showing how these criteria have natural counterpart in the classical setting if the evolution of one-point probability densities is taken into account. Our results clearly demonstrate several fundamental distinctions between the classical and the quantum notion of non-Markovianity, as well as between the various quantum measures for nonMarkovianity. The material presented is for the most part contained in [31].
In the first section, we recall the precise definition of classical Markovian stochastic process, together with the Chapman-Kolmogorov equation for its conditional probabilities. We introduce the classical dynamical maps, which are the analogous of the dynamical maps presented in Sec. (2.2) for the quantum setting. By means of them, we analyze how the non-Markovianity of a process is reflected into the behavior of its one-point probability density, which naturally leads to criteria for the characterization of non-Markovian behavior in the dynamics. These are based, respectively, on the possibility to connect the probability vectors giving the state of the system at different times through positive transition matrices, namely P-divisibility, and on the behavior of solutions corresponding to different initial states with respect to the Kolmogorov distance. These criteria represent the classical counterpart of the two above-mentioned approaches to assess the non-Markovianity of a quantum time evolution. The relation between the property of P-divisibility and the Chapman-Kolmogorv equation is widely discussed and it is explicitly shown that they are not equivalent. Despite the abstract framework, the whole presentation is built with reference to explicit examples. These examples find their common root in being related to realizations of a class of non-Markovian processes for which an explicit characterization is available, namely semi-Markov processes. This is indeed an exceptional situation, since the characterization of non-Markovian processes, and even more of classes of them, is actually in the general case a formidable task.
In the second section, we perform a similar analysis in the quantum setting. We consider a class of dynamics that can be naturally connected to classical semi-Markov processes, for which we will use the term quantum semi-Markov dynamics [92, 93], see also Sec. (3.3.4). These dynamics still allow for an exact determination of their divisibility properties and of their quantum measure of non-Markovianity according to the recent proposals. In particular we provide exact expressions for the value of these measures, thus allowing for their explicit comparison. Indeed, the Markovianity or non-Markovianity of a given dynamics has to be understood as a property of the map or equivalently of the time evolved states, not of the equations admitting such states as solutions. Of course, since in a concrete physical setting one is faced with the equations of motion rather than with their general solution, it is of great interest to assess possible links between the equations themselves and the Markovian or non-Markovian behavior of their solutions. This is explicitly achieved by means of some relevant examples.

### 4.1 Classical non-Markov processes

### 4.1.1 Markov processes

Let us now recall what is the very definition of Markovian process in the classical probabilistic setting. Indeed the analysis of classical processes is a natural starting point, also adopted in [48, $91,100,46,101]$. Suppose we are considering a stochastic process taking values in a denumerable set $\left\{x_{k}\right\}_{k \in \mathbb{N}}$. The process is said to be Markovian if the conditional probabilities satisfy

$$
\begin{equation*}
p_{1 \mid n}\left(x_{n}, t_{n} \mid x_{n-1}, t_{n-1} ; \ldots ; x_{0}, t_{0}\right)=p_{1 \mid 1}\left(x_{n}, t_{n} \mid x_{n-1}, t_{n-1}\right) \tag{4.1}
\end{equation*}
$$

with $t_{n} \geq t_{n-1} \geq \ldots \geq t_{1} \geq t_{0}$, i.e. the probability that the random variable assumes the value $x_{n}$ at time $t_{n}$, under the condition that it has assumed given values $x_{k}$ at previous times $t_{k}$, actually only depends on the last assumed value, and not on previous ones. In this sense the process is said to lack memory. This statement obviously involves all $n$-times probabilities, so that it immediately appears how the non-Markovianity of the process cannot be assessed by looking at the one-time probabilities only [102, 103]. A general stochastic process is specified if the infinite hierarchy of probability distributions $p_{n}\left(x_{n}, t_{n} ; x_{n-1}, t_{n-1} ; \ldots ; x_{0}, t_{0}\right)$, for any $n=1,2, \ldots$ and $t_{n} \geq t_{n-1} \geq \ldots \geq t_{1} \geq t_{0}$, is fixed. The peculiar feature of Markov processes is that their entire hierarchy of probability distributions can be reconstructed in terms of the initial probability distribution and the conditional probability $p_{1 \mid 1}$. In fact, it is easy to see that the Markovian condition Eq. (4.1) implies

$$
\begin{equation*}
p_{n}\left(x_{n}, t_{n} ; x_{n-1}, t_{n-1} ; \ldots ; x_{0}, t_{0}\right)=\prod_{k=1}^{n} p_{1 \mid 1}\left(x_{k}, t_{k} \mid x_{k-1}, t_{k-1}\right) p_{1}\left(x_{0}, t_{0}\right) \tag{4.2}
\end{equation*}
$$

Moreover, the Markov condition Eq. (4.1) implies that the conditional probability $p_{1 \mid 1}$ obeys the following equation:

$$
\begin{equation*}
p_{1 \mid 1}(x, t \mid y, s)=\sum_{z} p_{1 \mid 1}(x, t \mid z, \tau) p_{1 \mid 1}(z, \tau \mid y, s) \tag{4.3}
\end{equation*}
$$

with $t \geq \tau \geq s$, which is the discrete version of the well-known Chapman-Kolmogorov equation. It is often useful to consider the differential form of this equation. Let us take into account, in particular, a process such that there is a probability $W(x \mid y, t) \Delta t$ that the random variable instantaneously jumps from the value $y$ to $x$ within the infinitesimal time interval $[t, t+\Delta t]$, under the condition that it takes the value $y$ at time $t$. Then one can prove, see e.g. [104, 105, 1], that the Chapman-Kolmogorov equation leads to

$$
\begin{equation*}
\frac{\partial}{\partial t} p_{1 \mid 1}(x, t \mid y, s)=\sum_{z}\left(W(x \mid z, t) p_{1 \mid 1}(z, t \mid y, s)-W(z \mid x, t) p_{1 \mid 1}(x, t \mid y, s)\right) \tag{4.4}
\end{equation*}
$$

This is the differential Chapman-Kolmogorov equation, often simply referred to as master equation. Note that $W(x \mid y, t) \geq 0$ since these quantities are the transition rates of the different jumps. A completely analogous equation holds for the one-point probability $p_{1}$, i.e.

$$
\begin{equation*}
\frac{\partial}{\partial t} p_{1}(x, t)=\sum_{y}\left(W(x \mid y, t) p_{1}(y, t)-W(y \mid x, t) p_{1}(x, t)\right) \tag{4.5}
\end{equation*}
$$

This equation, with positive coefficients $W(x \mid y, t)$, is often referred to as Pauli master equation. Nevertheless, it is important to emphasize that the differential Chapman-Kolmogorov equation has to be understood as an equation for the conditional probability $p_{1 \mid 1}$, rather than as an equation for $p_{1}$. In fact, a time-evolution equation for the one-point probability distribution is not sufficient in order to define a stochastic Markov process, not even to determine whether the process is Markovian or non-Markovian. We will explicitly see that there are non-Markov processes which do not satisfy the Chapman-Kolmogorov equation ${ }^{1}$, but whose one-point probability distribution satisfies the Pauli master equation given by Eq. (4.5).
Let us now consider a finite dimensional classical system, so that the one-point probability distribution at time $t$ is a probability vector $\boldsymbol{p}(t)$, i.e. its elements, which will be denoted as $p_{k}(t)$ $k=1, \ldots N$ with $N$ the dimension of the system, satisfy $p_{k}(t) \geq 0$ and $\sum_{k} p_{k}(t)=1$ for any $t \geq 0$. In full analogy with the quantum case, see Sec. (2.2), the time evolution of $\boldsymbol{p}(t)$ can be described by a family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ according to

$$
\begin{equation*}
\boldsymbol{p}(t)=\Lambda(t, 0) \boldsymbol{p}(0) . \tag{4.6}
\end{equation*}
$$

It is easy to see that a matrix $\Lambda$ associates probability vectors to probability vectors if and only if its entries $(\Lambda)_{j k}$ satisfy the following conditions:

$$
\begin{align*}
(\Lambda)_{j k} & \geq 0 \quad \forall j, k=1, \ldots, N \\
\sum_{j=1}^{N}(\Lambda)_{j k} & =1 \quad \forall k=1, \ldots, N . \tag{4.7}
\end{align*}
$$

A matrix which fulfills Eq. (4.7) is regularly called stochastic matrix. Moreover, we can introduce the concept of P-divisibility as follows, compare with Sec. (3.3.2). We say that the family of classical dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ is P-divisible provided for any $t \geq s \geq 0$ one can write

$$
\begin{equation*}
\Lambda(t, 0)=\Lambda(t, s) \Lambda(s, 0) \tag{4.8}
\end{equation*}
$$

where each of the $\Lambda(t, s)$ is itself a stochastic matrix, and then it sends probability vectors into probability vectors. Once again, this needs not generally be true, even if the map $\Lambda(s, 0)$ is invertible as linear operator, so that one can define the matrix

$$
\begin{equation*}
\Lambda(t, s)=\Lambda(t, 0) \Lambda^{-1}(s, 0) \tag{4.9}
\end{equation*}
$$

In fact, Eq. (4.8) is then satisfied, but $\Lambda(t, s)$ is not necessarily a stochastic matrix, see Eq. (3.118) and the related discussion. In any case, the matrices $\Lambda(t, s)$ defined in Eq. (4.9) relate probability vectors at different times according to

$$
\begin{equation*}
\boldsymbol{p}(t)=\Lambda(t, s) \boldsymbol{p}(s), \tag{4.10}
\end{equation*}
$$

[^18]and thus they can be called transition maps or propagators.
Note that we are here only considering the one-point probabilities $\boldsymbol{p}(t)$, which are certainly not enough to assess Markovianity or non-Markovianity of a process according to the mathematically precise definition used in classical probability theory. If $\boldsymbol{p}(t)$ denotes the vector giving the one-point probability of a Markov process taking values in a finite space, then one can identify the transition maps $\Lambda(t, s)$ with its conditional probabilities expressed in matrix form, i.e. $(\Lambda(t, s))_{j k}=p_{1 \mid 1}(j, t \mid k, s)$. In this case the Chapman-Kolmogorov equation is equivalent to the requirement of P-divisibility in the sense of Eq. (4.8), which is then satisfied. However, validity of the Chapman-Kolmogorov equation and P-divisibility do not coincide, since in general P-divisibility does not tell anything about the actual conditional probabilities. Indeed, for a given process one might find a stochastic matrix $\Lambda(t, s)$ satisfying Eqs. (4.8) and (4.10) even if the process is non-Markovian; however in this case the matrix is not the conditional probability of the process [108, 109, 110, 111, 112]. Consider for example the case in which $\Lambda(t, s)$ is defined from the family of classical dynamical maps through Eq. (4.9) and it is a stochastic matrix, so that the P-divisibilty requirement is satisfied. Indeed Eq. (4.9) warrants independence from the initial probability vector, while, on the contrary, the conditional probability of a non-Markovian process does depend on the initial probability vector [108]. The difference between the transition map $\Lambda(t, s)$ and the conditional probability $p_{1 \mid 1}(t \mid s)$ is then a distinctive feature of non-Markovian processes and it will be explicitly shown for a specific semi-Markov process in Sec. (4.1.4).
Finally, let us note that, given a generic process, the conditional probability with respect to the initial time $p_{1 \mid 1}(t \mid 0)$ does not depend on $\boldsymbol{p}(0)$, so that if the evolution described by $\Lambda(t, 0)$ is defined for any initial condition $\boldsymbol{p}(0)$, then one can set
\[

$$
\begin{equation*}
\Lambda(t, 0)=p_{1 \mid 1}(t \mid 0) . \tag{4.11}
\end{equation*}
$$

\]

Classical dynamical maps can thus be equivalently seen as conditional probabilities with respect to the initial time.

### 4.1.2 Semi-Markov processes

We consider now a class of non-Markovian processes allowing for a compact characterization, that is to say semi-Markov processes [113]. Semi-Markov processes generalize Markov processes by combining the theory of Markov chains and of renewal processes [114]. Markov chains are the discrete-time analogous of stochastic Markov processes taking values on a finite or countable set of values. A Markov chain is characterized by the set $\pi_{j k}$ of probabilities that whenever the process is in state $k$, it will next be in state $j$. These probabilities only depend on departure and arrival states and the time spent in each state is immaterial.
On the other hand, a renewal process is a counting process ${ }^{2}$ for which the times between successive events are independent and identically distributed (i.i.d.) random variables. A renewal process is then fixed by the waiting time distribution $f(t)$, which is the probability density characterizing

[^19]such i.i.d. random variables. Given that an event occurred at time $s, \int_{0}^{t} \mathrm{~d} \tau f(\tau)$ denotes the probability that the next event will occur no later than time $t+s$. Let us stress that the process starts anew at every step, as indicated by the adjective renewal. The probability $p(n, t)$ that there are $n$-events up to time $t$ can be iteratively determined by means of the relation
\[

$$
\begin{equation*}
p(n, t)=\int_{0}^{t} \mathrm{~d} \tau f(t-\tau) p(n-1, \tau) . \tag{4.12}
\end{equation*}
$$

\]

In Laplace transform this leads to

$$
\begin{equation*}
\hat{p}(n, u)=\hat{g}(u) \hat{f}^{n}(u), \tag{4.13}
\end{equation*}
$$

where $g(t)=p(0, t)$ is the survival probability, i.e. the probability that no events occur up to time $t$, which is naturally given by

$$
\begin{equation*}
g(t)=1-\int_{0}^{t} \mathrm{~d} \tau f(\tau) . \tag{4.14}
\end{equation*}
$$

A special case of renewal processes is represented by the Poisson process, i.e. Markov counting process. This is obtained if the waiting time distribution is an exponential distribution, which is the only distribution possessing the following memoryless property. A random variable $X$ is said to be memoryless if

$$
\begin{equation*}
p\{X>s+t \mid X>t\}=p\{X>s\} . \tag{4.15}
\end{equation*}
$$

Applied to the waiting time distribution of a renewal process, this means that the system has no memory that a certain amount of time has passed since the previous event took place.
Semi-Markov processes combine the features of Markov chains and renewal processes: they describe a system moving between different states in a way such that the random times separating the different transitions as well as the transition probabilities between the different states only depend on departure and arrival states. If one only considers the different states visited by a semi-Markov process a Markov chain is recovered, while if the state space is reduced to a single element one recovers a renewal process. A semi-Markov process is uniquely determined by the semi-Markov matrix $Q(t)$, whose entries $q_{j k}(t)$ are the probability densities to make the jump $k \rightarrow j$ in a time $t$, so that they represent a collection of state-dependent waiting time distributions. If a jump occurs with certainty the following normalization holds:

$$
\begin{equation*}
\sum_{j} \int_{0}^{\infty} \mathrm{d} \tau q_{j k}(\tau)=1 \tag{4.16}
\end{equation*}
$$

Analogously, one can introduce a collection of state-dependent survival probabilities

$$
\begin{equation*}
g_{k}(t)=1-\sum_{j} \int_{0}^{t} \mathrm{~d} \tau q_{j k}(\tau) . \tag{4.17}
\end{equation*}
$$

In the following we will focus on the case in which the waiting time distribution only depends on the departure state, so that one has the factorization

$$
\begin{equation*}
q_{j k}(t)=\pi_{j k} f_{k}(t) \tag{4.18}
\end{equation*}
$$

where $\pi_{j k}$ are the transition probabilities of a Markov chain satisfying $\sum_{j} \pi_{j k}=1$ and $f_{k}(t)$ are arbitrary state-dependent waiting time distributions. The corresponding survival probabilities are then given by

$$
\begin{equation*}
g_{k}(t)=1-\int_{0}^{t} \mathrm{~d} \tau f_{k}(\tau) \tag{4.19}
\end{equation*}
$$

Let us emphasize that a semi-Markov process turns out to be Markovian if and only if the waiting time distributions $f_{k}(t)$ are given by exponential probability distributions, and non-Markovian otherwise [93].
Starting from the central quantities given by the waiting time distributions $q_{j k}(t)$, an equation of motion for the probability conditioned over the initial state $p_{1 \mid 1}(j, t \mid k, 0)$, can be derived [115, 116]. By using the vectorial notation, so that $p_{k}(t)$ indicates the probability to be in state $k$ at time $t$, the corresponding equation for the one-point probability distribution can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} p_{k}(t)=\int_{0}^{t} \mathrm{~d} \tau \sum_{j}\left(W_{k j}(\tau) p_{j}(t-\tau)-W_{j k}(\tau) p_{k}(t-\tau)\right) \tag{4.20}
\end{equation*}
$$

with

$$
\begin{equation*}
W_{j k}(t)=\pi_{j k} b_{k}(t) \tag{4.21}
\end{equation*}
$$

The $b_{k}(t)$ are memory functions without a direct physical meaning, but related to waiting time distribution and survival probability according to

$$
\begin{align*}
f_{k}(t) & =\int_{0}^{t} \mathrm{~d} \tau b_{k}(\tau) g_{k}(t-\tau)=\left(b_{k} \star g_{k}\right)(t)  \tag{4.22}\\
\frac{\mathrm{d}}{\mathrm{~d} t} g_{k}(t) & =-\int_{0}^{t} \mathrm{~d} \tau b_{k}(\tau) g_{k}(t-\tau)=-\left(b_{k} \star g_{k}\right)(t) \tag{4.23}
\end{align*}
$$

which in Laplace transform are expressed as

$$
\begin{equation*}
\hat{b}_{k}(u)=\frac{\hat{f}_{k}(u)}{\hat{g}_{k}(u)}=\frac{u \hat{f}_{k}(u)}{1-\hat{f}_{k}(u)} \tag{4.24}
\end{equation*}
$$

Note that the functions $b_{k}(t)$, and then $W_{j k}(t)$ as well, can take on negative values even when obtained from a well-defined semi-Markov process [93].

### 4.1.3 Examples

In order to construct some explicit examples, let us now assume for the sake of simplicity a twostates system, a state-independent waiting time distribution and the stochastic matrix to be actually bistochastic [117]. The semi-Markov matrix is then determined according to

$$
Q(\tau)=\left(\begin{array}{cc}
1-\pi & \pi  \tag{4.25}\\
\pi & 1-\pi
\end{array}\right) f(\tau) \equiv \Pi f(\tau)
$$

with $\pi$ a positive number between zero and one giving the probability to jump from one site to the other, and $f(\tau)$ an arbitrary waiting time distribution with associated survival probability $g(t)$
as in Eq. (4.14). The dynamical map for such a process can be determined exploiting Eq. (4.20), which for the case at hand is equivalent to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \Lambda(t, 0)=\int_{0}^{t} \mathrm{~d} \tau W(t-\tau) \Lambda(\tau, 0) \tag{4.26}
\end{equation*}
$$

here expressed in matrix form with

$$
\begin{equation*}
W(t)=(\Pi-\mathbb{1}) b(t), \tag{4.27}
\end{equation*}
$$

where the memory kernel $b(t)$ relates waiting time distribution and survival probability according to $f(t)=(b \star g)(t)$, see Eq. (4.22). The solution of this equation, with initial condition $\Lambda(0,0)=$ $\mathbb{1}$, can be easily expressed in Laplace transform as

$$
\begin{equation*}
\hat{\Lambda}(u)=\frac{\hat{g}(u)}{\mathbb{1}-\Pi \hat{f}(u)} . \tag{4.28}
\end{equation*}
$$

In particular, for $\pi=1 / 2$, so that at each step the system has equal probability to remain in the same site or to change, one has

$$
\Lambda(t, 0)=\frac{1}{2}\left(\begin{array}{cc}
1+g(t) & 1-g(t)  \tag{4.29}\\
1-g(t) & 1+g(t)
\end{array}\right) .
$$

Thus, according to Eq. (4.9) we can introduce the transition maps

$$
\begin{align*}
\Lambda(t, s) & =\Lambda(t, 0) \Lambda^{-1}(s, 0) \\
& =\frac{1}{2}\left(\begin{array}{ll}
1+g(t) / g(s) & 1-g(t) / g(s) \\
1-g(t) / g(s) & 1+g(t) / g(s)
\end{array}\right) \tag{4.30}
\end{align*}
$$

which indeed connect the probability vectors at different times according to Eq. (4.10). Given the fact that for any non vanishing waiting time distribution the survival probability is a strictly positive monotonic decreasing function, the matrices $\Lambda(t, s)$ are well-defined stochastic matrices for any pair of times $t \geq s$, so that the family of classical dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ is always P-divisible, irrespective of the fact that the underlying process is Markovian only for the special choice of an exponential waiting time distribution of the form

$$
\begin{equation*}
f(\tau)=\lambda \mathrm{e}^{-\lambda \tau} . \tag{4.31}
\end{equation*}
$$

This result implies that the one-point probabilities of the considered non-Markovian semi-Markov process can be equally well obtained from a Markov process with conditional probability $p_{1 \mid 1}(t, s)$ given by $\Lambda(t, s)$, whose $n$-point probabilities can be obtained as in Eq. (4.2) [108]. The latter would however differ from those of the considered semi-Markov process.
As a complementary situation, let us consider the case $\pi=1$, so that once in a state the system jumps with certainty to the other, thus obtaining as explicit solution of Eq. (4.26) the expression

$$
\Lambda(t, 0)=\frac{1}{2}\left(\begin{array}{ll}
1+q(t) & 1-q(t)  \tag{4.32}\\
1-q(t) & 1+q(t)
\end{array}\right)
$$

and therefore

$$
\begin{align*}
\Lambda(t, s) & =\Lambda(t, 0) \Lambda^{-1}(s, 0) \\
& =\frac{1}{2}\left(\begin{array}{ll}
1+q(t) / q(s) & 1-q(t) / q(s) \\
1-q(t) / q(s) & 1+q(t) / q(s)
\end{array}\right) . \tag{4.33}
\end{align*}
$$

The quantity $q(t)$ appearing in these matrices is the inverse Laplace transform of the function

$$
\begin{equation*}
\hat{q}(u)=\frac{1}{u} \frac{1-\hat{f}(u)}{1+\hat{f}(u)} . \tag{4.34}
\end{equation*}
$$

Recalling that the probability $p(n, t)$ for $n$ jumps in a time $t$ for a waiting time distribution $f(t)$ is given by Eq. (4.12) and then Eq. (4.13) holds, one has

$$
\begin{equation*}
q(t)=\sum_{n=0}^{\infty} p(2 n, t)-\sum_{n=0}^{\infty} p(2 n+1, t)=p(\text { even }, t)-p(\text { odd }, t) . \tag{4.35}
\end{equation*}
$$

The quantity $q(t)$ therefore expresses the difference between the probability to have an even or an odd number of jumps. At variance with the previous situation, the quantity $q(t)$ depending on the waiting time distribution can assume quite different behavior, showing oscillations and going through zero at isolated time points, so that at these time points the transition matrix $\Lambda(t, s)$ is not defined. Moreover due to the non monotonicity of $|q(t)|$ the matrices $\Lambda(t, s)$ cannot always be interpreted as stochastic matrices, since their entries can take on negative values. Of course in the Markovian case, corresponding to Eq. (4.31) and therefore to $q(t)=\exp (-2 \lambda t)$, all these features are recovered.
The variety of possible behavior is best clarified by considering explicit expressions for the waiting time distribution $f(t)$ which determines the process once the stochastic matrix $\Pi$ is given. Quite general expressions of waiting time distribution can be obtained by considering convex mixtures or convolutions of exponential waiting time distributions with equal or different parameters, whose Laplace transform is given by rational functions [118, 119]. To better understand the dynamics generated by the maps Eq. (4.29) and Eq. (4.32) in the following examples note that for $\pi=1 / 2$ the matrix $\Pi$ is idempotent, sending each probability vector to the uniform distribution, while for $\pi=1$ one has $\Pi^{2 n}=\mathbb{1}$, and the action of the bistochastic matrix consists in swapping the two elements of the probability vector.

## Convolution of exponential waiting time distributions

The behavior of the quantity $q(t)$ can be explicitly assessed for the case of a waiting time distribution $\mathfrak{f}(t)$ given by the convolution of two exponential waiting time distributions. Let us first consider the case in which the waiting time distributions share the same parameter $\lambda$, so that $\mathrm{f}=f * f$ with $f$ as in Eq. (4.31), corresponding to

$$
\begin{equation*}
\mathrm{f}(t)=\lambda^{2} t \mathrm{e}^{-\lambda t} \tag{4.36}
\end{equation*}
$$



Figure 4.1: (left) Plot of the function $q$ (dashed line) given by Eq. (4.35) as a function of $\lambda t$ for the convolution of two equal exponential waiting time distributions, for the case of a semi-Markov process with $\pi=1$, together with a few trajectories (continuous lines) for the upper element $w(t)$ of the one-point probability according to Eq. (4.39). The initial data $w(0)$ are uniformly taken between 0 and 1 . When $q(t)$ goes through zero the trajectories cross. At these points $|q(t)|$ starts growing, which indicates the failure of P-divisibility of the time evolution as defined in Eq. (4.8). (right) Plot of the function $g$ given by Eq. (4.14) as a function of $\lambda t$, for the same waiting time distribution, together with a few trajectories, corresponding to a semi-Markov process with $\pi=1 / 2$. As it appears despite sharing the same waiting time distribution the trajectories for this semi-Markov process never cross, and P-divisibility holds even if the process in non-Markovian.
and therefore

$$
\begin{equation*}
\mathrm{g}(t)=(1+\lambda t) \mathrm{e}^{-\lambda t} \tag{4.37}
\end{equation*}
$$

This is a special case of the Erlang distribution [119], leading to

$$
\begin{equation*}
q(t)=\mathrm{e}^{-\lambda t}[\cos (\lambda t)+\sin (\lambda t)] \tag{4.38}
\end{equation*}
$$

which oscillates and crosses zero at isolated points, so that the matrices $\Lambda(t, s)$ are not defined at these points and cannot be always interpreted as stochastic matrices, since their entries can become negative. This behavior is exhibited in Fig. (4.1), where the quantity Eq. (4.38) is plotted together with the trajectories of the probability vector with different initial conditions. We also consider the behavior of $g(t)$ and of the trajectories for the same waiting time distribution but a semi-Markov process with stochastic matrix fixed by $\pi=1 / 2$. The probability vector is of the form

$$
\begin{equation*}
\boldsymbol{p}(t)=\binom{w(t)}{1-w(t)} \tag{4.39}
\end{equation*}
$$

so that its trajectories are displayed showing $w(t)$, where

$$
\begin{equation*}
w(t)=\frac{1}{2}[1-q(t)+2 q(t) w(0)] \tag{4.40}
\end{equation*}
$$

or

$$
\begin{equation*}
w(t)=\frac{1}{2}[1-\mathrm{g}(t)+2 \mathrm{~g}(t) w(0)] \tag{4.41}
\end{equation*}
$$

in the two cases $\pi=1$ and $\pi=1 / 2$, respectively. Note how for $\pi=1$ the different trajectories tend to group together and then separate again depending on the behavior of $q(t)$.
A more general situation is given by $\mathrm{f}=f_{1} * f_{2}$, where each $f_{i}$ is of the form Eq. (4.31) with parameter $\lambda_{i}$, so that one has

$$
\begin{equation*}
\mathrm{f}(t)=2 \frac{p}{s} \mathrm{e}^{-\frac{1}{2} s t} \frac{1}{\xi} \operatorname{Sinh}\left(\frac{s t}{2} \xi\right) \tag{4.42}
\end{equation*}
$$

and correspondingly

$$
\begin{equation*}
\mathrm{g}(t)=\mathrm{e}^{-\frac{1}{2} s t}\left[\operatorname{Cosh}\left(\frac{s t}{2} \xi\right)+\frac{1}{\xi} \operatorname{Sinh}\left(\frac{s t}{2} \xi\right)\right] \tag{4.43}
\end{equation*}
$$

where we have set

$$
\begin{align*}
s & =\lambda_{1}+\lambda_{2} \\
p & =\lambda_{1} \lambda_{2} \\
\xi & =\sqrt{1-4 \frac{p}{s^{2}}} \tag{4.44}
\end{align*}
$$

The function $q(t)$ determining the matrices $\Lambda(t, s)$ is now given by

$$
\begin{equation*}
q(t)=\mathrm{e}^{-\frac{1}{2} s t}\left[\operatorname{Cosh}\left(\frac{s t}{2} \chi\right)+\frac{1}{\chi} \operatorname{Sinh}\left(\frac{s t}{2} \chi\right)\right] \tag{4.45}
\end{equation*}
$$

with

$$
\begin{equation*}
\chi=\sqrt{1-8 \frac{p}{s^{2}}} \tag{4.46}
\end{equation*}
$$

The expression given by Eq. (4.45) shows an oscillatory behavior if $\chi$ becomes imaginary, for $3-2 \sqrt{2} \leqslant \lambda_{1} / \lambda_{2} \leqslant 1 /(3-2 \sqrt{2})$, while it is a positive monotonic function of $t$ otherwise. The latter situation is considered in Fig. (4.2).

## Mixture of exponential waiting time distributions

For the case of a convex mixture of two exponential distributions on the contrary the trajectories never cross, and the matrices $\Lambda(t, s)$ are always well-defined stochastic matrices. Indeed this can be seen from

$$
\begin{equation*}
\mathrm{f}(t)=\mu f_{1}(t)+(1-\mu) f_{2}(t) \tag{4.47}
\end{equation*}
$$

with $0 \leqslant \mu \leqslant 1$, so that

$$
\begin{equation*}
\mathrm{g}(t)=\mu \mathrm{e}^{-\lambda_{1} t}+(1-\mu) \mathrm{e}^{-\lambda_{2} t} \tag{4.48}
\end{equation*}
$$



Figure 4.2: (left) Plot of the function $q(t)$ (dashed line) and of the trajectories (continuous lines) as in Fig. (4.1), but for the convolution of two different exponential waiting time distributions. We plot $q$ as a function of $s t$, taking $p / s^{2}=0.12$, with $s$ and $p$ sum and product of the two parameters characterizing the exponential waiting time distributions as in Eq. (4.44). For this case the quantity $\chi$ given by Eq. (4.46) is positive, ensuring monotonicity of $q(t)$. (right) Plot of $g(t)$ and the corresponding trajectories for the same waiting time distribution.
and

$$
\begin{equation*}
q(t)=\mathrm{e}^{-\frac{1}{2}\left(\lambda_{1}+\lambda_{2}+\langle\lambda\rangle\right) t}\left[\operatorname{Cosh}\left(\frac{\bar{\lambda} t}{2}\right)+\frac{\left(\lambda_{1}+\lambda_{2}-3\langle\lambda\rangle\right)}{\bar{\lambda}} \operatorname{Sinh}\left(\frac{\bar{\lambda} t}{2}\right)\right] \tag{4.49}
\end{equation*}
$$

with

$$
\begin{equation*}
\langle\lambda\rangle=\mu \lambda_{1}+(1-\mu) \lambda_{2} \tag{4.50}
\end{equation*}
$$

the mean rate and

$$
\begin{equation*}
\bar{\lambda}=\sqrt{\left(\lambda_{1}+\lambda_{2}+\langle\lambda\rangle\right)^{2}-8 \lambda_{1} \lambda_{2}} \tag{4.51}
\end{equation*}
$$

This case is considered in Fig. (4.3).
It should be noticed that in all these situations the process is non-Markovian, but P-divisibility of the time evolution in the sense of Eq. (4.8) still holds in some cases. For a semi-Markov process with semi-Markov matrix as in Eq. (4.25) and $\pi=1 / 2$, P-divisibility always holds, in particular as shown in the examples the trajectories never cross and $|q(t)|$ never grows. For $\pi=1$ on the contrary the behavior depends on the waiting time distribution, which determines whether or not the quantity $q(t)$ shows an oscillating behavior, implying that the trajectories start getting closer till they cross and then get apart once again.

### 4.1.4 Conditional probability of a semi-Markov process

In the previous paragraphs, we have seen how P-divisibility is a necessary but not sufficient condition for the conditional probability of a given process to satisfy the Chapman-Kolmogorov equation. This is due to the fact that the transition map $\Lambda(t, s)$, that connects vector states at different


Figure 4.3: (left) Plot of $q(t)$ (dashed line) and the trajectories (continuous lines) as in Fig. (4.1), but for the convex mixture of two different exponential waiting time distributions. We plot $q$ as as a function of $\lambda t$, taking $\lambda_{1}=a_{1} \lambda$ and $\lambda_{2}=a_{2} \lambda$, with $a_{1}=0.1$ and $a_{2}=0.2$, together with mixing parameter $\mu=0.3$. (right) Plot of $g(t)$ and the corresponding trajectories for the same waiting time distribution.
times through Eq. (4.10), does not necessarily coincide with the actual conditional probability $p_{1 \mid 1}(t, s)$ of the process, so that, in general, Eq. (4.8) gives no information about the validity of Eq. (4.3). The crucial point is that the conditional probabilities of non-Markov processes generally depend on the initial distribution $\boldsymbol{p}(0)$ [108], contrary to the transition maps which are fixed by the equation of motion for the one-point probability distribution $\boldsymbol{p}(t)$ and the corresponding dynamical map, see Eq. (4.9). In this paragraph, we determine the conditional probability $p_{1 \mid 1}(t \mid s)$ for one of the semi-Markov processes introduced in the previous paragraph, thus explicitly showing its dependence on the initial distribution.
Consider a semi-Markov process defined by a semi-Markov matrix as in Eq. (4.25) and let $a$ and $b$ be the two states over which it takes values. In particular, if we set $\pi=1$, so that the system changes its state with certainty at every jump, each realization of the process depends only on the initial state and on the waiting time distribution $f(t)$. For example, if the system is initially in $a$, the probability that it is in $a$ also at a time $t$ is simply given by the probability that there is an even number of jumps up to time $t$. On a similar footing, the conditional probabilities are determined by the initial distribution and the probabilities of even and odd number of jumps, as well. Let us introduce the matrices $R_{\boldsymbol{p}(0)}(t \mid s) \equiv p_{1 \mid 1}(t \mid s)$ with the varying of $\boldsymbol{p}(0)$, whose elements equal the conditional probabilities $p_{1 \mid 1}(j, t \mid k, s), j, k=a, b$ and where the dependence on the initial distribution $\boldsymbol{p}(0)$ has been explicitly indicated. Consider for simplicity the two special cases of a deterministic initial condition, $p_{j}(0)=\delta_{j k}$ with $k=a$ or $k=b$, and the corresponding matrices $R_{\boldsymbol{p}(0)}(t \mid s)$, which will be indicated as, respectively, $R_{a}(t \mid s)$ and $R_{b}(t \mid s)$. Now, if we call $p_{e o}(t \mid s)$ the probability that there is even number of jumps up to time $t$ under the condition that there is an odd number of jumps up to time $s$ (and similarly for the other cases), we have (for $t \geq s>0$ )

$$
R_{a}(t \mid s)=\left(\begin{array}{cc}
p_{e e}(t \mid s) & p_{e o}(t \mid s)  \tag{4.52}\\
p_{o e}(t \mid s) & p_{o o}(t \mid s)
\end{array}\right) \quad R_{b}(t \mid s)=\left(\begin{array}{cc}
p_{o o}(t \mid s) & p_{o e}(t \mid s) \\
p_{e o}(t \mid s) & p_{e e}(t \mid s)
\end{array}\right)
$$

For the sake of completeness, the conditional probabilities for a generic initial distribution, with $p_{a}(0)=1-p_{b}(0)=w$, can be expressed as

$$
R_{\boldsymbol{p}(0)}(t \mid s)=\left(\begin{array}{cc}
\frac{w p_{e}(s) p_{e e}(t \mid s)+(1-w) p_{o}(s) p_{o o}(t \mid s)}{\left.w p_{e} s\right)+(1-w) p_{o}(s)} & \frac{w p_{o}(s) p_{e o}(t \mid s)+(1-w) p_{e}(s) p_{o e}(t \mid s)}{w p_{o}(s)+(1-w) p_{e}(s)}  \tag{4.53}\\
\frac{w p_{e}(s) p_{o e}(t \mid s)+(1-w) p_{o}(s) p_{e o}(t \mid s)}{w p_{e}(s)+(1-w) p_{o}(s)} & \frac{w p_{o}(s) p_{o o}(t \mid s)+(1-w) p_{e}(s) p_{e e}(t \mid s)}{w p_{o}(s)+(1-w) p_{e}(s)}
\end{array}\right)
$$

where $p_{e(o)}(t)$ is the probability that there is an even (odd) number of jumps up to time $t$. The conditional probabilities in Eq. (4.52) can be obtained from the collection of joint probabilities of the renewal process which counts the number of jumps up to time $t$. Let $p(n, t ; m, s)$ be the probability that there are $m$ jumps up to time $s$ and $n$ jumps up to time $t$, then it holds

$$
\begin{equation*}
p_{e e}(t \mid s)=\frac{\sum_{m, n} p(2 n, t ; 2 m, s)}{\sum_{n} p(2 n, s)} \tag{4.54}
\end{equation*}
$$

and similarly for the other expressions. In order to calculate the joint probabilities of the renewal process, let us first express its one-point probability $p(n, t)$ as follows. Iterating Eq. (4.12), one gets

$$
\begin{equation*}
p(n, t)=\int_{0}^{t} \mathrm{~d} t_{n} \int_{0}^{t_{n}} \mathrm{~d} t_{n-1} \ldots \int_{0}^{t_{2}} \mathrm{~d} t_{1} f\left(t-t_{n}\right) f\left(t_{n}-t_{n-1}\right) \ldots f\left(t_{2}-t_{1}\right) g\left(t_{1}\right) \tag{4.55}
\end{equation*}
$$

where $g(t)=p(0, t)$ is the survival probability up to time $t$. Introducing the time variables

$$
\begin{align*}
t_{1}^{\prime} & =t-t_{n} \\
t_{2}^{\prime}-t_{1}^{\prime} & =t_{n}-t_{n-1} \\
& \vdots \\
t_{n}^{\prime}-t_{n-1}^{\prime} & =t_{2}-t_{1}, \tag{4.56}
\end{align*}
$$

Eq. (4.55) can be written as

$$
\begin{equation*}
p(n, t)=\int_{0}^{t} \mathrm{~d} t_{n}^{\prime} \int_{0}^{t_{n}^{\prime}} \mathrm{d} t_{n-1}^{\prime} \ldots \int_{0}^{t_{2}^{\prime}} \mathrm{d} t_{1}^{\prime} f\left(t_{1}^{\prime}\right) f\left(t_{2}^{\prime}-t_{1}^{\prime}\right) \ldots f\left(t_{n}^{\prime}-t_{n-1}^{\prime}\right) g\left(t-t_{n}^{\prime}\right) \tag{4.57}
\end{equation*}
$$

Starting from Eq. (4.57), we can read $t_{j}^{\prime}$ as the time of the $j$-th jump. Note in particular that the survival probability is evaluated on the interval between the time of the $n$-th jump and the time $t$, so that it gives the probability that the $n$-th jump is actually the last one up to time $t$. For a fixed sequence of time $\left(t_{1}^{\prime}, \ldots t_{n}^{\prime}\right)$ the probability density that there are $n$ jumps up to time $t$, with the $j$-th jump that occurs at time $t_{j}^{\prime}$, is given by the product of the different waiting time distributions evaluated on the corresponding time intervals, as well as the probability that in the last time interval there are no more jumps. The overall probability is obtained by integrating over all the possible sequence of time $\left(t_{1}^{\prime}, \leq t_{2}^{\prime} \leq \ldots \leq t_{n}^{\prime}\right)$. In the same manner, the joint probability can be written as (for $t \geq s$ and $n \geq m$ )

$$
\begin{align*}
& p(n, t ; m, s)=\int_{s}^{t} \mathrm{~d} t_{n-m}^{\prime} \int_{s}^{t_{n-m}^{\prime}} \mathrm{d} t_{n-m-1}^{\prime} \ldots \int_{s}^{t_{2}^{\prime}} \mathrm{d} t_{1}^{\prime} \int_{0}^{s} \mathrm{~d} t_{m} \int_{0}^{t_{m}} \mathrm{~d} t_{m-1} \ldots \int_{0}^{t_{2}} \mathrm{~d} t_{1} \\
& \times f\left(t_{1}\right) f\left(t_{2}-t_{1}\right) \ldots f\left(t_{m}-t_{m-1}\right) f\left(t_{1}^{\prime}-t_{m}\right) f\left(t_{2}^{\prime}-t_{1}^{\prime}\right) \ldots f\left(t_{n-m}^{\prime}-t_{n-m-1}^{\prime}\right) g\left(t-t_{n-m}^{\prime}\right) \tag{4.58}
\end{align*}
$$

since now the first $m$ jumps are at times $\left(t_{1} \leq t_{2} \leq \ldots \leq t_{m}\right)$ between 0 and $s$, while the successive $n-m$ jumps are at times $\left(t_{1}^{\prime} \leq t_{2}^{\prime} \leq \ldots \leq t_{n-m}^{\prime}\right)$ between $s$ and $t$. Note that the two sequences are connected by means of the waiting time distribution $f\left(t_{1}^{\prime}-t_{m}\right)$ associated with the time interval between the $m$-th and the $m+1$-th jump. By means of Eqs. (4.54) and (4.58), we can thus calculate the conditional probabilities in Eq. (4.52). In Table (4.1) we report these

Table 4.1: Conditional probabilities for a renewal process with $f(t)$ as in Eq. (4.36), with $\lambda=1$.

| $p_{e e}(2 \mid 1)$ | 0.601 |
| :--- | :--- |
| $p_{e o}(2 \mid 1)$ | 0.322 |
| $p_{o e}(2 \mid 1)$ | 0.399 |
| $p_{o o}(2 \mid 1)$ | 0.678 |

quantities for a waiting time distribution $f(t)$ given by the convolution of two identical exponential distributions ${ }^{3}$ with $\lambda=1$, see Eq. (4.36). One can conclude that $R_{e}(t \mid s) \neq R_{g}(t \mid s)$, so that the conditional probability of this semi-Markov process does depend on the initial conditions.
On the other hand, if an exponential waiting time distribution is employed in Eq. (4.58), one recovers the joint probabilities of a Poisson process, namely

$$
\begin{equation*}
p(n, t ; m, s)=\mathrm{e}^{-\lambda t} \lambda^{n} \frac{(t-s)^{n-m} s^{m}}{(n-m)!m!} \tag{4.59}
\end{equation*}
$$

Substituting this expression in Eq. (4.54), together with the one point probability distribution

$$
\begin{equation*}
p(m, s)=\mathrm{e}^{-\lambda s} \frac{(\lambda s)^{m}}{m!} \tag{4.60}
\end{equation*}
$$

one finds that $p_{e e}=p_{o o}$ and $p_{e o}=p_{o e}$ : in the Markovian case the conditional probability does not depend on the initial distribution, so that $R_{a}(t \mid s)=R_{b}(t \mid s)=R_{\boldsymbol{p}(0)}(t \mid s)$, see Eq. (4.53). Furthermore, the matrix of conditional probabilities $R_{\boldsymbol{p}(0)}(t \mid s)$ for this two-state Markovian process is equal to the corresponding transition map $\Lambda(t, s)$, that is defined in Eq. (4.33), and then it satisfies the Chapman-Kolmogorov equation that, in this case, is equivalent to P-divisibility. Recalling that $q(t)$ is the difference between the probabilities of an even and an odd number of events up to time $t$, see Eq. (4.35), and that the conditional probabilities are given by Eq. (4.52), we explicitly have

$$
\begin{equation*}
p_{e e}(t \mid s)=p_{o o}(t \mid s)=1-p_{e o}(t \mid s)=1-p_{o e}(t \mid s)=\frac{1}{2}\left(1+\frac{q(t)}{q(s)}\right)=\frac{1}{2}\left(1+\mathrm{e}^{-2 \lambda(t-s)}\right) \tag{4.61}
\end{equation*}
$$

Thus, the difference between conditional probability and transition map relies on the fact that the former is not a linear map on the set of state vectors, because of its dependence on the initial

[^20]distribution $\boldsymbol{p}(0)$. So that, for example, even if the two relations
\[

$$
\begin{array}{r}
\boldsymbol{p}(t)=\Lambda(t, s) \boldsymbol{p}(s) \\
\boldsymbol{p}(t)=R_{\boldsymbol{p}(0)}(t \mid s) \boldsymbol{p}(s) \tag{4.62}
\end{array}
$$
\]

hold, one cannot conclude that the conditional probability and the transition map are equal: if $\boldsymbol{p}(0)$ is changed, thus providing different $\boldsymbol{p}(s)$ and $\boldsymbol{p}(t)$, also $R_{\boldsymbol{p}(0)}(t \mid s)$ has to be changed accordingly, while the linear map $\Lambda(t, s)$, which is fixed through Eq. (4.9), stays the same. Analogously, by the very definition of conditional probability, one can derive the relation

$$
\begin{equation*}
R_{\boldsymbol{p}(0)}\left(t \mid t_{1}\right) \boldsymbol{p}\left(t_{1}\right)=R_{\boldsymbol{p}(0)}(t \mid s) R_{\boldsymbol{p}(0)}\left(s \mid t_{1}\right) \boldsymbol{p}\left(t_{1}\right) . \tag{4.63}
\end{equation*}
$$

However, this does not imply an equality between the two matrices $R_{\boldsymbol{p}(0)}(t \mid s) R_{\boldsymbol{p}(0)}\left(s \mid t_{1}\right)$ and $R_{\boldsymbol{p}(0)}\left(t \mid t_{1}\right)$, because of their dependence on $\boldsymbol{p}(0)$. Only if the conditional probability does not depend on $\boldsymbol{p}(0)$, Eq. (4.63) reduces to the Chapman-Kolmogorov equation Eq. (4.3). In this case, the Chapman-Kolmogorov equation and the requirement of P-divisibility are thus actually equivalent. As a further remark, let us note that in the examples of the previous paragraph one can see that whenever the requirement of P-divisibility is satisfied, the one-point probability distribution obeys, apart from an integrodifferential equation of the form Eq. (4.20) with $W_{j k}(t)$ given by Eq. (4.27), a Pauli master equation as in Eq. (4.5) with positive coefficients $W$, which can be shown as follows. First, let us emphasize that the time evolution of one-point probability distributions in the classical setting can be analyzed by means of the same techniques we introduced in Sec. (3.1) for quantum dynamics. A family of classical dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$, for example, can correspond at the same time to a local as well as to a non-local equation of motion ${ }^{4}$ [109, 110, 111]. In particular, the time-local equation is obtained through, compare with Eq. (3.19),

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \boldsymbol{p}(t)=\frac{\mathrm{d} \Lambda(t, 0)}{\mathrm{d} t} \Lambda^{-1}(t, 0) \boldsymbol{p}(t) . \tag{4.64}
\end{equation*}
$$

For a dynamical map as in Eq. (4.32), one has

$$
\begin{align*}
& \dot{p}_{1}(t)=-\frac{\dot{q}(t)}{2 q(t)}\left(p_{0}(t)-p_{1}(t)\right), \\
& \dot{p}_{0}(t)=-\frac{\dot{q}(t)}{2 q(t)}\left(p_{1}(t)-p_{0}(t)\right) . \tag{4.65}
\end{align*}
$$

This equation corresponds to Eq. (4.5) with, in matrix notation, $W_{11}(t)=W_{00}(t)=W_{10}(t)=$ $W_{01}(t)=-\dot{q}(t) / 2 q(t)$, so that $W_{j k}(t) \geq 0 \forall t \geq 0$ if and only if $|q(t)|$ is monotonically decreasing, that is if and only if the family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ is P-divisible. Indeed, this is true irrespective of whether the underlying process fulfills the Chapman-Kolmogorov equation and then we clearly see that the differential Chapman-Kolmogorov equation in Eq. (4.4) and the Pauli master equation in Eq. (4.5) are not equivalent. Once again, the Markovianity of a given process cannot be assessed from the equation of motion of its one-point probability.

[^21]
### 4.1.5 Kolmogorov distance

Let us now consider a second signature of non-Markovianity in the dynamics of the one-point probability distribution $\boldsymbol{p}(t)$. Namely, let us analyze the time dependence of the Kolmogorov distance among probability distributions arising from different initial states. The Kolmogorov distance is briefly introduced in Apeendix C. Given two probability vectors $\boldsymbol{p}^{1}(t)$ and $\boldsymbol{p}^{2}(t)$, the Kolmogorov distance between them is, see Eq. (C.11),

$$
\begin{equation*}
D_{K}\left(\boldsymbol{p}^{1}(t), \boldsymbol{p}^{2}(t)\right)=\frac{1}{2} \sum_{k}\left|p_{k}^{1}(t)-p_{k}^{2}(t)\right| . \tag{4.66}
\end{equation*}
$$

A basic property of the Kolmogorov distance, which makes it a useful quantity in this context, is the following. If the family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ is P-divisible in the sense of Eq. (4.8), then the Kolmogorov distance is a monotonic decreasing function of time for any pair of initial distributions $\boldsymbol{p}^{1}(0)$ and $\boldsymbol{p}^{2}(0)$. Indeed, by the two basic properties of a stochastic matrix, the positivity of its entries and the fact that each row sum up to one, one has for $t \geq s \geq 0$

$$
\begin{align*}
D_{K}\left(\boldsymbol{p}^{1}(t), \boldsymbol{p}^{2}(t)\right) & =\frac{1}{2} \sum_{j}\left|\sum_{k} \Lambda(t, s)_{j k}\left(\boldsymbol{p}^{1}(s)-\boldsymbol{p}^{2}(s)\right)_{k}\right| \\
& \leqslant \frac{1}{2} \sum_{j} \sum_{k} \Lambda(t, s)_{j k}\left|\left(\boldsymbol{p}^{1}(s)-\boldsymbol{p}^{2}(s)\right)_{k}\right| \\
& =\frac{1}{2} \sum_{k}\left|\left(\boldsymbol{p}^{1}(s)-\boldsymbol{p}^{2}(s)\right)_{k}\right| \\
& =D_{K}\left(\boldsymbol{p}^{1}(s), \boldsymbol{p}^{2}(s)\right) . \tag{4.67}
\end{align*}
$$

This holds true independently of the fact that the underlying classical process is Markovian or not, it only depends on the fact the one-point probabilities can be related at different times via stochastic matrices.
In a generic non-Markovian situation the Kolmogorov distance can both show a monotonic decreasing behavior as well as revivals. Indeed, focusing on the examples considered above, for a semi-Markov matrix as in Eq. (4.25) and $\pi=1 / 2$ one has

$$
\begin{equation*}
D_{K}\left(\boldsymbol{p}^{1}(t), \boldsymbol{p}^{2}(t)\right)=g(t) D_{K}\left(\boldsymbol{p}^{1}(0), \boldsymbol{p}^{2}(0)\right), \tag{4.68}
\end{equation*}
$$

while for $\pi=1$ one has

$$
\begin{equation*}
D_{K}\left(\boldsymbol{p}^{1}(t), \boldsymbol{p}^{2}(t)\right)=|q(t)| D_{K}\left(\boldsymbol{p}^{1}(0), \boldsymbol{p}^{2}(0)\right) . \tag{4.69}
\end{equation*}
$$

Thus while for $\pi=1 / 2$ the Kolmogorov distance is a monotonic contraction for any waiting time distribution, thanks to the fact that $g(t)$ is a survival probability, for $\pi=1$ the distance among distributions can show revivals depending on the explicit expression of $q(t)$, as can be seen from Fig. (4.1) for the case of the convolution of two exponential waiting time distributions with the same parameter. Note that in the examples considered so far, decreasing monotonicity
of Kolmogorov distance and P-divisibility actually coincide, but this is not always the case, see Appendix E.
We have thus studied, by means of explicit examples, the behavior of the probability vector or one-point probability $\boldsymbol{p}(t)$ of a classical process. In particular, we have seen that while for a Markovian process P-divisibility is always granted and, as a consequence, the Kolmogorov distance is a monotone contraction, non-Markovianity can spoil these features, even though neither the lack of P-divisibility nor the growth of the Kolmogorov distance can be taken as necessary signatures of non-Markovianity. This substantiates the fact that the non-Markovianity of a classical process cannot be traced back to the behavior of the one-point probabilities only, since it involves all $n$-point probabilities.

### 4.2 Quantum non-Markovian dynamics

We now come back to the quantum realm, studying a class of quantum dynamics which have a clearcut physical meaning, allowing both for the evaluation and the comparison of two recently introduced measures of non-Markovianity for the quantum case, and for a direct connection with the classical situation analyzed in Sec. (4.1). Such approaches to non-Markovianity in quantum dynamics cope with the behavior of one-point probabilities only, which can be obtained from the statistical operator $\rho(t)$, since a definition involving the whole hierarchy of $n$-point probabilities cannot be introduced without explicit reference to a particular choice of measurement scheme. Note that one speaks about measures of non-Markovianity, since apart from clarifying what is the signature of non-Markovianity, so as to define it and therefore make it detectable, one would like to quantify the degree of non-Markovianity of a given dynamics. For example, given a certain model, it is of interest to determine how the memory effects in the open-system dynamics are influenced by the parameters of the system $[121,122,123]$ as well as by correlation properties of the environment [124].
The two measures that we will consider here [19, 20] respectively rely on the violation of the quantum analog of the classical properties of P-divisibility and on monotonic decrease in time of the trace distance, which is the quantum counterpart of the Kolmogorov distance (see Appendix C), while also other approaches have been introduced [18]. Note that the violation of these properties in the classical case provide a sufficient but not necessary condition to detect a non-Markovian process, as clarified in the examples considered in Sec. (4.1.3). The measure of non-Markovianity relying on backflow of information is presented in Appendix E.
Before proceeding, let us introduce the notion of P-divisibility, in addition to CP-divisibility, also in the quantum setting. A one-parameter family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ is said to be Pdivisible if $\Lambda(t, 0)$ can be decomposed as in Eq. (3.116) with $\Lambda(t, s)$ positive map, for any $t \geq s \geq$ 0 . Of course, CP-divisibility implies P-divisibility, but the opposite is not true, as will be shown in the following. In Appendix E the relation between P-divisibility and non-Markovianity of quantum dynamics is analyzed in more details. Finally, let us note that P-divisibility is enough to guarantee that the transition maps $\Lambda(t, s)$ send states into states and that the trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ evolves in a monotonically decreasing way, as a direct consequence of the theorem in Appendix C.

### 4.2.1 Quantum semi-Markovian dynamics

As in the classical case, in order to study the Markovian or non-Markovian features of a quantum dynamics we take into account a class of time evolutions that allow for an explicit treatment and the connection to a classical counterpart [92, 93], see also Sec. (3.3.4). Consider an integrodifferential master equation as in Eq. (3.46), with generic $\sigma_{\alpha} \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ and real functions $r_{\alpha}(t)$, while $H^{\dagger}(t)=H(t)$. Whenever the populations $p_{k} \equiv\langle k| \rho(t)|k\rangle, k=1, \ldots, N$ obey a closed equation of motion, the latter takes the form as Eq. (4.20) for the one-point probability distribution of a classical semi-Markov process, with

$$
\begin{equation*}
\left.W_{k j}(t)=\sum_{\alpha} r_{\alpha}(t)\left|\langle k| \sigma_{\alpha}(t)\right| j\right\rangle\left.\right|^{2} . \tag{4.70}
\end{equation*}
$$

Note that an analogous relation holds between the time-dependent Lindblad equation and the Pauli master equation. Consider at first the case in which $W_{k j}(t) \geq 0$ and Eq. (3.137) is satisfied, so that

$$
\begin{equation*}
\sum_{j} W_{j k}(t)=b_{k}(t) \tag{4.71}
\end{equation*}
$$

and the complete positivity of the evolution is guaranteed by the condition in Eq. (3.140). From Eq. (3.139) one can see that $g_{k}(t) \equiv g_{k k}(t)$ and $b_{k}(t)$ satisfy Eq. (4.23), while the condition for complete positivity implies that $g_{k}(t) \geq 0$, which, together with $b_{k}(t) \geq 0$, allows to read $g_{k}(t)$ as the survival probability associated with a well-defined waiting time distribution $f_{k}(t)$ through Eq. (4.22). The constitutive elements of a classical semi-Markov process are in this way introduced. It is worth emphasizing that, as for the classical counterpart, the positivity of $W_{k j}(t)$ in Eq. (4.70) is not a priori requested. Thus, more generally, we will use the term quantum semiMarkov dynamics every time the coefficients $W_{k j}(t)$ in Eq. (4.70) allow to define a classical semi-Markov process, i.e., to introduce proper waiting time distributions and survival probabilities through Eqs. (4.71), (4.22) and (4.23).
In the following, we will focus on the special case represented by Eq. (3.141), such that the integrodifferential equation reads

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho(t)=\int_{0}^{t} d \tau b(t-\tau)[\mathcal{E}-\mathbb{1}] \rho(\tau), \tag{4.72}
\end{equation*}
$$

with $\mathcal{E}$ completely positive trace preserving map. For a suitable memory function $b(t)$, one can proceed as before and introduce a classical semi-Markov which, in this case, is characterized by a state-independent waiting time distribution $f(t)$. The latter can be directly obtained through the relation in Laplace transform, see Eq. (4.24),

$$
\begin{equation*}
\widehat{f}(u)=\frac{\hat{b}(u)}{u+\hat{b}(u)} . \tag{4.73}
\end{equation*}
$$

Moreover, applying the expansion in Eq. (3.136), one gets

$$
\begin{equation*}
\rho(t)=\rho(0)+\sum_{n} \int_{0}^{t} \mathrm{~d} t_{n} \ldots \int_{0}^{t_{2}} \mathrm{~d} t_{1} f\left(t-t_{n}\right) \mathcal{E} f\left(t_{n}-t_{n-1}\right) \ldots \mathcal{E} f\left(t_{2}-t_{1}\right) g\left(t_{1}\right) \mathcal{E} \rho(0) \tag{4.74}
\end{equation*}
$$

where we used $R(t)=b(t) \mathbb{1}$ and $f(t)=(b \star g)(t)$, see Eq. (4.22). This formula has a clear statistical interpretation [94] recalling that the probability $p(n, t)$ of $n$ events up to time $t$ in a renewal process characterized by a waiting time distribution $f(t)$ is given by Eq. (4.55), so that one has

$$
\begin{equation*}
\rho(t)=\sum_{n=0}^{\infty} p(n, t) \mathcal{E}^{n} \rho(0) \tag{4.75}
\end{equation*}
$$

where $\mathcal{E}^{n}$ denotes the $n$-fold composition of the map $\mathcal{E}$. The CPT map $\mathcal{E}$ can then be interpreted as an instantaneous intervention of the environment over the reduced system: the overall quantum dynamics is due to a sequence of such interventions, randomly distributed in time according to a renewal process with waiting time distribution $f(t)$. Note that Eq. (4.75) guarantees the complete positivity of the dynamics as long as $f(t)$ can be read as a waiting time distribution, so that the underlying statistical interpretation is well-defined.

### 4.2.2 Example: dephasing dynamics

In Sec. (4.1) we considered semi-Markov processes with a semi-Markov matrix of the form Eq. (4.25), with arbitrary $f(t)$ and $\Pi$ a bistochastic matrix. Markovianity or non-Markovianity of the process only depended on the choice of $f(t)$, while P-divisibility and behavior of the Kolmogorov distance did depend on both $f(t)$ and $\Pi$. In the quantum setting we also leave $f(t)$ arbitrary and consider bistochastic CPT maps, in the sense that $\mathcal{E}[\mathbb{1}]=\mathbb{1}$, so that also $\Lambda(t, 0)$ is bistochastic, preserving both the trace and the identity.
A purely quantum dynamics, only affecting coherences, is obtained by considering the CPT map

$$
\begin{equation*}
\mathcal{E}_{z} \rho=\sigma_{z} \rho \sigma_{z}, \tag{4.76}
\end{equation*}
$$

which describes dephasing. It is to be stressed that while a dephasing dynamics can be formally represented in terms of the action of local random unitary operators, e.g. due to random fluctuating fields [125], it arises in many physically interesting situations and the relevance of non-Markovian effects in this setting has recently been the object of both theoretical as well as experimental efforts (see e.g. [126] and [127]). The map $\mathcal{E}_{z}$ satisfies $\mathcal{E}_{z}^{2 n}=\mathbb{1}$ and $\mathcal{E}_{z}^{2 n+1}=\mathcal{E}_{z}$, so that one has

$$
\rho(t)=p(\text { even, } t) \rho(0)+p(\text { odd }, t) \sigma_{z} \rho(0) \sigma_{z}=\left(\begin{array}{cc}
\rho_{11}(0) & q(t) \rho_{10}(0)  \tag{4.77}\\
q(t) \rho_{01}(0) & \rho_{00}(0)
\end{array}\right)
$$

recalling the definition Eq. (4.35) of $q(t)$ and considering matrix elements in the basis of eigenvectors of $\sigma_{z}$. Before addressing the issue of the characterization of these dynamics, it is of interest to recast the integrodifferential master equation Eq. (4.72) in a time-convolutionless form. Indeed, while Markovianity or non-Markovianity is a property of the solution $\rho(t)$, rather then of the equation, it is quite important to read signatures of a non-Markovian behavior from the equations themselves, and this task turns out to be much easier when the equations are written in time-local form. To rewrite the master equation Eq. (4.72) in time-local form we follow the approach introduced in Sec. (3.1). The matrix $\Lambda(t, 0)$ associated with the dynamical map $\Lambda(t, 0)$ through the
representation given by Eqs. (2.41) and (2.42) with respect to the usual basis $\left\{\frac{1}{\sqrt{2}} \mathbb{1}, \frac{1}{\sqrt{2}} \sigma_{k}\right\}_{k=1,2,3}$ is given by

$$
\begin{equation*}
\Lambda(t, 0)=\operatorname{diag}(1, q(t), q(t), 1) . \tag{4.78}
\end{equation*}
$$

Accordingly, the time-convolutionless master equation obtained through Eq. (3.24) simply reads

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho(t)=\gamma(t) \mathcal{L}_{z}[\rho(t)], \tag{4.79}
\end{equation*}
$$

where we have a single quantum channel given by

$$
\begin{equation*}
\mathcal{L}_{z}[\rho]=\sigma_{z} \rho \sigma_{z}-\rho \tag{4.80}
\end{equation*}
$$

and the time dependent coefficient $\gamma(t)$ is

$$
\begin{equation*}
\gamma(t)=-\frac{1}{2} \frac{\dot{q}(t)}{q(t)}=-\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{dt}} \log |q(t)| . \tag{4.81}
\end{equation*}
$$

## Divisibility

Relying on the matrix representation of the map $\Lambda(t, 0)$ given by Eq. (4.78) we are now in the position to study its divisibility. In particular the one-parameter family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ turns out to be P-divisible if the matrices

$$
\begin{equation*}
\Lambda(t, s)=\operatorname{diag}\left(1, \frac{q(t)}{q(s)}, \frac{q(t)}{q(s)}, 1\right) \tag{4.82}
\end{equation*}
$$

obtained as in Eq. (3.118) represent positive maps $\Lambda(t, s)$ for any $t \geq s \geq 0$, which is the case provided

$$
\begin{equation*}
\left|\frac{q(t)}{q(s)}\right| \leq 1 \tag{4.83}
\end{equation*}
$$

This condition is satisfied if $|q(t)|$ is a monotonic decreasing function, and therefore the time dependent coefficient $\gamma(t)$ is always positive. In order to assess when CP-divisibility holds, one can consider positivity of the associated Choi matrix, see Sec. (2.2.4), which still leads to the constraint in Eq. (4.83). It follows that for this model CP-divisibility and P-divisibility are violated at the same time, whenever $|q(t)|$ increases, so that $\gamma(t)$ becomes negative. Thus, as discussed in [21], for the case of a single quantum channel positivity of the time dependent coefficient ensures CP-divisibility of the time evolution, which is violated if $\gamma(t)$ becomes negative at some point.

## Measures of non-Markovianity

We can now evaluate the measures of non-Markovianity for this model according to both approaches devised in [19] and in [20]. The first approach by Breuer, Laine and Piilo relies on the
study of the behavior in time of the trace distance $D\left(\rho^{1}(t), \rho^{2}(t)\right)$ between a pair of reduced states evolved form different initial states $\rho^{1}(0)$ and $\rho^{2}(0)$. The trace distance among two quantum states $\rho^{1}$ and $\rho^{2}$ quantifies their distinguishability and it provides the natural quantum analog of the Kolmogorov distance, see Appendix C. These authors identify the Markovianity of a quantum dynamics with the property of the corresponding family of dynamical maps to yield a monotonic decrease in time of the trace distance $D\left(\rho^{1}(t), \rho^{2}(t)\right)$, for any pair of reduced initial states $\rho^{1}(0)$ and $\rho^{2}(0)$. The physical meaning of this definition relies on the idea that non-Markovian dynamics are characterized by a backflow of information from the environment to the open system, as discussed in Appendix E. Here, we want to emphasize that this provides a generalization to the quantum case of the criterion introduced in Sec. (4.1.5) for classical dynamics. The measure of non-Markovianity $\mathcal{N}(\Lambda)$, for a time evolution described by $\{\Lambda(t, 0)\}_{t \geq 0}$, is given by Eq. (E.3), where we recall that $\Omega_{+}$is the region where the rate $\sigma\left(t, \rho^{1,2}(0)\right)$ defined in Eq. (E.2) is positive. For our case, the trace distance is given by

$$
\begin{equation*}
D\left(\rho^{1}(t), \rho^{2}(t)\right)=\sqrt{\Delta_{p}(0)^{2}+\left|\Delta_{c}(0)\right|^{2} q^{2}(t)} \tag{4.84}
\end{equation*}
$$

where we have set

$$
\begin{align*}
& \Delta_{p}(0)=\rho_{11}^{1}(0)-\rho_{00}^{2}(0)  \tag{4.85}\\
& \Delta_{c}(0)=\rho_{10}^{1}(0)-\rho_{10}^{2}(0) \tag{4.86}
\end{align*}
$$

for the differences of the populations and the coherences between $\rho^{1}(0)$ and $\rho^{2}(0)$, respectively. Its time derivative is

$$
\begin{equation*}
\sigma\left(t, \rho^{1,2}(0)\right)=\frac{\left|\Delta_{c}(0)\right|^{2}}{\sqrt{\Delta_{p}(0)^{2}+\left|\Delta_{c}(0)\right|^{2} q^{2}(t)}} q(t) \dot{q}(t) \tag{4.87}
\end{equation*}
$$

so that the trace distance among states can indeed grow provided $q(t)$ and $\dot{q}(t)$ have the same sign, so that $|q(t)|$ does increase. Thus the map has a positive measure of non-Markovianity whenever P-divisibility or equivalently CP-divisibility is broken. The region $\Omega_{+}$now corresponds to the time intervals where $|q(t)|$ increases, and the maximum is obtained for initial states such that $\Delta_{p}(0)=0$ and $\Delta_{c}(0)=1$, so that we have the following explicit expression for the measure of non-Markovianity

$$
\begin{equation*}
\mathcal{N}(\Lambda)=\max _{\rho^{1,2}(0)} \int_{\Omega_{+}} \mathrm{d} t \sigma\left(t, \rho^{1,2}(0)\right)=\int_{\Omega_{+}} \mathrm{d} t \frac{\mathrm{~d}}{\mathrm{~d} t}|q(t)|=\sum_{i}\left(\left|q\left(b_{i}\right)\right|-\left|q\left(a_{i}\right)\right|\right) \tag{4.88}
\end{equation*}
$$

where we have set $\Omega_{+}=\bigcup_{i}\left(a_{i}, b_{i}\right)$. The couple of states which maximize the growth of the trace distance is given in this case by the pure states $\rho^{1,2}(0)=\left|\psi_{ \pm}\right\rangle\left\langle\psi_{ \pm}\right|$, with

$$
\begin{equation*}
\left|\psi_{ \pm}\right\rangle=\frac{1}{\sqrt{2}}(|0\rangle \pm|1\rangle) . \tag{4.89}
\end{equation*}
$$

The approach by Rivas, Huelga and Plenio, instead, identifies the Markovianity of a quantum dynamics with the CP-divisibility of the corresponding family of dynamical maps. While for this
model this requirement for non-Markovianity is satisfied at the same time as the growth of the trace distance, the effect is quantified in a different way. These authors quantify non-Markovianity as the integral

$$
\begin{equation*}
\mathcal{I}(\Lambda)=\int_{\mathbb{R}_{+}} \mathrm{d} t \mathfrak{g}(t) \tag{4.90}
\end{equation*}
$$

where the quantity $\mathfrak{g}(t)$ is given by

$$
\begin{equation*}
\mathfrak{g}(t)=\lim _{\epsilon \rightarrow 0} \frac{\frac{1}{2}\left\|\Lambda_{\text {Choi }}(t, t+\epsilon)\right\|_{1}-1}{\epsilon}, \tag{4.91}
\end{equation*}
$$

with $\Lambda_{\text {Choi }}$ the Choi matrix associated through Eq. (2.66) with the map $\Lambda$, and it is different from zero only when CP-divisibility is broken. For the case at hand one has

$$
\begin{equation*}
\mathcal{I}(\Lambda)=\int_{\Omega_{+}} \mathrm{d} t \frac{\mathrm{~d}}{\mathrm{dt}} \log |q(t)|=\sum_{i}\left(\log \left|q\left(b_{i}\right)\right|-\log \left|q\left(a_{i}\right)\right|\right)=-2 \int_{\Omega_{+}} \mathrm{d} t \gamma(t) . \tag{4.92}
\end{equation*}
$$

For this model the growth of $|q(t)|$ determines both the breaking of CP-divisibility as well as the growth of the trace distance, so that both approaches detect non-Markovianity at the same time, even if they quantify it in different ways. This is however not generally true ${ }^{5}$, as observed already in [21] and considered in [129, 100]. We will point to examples for the different performance of the two measures later on. Exploiting the results of Sec. (4.1.3) it is now interesting to consider explicit choices of waiting time distributions, so as to clarify the different possible behaviors.

## Explicit examples

For the case of a memoryless waiting time distribution of the form Eq. (4.31), so that $b(t)$ is actually a delta function and $q(t)=\exp (-2 \lambda t)$, according to Eq. (4.81) the function $\gamma(t)$ is simply given by the positive constant $\lambda$. Each non-Markovianity measure is easily assessed to be zero. To consider non trivial situations, non-Markovian in the classical case, let us first assume a waiting time distribution of the form Eq. (4.36), arising by convolving two exponential memoryless distributions with the same parameter. The function $q(t)$ is then given by Eq. (4.38), so that $\gamma(t)$ reads

$$
\begin{equation*}
\gamma(t)=\lambda \frac{1}{1+\operatorname{cotg}(\lambda t)}, \tag{4.93}
\end{equation*}
$$

which indeed takes on both positive and negative values, diverging for $\lambda t=(3 / 4) \pi \bmod \pi$. Both functions are plotted in Fig. (4.4) . In this case the region $\Omega_{+}$can be exactly determined and is given by

$$
\Omega_{+}=\bigcup_{n \in \mathbb{N}}\left(\frac{1}{\lambda}(\pi+n \pi), \frac{1}{\lambda}\left(\frac{3}{4} \pi+n \pi\right)\right) .
$$

[^22]

Figure 4.4: Plot of $q$ (dashed line), $\gamma$ (dot-dashed line) and $\delta$ (continuous line) defined in Eq. (4.35), Eq. (4.81) and Eq. (4.108) respectively, as functions of $\lambda t$ for the convolution of two equal exponential waiting time distributions. The vertical asymptotes denote the points where $q(t)$ goes through zero, so that $\gamma(t)$ diverges. The functions $\gamma(t)$ and $\delta(t)$ appear as time dependent coefficients in front of the various quantum channels in the time local quantum master equations given by Eq. (4.79) and Eq. (4.105), so that their sign determines the divisibility properties of the corresponding quantum dynamics, as discussed in the text.

As already observed both measure become nonzero when $|q(t)|$ grows. The measure proposed by Breuer, Laine and Piilo according to Eq. (4.88) can now be exactly calculated and it is given by

$$
\begin{equation*}
\mathcal{N}(\Lambda)=\sum_{n=0}^{\infty}(-)^{n+1}\left[q\left(\frac{\pi+n \pi}{\lambda}\right)-q\left(\frac{3 \pi / 4+n \pi}{\lambda}\right)\right]=\frac{1}{e^{\pi}-1} \tag{4.94}
\end{equation*}
$$

which is finite and independent on $\lambda$. It is to be stressed that considering the convolution of a higher number of exponential waiting time distributions one obtains a higher value for this measure, according to the fact that the overall waiting time distribution departs more and more from the memoryless exponential case [118]. The measure proposed by Rivas, Huelga and Plenio instead is equal to infinity $\mathcal{I}(\Lambda)=\infty$, due to the fact that $q(t)$ goes through zero and therefore $\gamma(t)$ diverges. Actually, $\mathcal{I}(\Lambda)$ is equal to infinity whenever the inverse of time evolution map fails to exist. It therefore quantifies in the same way non-Markovianity for quite different situations, e.g. in this case waiting time distributions given by the convolution of a different number of exponentials.
As a further example, we consider a convolution of two different exponential distributions, corresponding to Eqs. (4.42) and (4.45), so that now one has

$$
\begin{equation*}
\gamma(t)=2 \frac{p}{s} \frac{1}{1+\chi \operatorname{Coth}\left(\frac{s t}{2} \chi\right)} \tag{4.95}
\end{equation*}
$$

Recalling Eqs. (4.44) and (4.46), the argument of the hyperbolic cotangent is real, so that $\gamma(t)$ always stays positive, if $p \leqslant s^{2} / 8$. In this case, despite the underlying non-Markovian classical process, both measures of non-Markovianity are equal to zero. The behavior of $q(t)$ and $\gamma(t)$ for


Figure 4.5: (left) The same as Fig. (4.4), but for the convolution of two different exponential waiting time distributions. We plot the quantities as a function of $s t$, taking $p / s^{2}=0.12$. Note that in this case $\gamma(t)$ (dotdashed line) is always positive, while $\delta(t)$ (continuous line) is always negative. The function $q(t)$ (dashed line) monotonically decreases reaching the value zero only at infinity. (right) The same as Fig. (4.4), but for a convex mixture of two different exponential waiting time distributions. We plot $q$ (dashed line), $\gamma$ (dot-dashed line) and $\delta$ (continuous line) as as a function of $\lambda t$, taking $\lambda_{1}=a_{1} \lambda$ and $\lambda_{2}=a_{2} \lambda$, with $a_{1}=1$ and $a_{2}=6$, together with mixing parameter $\mu=0.6$. For this kind of waiting time distribution all functions always stay positive, quickly reaching an asymptotic constant value.
this case is depicted in Fig. (4.5) (left). When $p>s^{2} / 8$, which includes the case $\lambda_{1}=\lambda_{2}, q(t)$ again oscillates between positive and negative values, so that one has a similar behavior as before, with $\mathcal{N}(\Lambda)$ assuming a finite value and $\mathcal{I}(\Lambda)=\infty$.
Finally let us consider a convex mixture of two memoryless distributions as given by Eq. (4.47), so that $q(t)$ is now given by Eq. (4.49) and one has

$$
\begin{equation*}
\gamma(t)=\langle\lambda\rangle \frac{1+\frac{1}{4} \frac{\left(\lambda_{1}+\lambda_{2}-3\langle\lambda\rangle\right)\left(\lambda_{1}+\lambda_{2}+\langle\lambda\rangle\right)-\bar{\lambda}^{2}}{\bar{\lambda}(\lambda\rangle} \operatorname{Coth}\left(\frac{\bar{\lambda} t}{2}\right)}{1+\frac{\left(\lambda_{1}+\lambda_{2}-3\langle\lambda\rangle\right)}{\bar{\lambda}} \operatorname{Coth}\left(\frac{\bar{\lambda} t}{2}\right)}, \tag{4.96}
\end{equation*}
$$

which according to the definitions of $\langle\lambda\rangle$ and $\bar{\lambda}$ given in Eq. (4.50) and Eq. (4.51) can be checked to always take on positive values. Its behavior is given in Fig. (4.5) (right). In this situation both measures are equal to zero.

## Dephasing dynamics via projection

A quantum dynamics corresponding to pure dephasing is also obtained considering a CPT map $\mathcal{E}$ which is a projection, that is

$$
\begin{equation*}
\mathcal{E}_{P} \rho=\sigma_{+} \sigma_{-} \rho \sigma_{+} \sigma_{-}+\sigma_{-} \sigma_{+} \rho \sigma_{-} \sigma_{+} \tag{4.97}
\end{equation*}
$$

so that one has idempotency $\mathcal{E}_{P}^{2}=\mathcal{E}_{P}$. For this case the analysis closely follows the one performed for $\mathcal{E}_{z}$, but the survival probability $g(t)$ is the crucial quantity instead of $q(t)$, similarly to the
classical case with $\pi=1 / 2$ dealt with in Sec. (4.1.3). The matrix $\Lambda$ is given by

$$
\begin{equation*}
\Lambda(t, 0)=\operatorname{diag}(1, g(t), g(t), 1) \tag{4.98}
\end{equation*}
$$

and the time-local master equation reads

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho(t)=h(t)\left(\mathcal{L}_{+-}[\rho(t)]+\mathcal{L}_{-+}[\rho(t)]\right) \tag{4.99}
\end{equation*}
$$

with Lindblad operators

$$
\begin{equation*}
\mathcal{L}_{+-}[\rho]=\sigma_{+} \sigma_{-} \rho \sigma_{+} \sigma_{-}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho\right\} \tag{4.100}
\end{equation*}
$$

and similarly for $\mathcal{L}_{-+}$. The quantity $h(t)$ is given by

$$
\begin{equation*}
h(t)=\frac{f(t)}{g(t)}=-\frac{\mathrm{d}}{\mathrm{dt}} \log g(t) \tag{4.101}
\end{equation*}
$$

which provides the so-called hazard rate function associated with the waiting time distribution $f(t)$, given by the ratio of waiting time distribution and survival probability. It gives information on the probability for the first jump to occur right after time $t$ [114]. Note that the survival probability is a positive monotonously decreasing function, and the hazard rate function is always positive. As a result CP-divisibility always holds, so that both non-Markovianity measures are equal to zero, whatever the waiting time distribution is.

### 4.2.3 Example: dissipative dynamics

The choice of CPT map considered above, corresponding to pure dephasing, shows how different probability densities for the waiting time, corresponding to different distributions of the action of the quantum operation in time, can lead to dynamics whose measures of non-Markovianity can be both positive or zero, irrespective of the fact that the only memoryless waiting time distribution is the exponential one. In this case, however, there is no direct connection to a classical dynamics, since only the coherences evolve in time. Another natural choice of CPT map which leads to a non trivial dynamics for the populations is given by

$$
\begin{equation*}
\mathcal{E}_{ \pm} \rho=\sigma_{-} \rho \sigma_{+}+\sigma_{+} \rho \sigma_{-} \tag{4.102}
\end{equation*}
$$

As we now show this expression for the CPT map leads to a time-local master equation given by Eq. (4.105), where channels related to the operators $\sigma_{+}, \sigma_{-}$and $\sigma_{z}$ appear with, in particular, equal rates in front of the two dissipative channels. This example already serves the purpose to highlight the different behavior of the two distinct measures of non-Markovianity as discussed later, and it is amenable to a full analytical treatment. This makes the comparison with the classical case and the discussion of the various features more transparent. The map $\mathcal{E}_{ \pm}$satisfies $\mathcal{E}_{ \pm}^{2 n}=\mathcal{E}_{ \pm}^{2}$ and $\mathcal{E}_{ \pm}^{2 n+1}=\mathcal{E}_{ \pm}$, so that one can obtain the explicit representation

$$
\rho(t)=\left(\begin{array}{cc}
p(\text { even }, t) \rho_{11}(0)+p(\mathrm{odd}, t) \rho_{00}(0) & g(t) \rho_{10}(0)  \tag{4.103}\\
g(t) \rho_{01}(0) & p(\mathrm{odd}, t) \rho_{11}(0)+p(\text { even }, t) \rho_{00}(0)
\end{array}\right)
$$

where $g(t)$ denotes as usual the survival probability. As in the previous case we can obtain the matrix $\Lambda(t, 0)$ representing the action of the map with respect to the chosen basis of operators in $\mathbb{C}^{2}$, now given by

$$
\begin{equation*}
\Lambda(t, 0)=\operatorname{diag}(1, g(t), g(t), q(t)) . \tag{4.104}
\end{equation*}
$$

Accordingly the time-convolutionless master equation reads

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho(t)=\gamma(t)\left(\mathcal{L}_{+}[\rho(t)]+\mathcal{L}_{-}[\rho(t)]\right)+\delta(t) \mathcal{L}_{z}[\rho(t)] \tag{4.105}
\end{equation*}
$$

where, apart from $\mathcal{L}_{z}$ as given by Eq. (4.80), the quantum channels

$$
\begin{equation*}
\mathcal{L}_{+}[\rho]=\sigma_{+} \rho \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \rho\right\} \tag{4.106}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{-}[\rho]=\sigma_{-} \rho \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho\right\} \tag{4.107}
\end{equation*}
$$

appear. The time dependent coefficient $\gamma(t)$ is still given by Eq. (4.81), while the function $\delta(t)$ is given by the difference

$$
\begin{equation*}
\delta(t)=\frac{1}{2}(h(t)-\gamma(t)), \tag{4.108}
\end{equation*}
$$

where $h(t)$ is the hazard rate function introduced in Eq. (4.101), which is always positive.

## Divisibility

Also in this case we can consider the divisibility properties of the time evolution. According to the matrix representation of the map, we now have

$$
\begin{equation*}
\Lambda(t, s)=\operatorname{diag}\left(1, \frac{g(t)}{g(s)}, \frac{g(t)}{g(s)}, \frac{q(t)}{q(s)}\right), \tag{4.109}
\end{equation*}
$$

so that thanks to the property of the survival probability the only condition for P-divisibility is still given by Eq. (4.83). Therefore the family of dynamical maps is P-divisible whenever $|q(t)|$ is a monotonic decreasing function. Note that this condition is equivalent to the positivity of $\gamma(t)$, and therefore of the time dependent coefficient in front of the $\mathcal{L}_{+}$and $\mathcal{L}_{-}$channels, which affect the dynamics of the populations. In order to study CP-divisibility one has to consider the associated Choi matrix, whose positivity is granted upon the further condition, see Sec. (2.2.4) and in particular Eq. (2.86),

$$
\begin{equation*}
\frac{g(t)}{g(s)} \leqslant \frac{1}{2}\left(1+\frac{q(t)}{q(s)}\right), \tag{4.110}
\end{equation*}
$$

which sets a non trivial requirement, implying positivity of the function $\delta(t)$ which provides the coefficient of the purely quantum channel $\mathcal{L}_{z}$. Thus CP-divisibility is violated if and only if at
least one of the prefactors in the time-local form Eq. (4.105) becomes negative. Note however that in this case, due to the presence of different quantum channels, P -divisibility and CP-divisibility are not necessarily violated together, since it can well happen that $\gamma(t)$ stays positive, but $\delta(t)$ takes on negative values. As discussed in the examples below and shown in Fig. (4.5), for a suitable choice of waiting time distribution one can have a dynamics which is P-divisible, but not CP-divisible.

## Measures of non-Markovianity

Also for this model we can obtain the explicit expression for the measures of non-Markovianity according to [19] and [20]. The trace distance now reads

$$
\begin{equation*}
D\left(\rho^{1}(t), \rho^{2}(t)\right)=\sqrt{q^{2}(t) \Delta_{p}(0)^{2}+\left|\Delta_{c}(0)\right|^{2} g^{2}(t)} \tag{4.111}
\end{equation*}
$$

where we have used the same notation as in Eqs. (4.85) and (4.86), so that the derivative is

$$
\begin{equation*}
\sigma\left(t, \rho^{1,2}(0)\right)=\frac{\Delta_{p}(0)^{2} q(t) \dot{q}(t)-\left|\Delta_{c}(0)\right|^{2} g(t) f(t)}{\sqrt{q^{2}(t) \Delta_{p}(0)^{2}+\left|\Delta_{c}(0)\right|^{2} g^{2}(t)}} \tag{4.112}
\end{equation*}
$$

and can grow in the region $\Omega_{+}$where $q(t)$ and $\dot{q}(t)$ have the same sign. In this region $|q(t)|$ does increase and P-divisibility, but in general as we have seen not CP-divisibility, is granted. The growth is maximal for $\Delta_{c}(0)=0$ and $\Delta_{p}(0)=1$, so that the couple of states which maximize it is given by the projectors on ground and excited state. As a result, similarly as before we have for the measure of non-Markovianity introduced by Breuer, Laine and Piilo

$$
\begin{equation*}
\mathcal{N}(\Lambda)=\int_{\Omega_{+}} \mathrm{d} t \frac{\mathrm{~d}}{\mathrm{~d} t}|q(t)|=\sum_{i}\left(\left|q\left(b_{i}\right)\right|-\left|q\left(a_{i}\right)\right|\right) \tag{4.113}
\end{equation*}
$$

This result for the choice of CPT map $\mathcal{E}_{ \pm}$is right the same as for the CPT map $\mathcal{E}_{z}$. This measure becomes nonzero if and only if P-divisibility is broken. It can be shown that this is always the case for a family of bistochastic dynamical maps on $\mathbb{C}^{2}$, but not for more general situations, see Appendix E.
The criterion by Rivas, Huelga and Plenio instead assigns to the map a nonzero measure whenever one of the coefficients $\gamma(t)$ or $\delta(t)$ takes on negative values, so that CP -divisibility is broken. Since $h(t)$ is always positive, these two functions can take on negative values only on separate time intervals, as can also be seen from Fig. (4.4). The measure is then given by Eq. (4.90), where according to Eq. (4.91) we have $\mathfrak{g}(t)=0$ whenever both $\gamma(t)$ and $\delta(t)$ are positive, while $\mathfrak{g}(t)=-2 \gamma(t)$ whenever $\gamma(t)$ is negative, and $\mathfrak{g}(t)=-2 \delta(t)$ in the complementary time intervals in which $\delta(t)$ takes on negative values. Note that $\mathcal{I}(\Lambda)$ can become positive even if the measure $\mathcal{N}(\Lambda)$ is zero. Indeed the latter measure for this dynamics is related to P-divisibility rather than CP -divisibility.

## Population dynamics

For the dynamics described by Eq. (4.72), with the CPT map given by $\mathcal{E}_{ \pm}$as in Eq. (4.102), coherences and populations decouple, and the populations obey the same equation as the onepoint probability distribution of the classical semi-Markov processes considered in Sect. 4.1 for $\pi=1$ and arbitrary waiting time distribution. This is immediately seen identifying the two components of the probability vector with the populations in excited and ground state. Setting $P_{+}(t)=\langle+| \rho(t)|+\rangle$ and $P_{-}(t)=\langle-| \rho(t)|-\rangle$ one has in fact from Eq. (4.72) with $\mathcal{E}_{ \pm}$the integrodifferential equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} P_{ \pm}(t)=\int_{0}^{t} d \tau b(t-\tau)\left[P_{\mp}(\tau)-P_{ \pm}(\tau)\right] \tag{4.114}
\end{equation*}
$$

corresponding to Eq. (4.26) for

$$
W(\tau)=\left(\begin{array}{cc}
-1 & 1  \tag{4.115}\\
1 & -1
\end{array}\right) b(\tau)
$$

As shown in Sec. (4.2.1) one can then construct a classical semi-Markov process with a stateindependent waiting time distribution determined through Eq. (4.73), and whose one-point probability distribution satisfies Eq. (4.114).
The Kolmogorov distance as in Eq. (4.69) is given by

$$
\begin{equation*}
D_{K}\left(\left\{P_{+}^{1}(t), P_{-}^{1}(t)\right\},\left\{P_{+}^{2}(t), P_{-}^{2}(t)\right\}\right)=\left|\Delta_{p}(0)\right||q(t)| \tag{4.116}
\end{equation*}
$$

so that $\mathcal{N}(\Lambda)$, being obtained by considering as initial states the projections onto ground and excited state, is also given by taking the maximum over the possible initial classical states of the integral of the Kolmogorov-distance derivative $\sigma_{K}$ in the time intervals in which it is positive. Growth of the Kolmogorov distance again depends on the behavior of $|q(t)|$ only, which determines whether the evolution is P-divisible or not. In view of these connection it appears that one can have non-Markovianity measure $\mathcal{N}(\Lambda)$ equal to zero even if the dynamics for the populations can be related to a non-Markovian classical process. Note that this is true also for the non-Markovianity measure $\mathcal{I}(\Lambda)$ : CP-divisibility of the quantum evolution does not fix in any way the waiting time distribution of the associated classical semi-Markov process, see the last example in the next paragraph. Again this is not too surprising, since the one-point probabilities cannot really keep track of Markovianity or non-Markovianity in the classical sense, even though in the non-Markovian case they can show up different behaviors than those typical of the Markovian one.

## Explicit examples

At variance with the case of pure dephasing, the two measures of non-Markovianity do not agree for this model. The measure $\mathcal{N}(\Lambda)$ becomes positive as soon as P-divisibility is broken, which depends on the sign of $\gamma(t)$ only, while $\mathcal{I}(\Lambda)$ becomes positive even when only CP-divisibility does not hold, which also depends on the sign of the function $\delta(t)$ appearing in front of the purely quantum channel $\mathcal{L}_{z}$, which determines the dynamics of the coherences. To consider the behavior
of the measures for this model we thus have to consider also the quantity $\delta(t)$, which is simply equal to zero for an exponential waiting time distribution, so that in the proper Markovian case this pure quantum channel is not available.
For the case of the convolution of two equal exponential distributions exploiting Eqs. (4.36) and (4.37) together with Eq. (4.93) we have

$$
\begin{equation*}
\delta(t)=\frac{\lambda}{2}\left(\frac{\lambda t}{1+\lambda t}-\frac{1}{1+\operatorname{cotg}(\lambda t)}\right) \tag{4.117}
\end{equation*}
$$

so that both $\gamma(t)$ and $\delta(t)$ oscillate in sign and diverge when $\operatorname{cotg}(\lambda t)$ takes on the value minus one, as shown in Fig. (4.4). In this case both measures are positive, while considering the convolution of two different exponential distributions one has thanks to Eqs. (4.42), (4.43) and (4.95).

$$
\begin{equation*}
\delta(t)=\frac{p}{s}\left(\frac{1}{1+\xi \operatorname{Coth}\left(\frac{s t}{2} \xi\right)}-\frac{1}{1+\chi \operatorname{Coth}\left(\frac{s t}{2} \chi\right)}\right) \tag{4.118}
\end{equation*}
$$

If the ratio $\lambda_{1} / \lambda_{2}$ is far enough from one, $\gamma(t)$ given by Eq. (4.95) as discussed above stays always positive, so that one has P-divisibility and the measure $\mathcal{N}(\Lambda)$ is equal to zero. On the contrary the function $\delta(t)$ is negative, so that the coefficient in front of the quantum channel is always negative and CP-divisibility is violated, thus determining a positive measure $\mathcal{I}(\Lambda)$. This situation is considered in Fig. (4.5).
As a last example we consider a convex mixture of exponential distributions, leading to Eq. (4.96) as well as

$$
\begin{equation*}
h(t)=\frac{\mu \lambda_{1} \mathrm{e}^{-\lambda_{1} t}+(1-\mu) \lambda_{2} \mathrm{e}^{-\lambda_{2} t}}{\mu \mathrm{e}^{-\lambda_{1} t}+(1-\mu) \mathrm{e}^{-\lambda_{2} t}} \tag{4.119}
\end{equation*}
$$

For this case, independently of the value of the mixing parameter $\mu$, one has that both $\gamma(t)$ and $\delta(t)$ stay positive, so that the time-convolutionless master equation Eq. (4.105) has a timedependent Lindblad structure, see Sec. (3.3.2). Once again both measures $\mathcal{N}(\Lambda)$ and $\mathcal{I}(\Lambda)$ give a zero value of non-Markovianity, despite the fact that the underlying waiting time distribution is not memoryless, corresponding to a population dynamics which can be associated with a nonMarkovian classical process.

### 4.2.4 Different definitions of non-Markovianity for stochastic processes and state dynamics

Let us now make some conclusive remarks, which recall the main results presented in this chapter. We have analyzed the notion of non-Markovianity for the dynamics of open quantum systems, starting from the classical setting and focusing on concrete examples. While knowledge of a nonMarkovian classical process requires information on all the conditional probability densities, when studying the dynamics of an open system one usually only considers the evolution of the state, expressed by a probability vector in the classical case and a statistical operator in the quantum case.

The notion of non-Markovianity for classical processes and for state dynamics are by necessity distinct concepts. One is then naturally led to the question whether and how the non-Markovianity of a process reflects itself in the behavior of the one-point probability. For processes which are Markovian according to the classical definition, both P-divisibility as well as a monotonic decrease, in time, of the Kolmogorov distance between states arising from different initial conditions are always obeyed. Therefore the lack of these properties can be interpreted as a signature of nonMarkovianity, and can be used to quantify it. Note, however, that due to the fact that the classical definition of non-Markovianity actually involves all $n$-point probability densities, these signatures indeed provide a different notion of non-Markovianity, which only gives a sufficient condition in order to assess non-Markovianity in the original sense. This behavior has been shown by means of examples relying on the study of certain semi-Markov processes. We stress, in particular, that in the classical case P-divisibility is not equivalent to the Chapman-Kolmogorov equation. Such signatures of non-Markovianity can be brought over to the quantum framework, by considering the notion of CP-divisibility and of trace distance. These two criteria are at the basis of two recently introduced measures of non-Markovianity for open quantum systems [19, 20], which we have compared considering a quantum counterpart of classical semi-Markov processes.
Moreover, the analysis performed in this chapter clearly shows the importance of analyzing the dynamics of an open system by means of both integrodifferential and time local master equations. Once again, this is the case for classical as well as for quantum systems. On the one hand, the equivalence between the two descriptions, see also Sec. (3.1), gives a further evidence that the Markovianity of a stochastic process cannot be simply assessed through the equation of motion of its one-point probability distribution. On the other hand, one can point to possible signatures of non-Markovianity to be read directly at the level of the equation. In this respect it appears that the time local form of the equations, despite isolated singularities, is certainly more convenient.
In this chapter, we have discussed the different definitions of non-Markovianity relevant for classical stochastic processes and dynamical evolutions. While the latter can be directly considered both in the classical and the quantum case, it is not obvious how the original definition of nonMarkovianity for a classical process can be transferred to the quantum realm, because of basic principles of quantum mechanics. First, to make statements about the value of a certain observables at different times, a measurement scheme has to be specified, which affects the subsequent time evolution; furthermore, the statistical operator of a quantum systems provide different, and generally incompatible, classical probability densities for different observables, as a typical feature of quantum probability with respect to classical probability [32, 34], see also Sec. (2.1.1). The possibility to define the notion of quantum stochastic processes in full analogy with the classical case has been investigated by means of $C^{*}$-algebras, see for example $[130,131]$; this topic goes beyond the scope of this work.
It is clear that physical systems can provide us with much more complicated dynamics than those addressed in this chapter and the recent literature. The main aim of the discussed examples however was to consider realistic situations for which a thorough exact analysis is feasible, so as to allow a clarification of the conceptual issues related to the very definition of Markovianity and non-Markovianity, pointing in particular to the connection between classical and quantum situation.

## Chapter 5

## Initial correlations in the dynamics of open quantum systems

The entire description of the dynamics of open quantum systems performed so far relies on the assumption we introduced at the end of Chapter 2: the total initial state has been supposed to be a product state, i.e. of the form in Eq. (2.93), with a fixed environmental state. As follows from the discussion in Sec. (2.1.3), this corresponds to the hypothesis that the open system and the environment are initially prepared in a way such that no correlation between their statistics is introduced, and that the different states of the open system can be prepared retaining the same state of the environment. Starting from Eq. (2.93), we have been able to define one-parameter families of reduced dynamical maps, see Eq. (2.94), as well as linear equations of motion for the reduced statistical operator, being them integrodifferential, as in Eq. (3.17), or time-local, as in Eq. (3.18), see also Sec. (3.2). Indeed, any derivation of a Markovian reduced dynamics begins from the assumption that the total initial state is uncorrelated [1], see also Chapter 6.
Nevertheless, the assumption of a product total initial state is questionable in many circumstances, especially outside the weak coupling regime [22, 23, 24]. In concrete physical procedures, it is quite unlikely that one can actually prepare the open system without affecting the environment, or even without being perturbed by it, in particular if their mutual interaction is always present ${ }^{1}$ and cannot be considered weak. Moreover, the hypothesis expressed in Eq. (2.93) assigns a very peculiar role to the initial time, being the subsequent dynamics characterized by the presence of correlations between the open system and its surrounding environment. Again, there are situations where this appears to be quite arbitrary, since it requires that two uncorrelated systems gets instantaneously coupled at some initial time.
For the same reasons, apart from the weak coupling regime [133, 134], the presence of correlations between the open system and the environment in the total initial state leads, in the subsequent reduced dynamics, to effects which cannot be neglected [135, 136, 137, 138, 139]. As further ex-

[^23]amples, the influence of initial correlations on dynamics of entanglement [140, 141] as well as on decoherence $[142,143,144]$ has been pointed out. Thus, it turns out that the possibility to include initial correlations is of extreme relevance in order to give a realistic description of many physical systems.
In this chapter, we show how the approach to the dynamics of open quantum systems that is based on trace distance and that has been presented in the previous chapter, see also Appendix E, enables a quantitative characterization of the dynamics even in the presence of initial correlations between the open system and the environment. This does not require the definition of any reduced dynamical map, which in this case can be quite problematic, as will be discussed.
In the first section, we present some general methods to describe a reduced dynamics influenced by initial correlations. We start with a brief review of different approaches based on the use of maps on the state space of the open system. Contrary to the case of a product total initial state, the definition of these maps is non-unique and it requires the detection of a proper compatibility domain, which is not easy to be achieved explicitly. Outside such a domain, the reduced maps are in general not even positive, so that one has to go beyond the class of completely positive maps discussed in the previous chapters. Furthermore, we describe how the dynamics of open quantum systems with initial correlations can be fixed by a system of homogeneous equations of motion. This is accomplished by enlarging the set of dynamical variables form the reduced statistical operator $\rho_{S}(t)$ to a set of trace class operators, such that their sum equals $\rho_{S}(t)$. In particular, a well defined time evolution for any initial condition is guaranteed by introducing the so-called generalized Lindblad structure [145].
As already mentioned, we will focus on a different point of view, introduced in [26]. This extends the approach to open-system dynamics based on trace distance, which has been discussed in the previous chapter in order to assess the non-Markovianity of quantum dynamics. The comparison between two different reduced system states, $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$, evolving from different total initial states, $\rho_{S E}^{1}(0)$ and $\rho_{S E}^{2}(0)$, allows us to describe the dynamics of the open system also in the presence of initial correlations, without the definition of any reduced map and without asking for any extra information related to the total system. We show that the trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ can increase above its initial value only because of different initial states of the environment or because of initial correlations. In any case, the evolution of $D\left(\rho_{S}^{1}(t), \rho^{2}(t)\right)$ has an upper bound, which can be read in terms of an exchange of information between the open system and the environment. In the second section, we report the first experimental observation of an increase of trace distance above to its initial value due to initial system-environment correlations, recently realized at the University of Milan [27]. In our all-optical setting, the total system under investigation consists of a couple of photons generated by spontaneous parametric down conversion. After recalling some features of this non-linear optical phenomenon, we give the description of the experimental apparatus, in which initial correlations can be introduced in a very general way by means of a spatial light modulator. Finally, we present the theoretical characterization as well as the experimental data of the trace-distance evolution, clearly showing the effects of initial correlations.
In the third section, we come back to the Jaynes-Cummings model already considered in Sec. (3.2), but now we allow for fully generic total initial states. We analyze the influence of initial correlations on the subsequent dynamics of the open system by means of trace distance. First, we study, for a class of total initial states, when the upper bound previously introduced is actually reached
during the trace-distance evolution. Then, we examine the correlations contained in the thermal equilibrium state for the total system, analyze their dependence on the temperature and on the coupling strength, and demonstrate their connection to entanglement properties of the Hamiltonian eigenstates. The dynamics of the distinguishability of the open-system states evolving from the thermal equilibrium state and its corresponding uncorrelated product state shows that the open system dynamically uncovers typical features of the initial correlations.

### 5.1 Different descriptions of open-system dynamics in the presence of initial correlations

### 5.1.1 Reduced maps and assignment maps

We now want to briefly review how the description of reduced dynamics based on dynamical maps can be adapted to include possibile initial system-environment correlations. Let us start with a simple example [146]. Consider a two qubits total system, one qubit regarded as the open system, the other one as the environment, with total Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(I-\sigma_{z}\right) \otimes \sigma_{x}+\frac{1}{2}\left(I+\sigma_{z}\right) \otimes I, \tag{5.1}
\end{equation*}
$$

such that $U=\mathrm{e}^{-i H t}=I \cos t-i H \sin t$ realizes the C-NOT gate at $t=\pi / 2$. Consider then two correlated total initial states

$$
\begin{align*}
\rho_{S E}^{1}(0) & =|\alpha|^{2}|00\rangle\langle 00|+|\beta|^{2}|11\rangle\langle 11| \\
\rho_{S E}^{2}(0) & =(\alpha|00\rangle+\beta|11\rangle)\left(\alpha^{*}\langle 00|+\beta^{*}\langle 11|\right) \tag{5.2}
\end{align*}
$$

sharing both the marginal states, i.e., $\rho_{S}^{1}(0)=\rho_{S}^{2}(0)=|\alpha|^{2}|0\rangle\langle 0|+|\beta|^{2}|1\rangle\langle 1|$ and $\rho_{E}^{1}(0)=$ $\rho_{E}^{2}(0)=|\alpha|^{2}|0\rangle\langle 0|+|\beta|^{2}|1\rangle\langle 1|$. They differ only because of correlations. The two total initial states in Eq. (5.2) evolve at time $t=\pi / 2$ into two different states, so that also the corresponding reduced states are different:

$$
\begin{align*}
\rho_{S}^{1}(t=\pi / 2) & =|\alpha|^{2}|0\rangle\langle 0|+|\beta|^{2}|1\rangle\langle 1| \\
\rho_{S}^{2}(t=\pi / 2) & =(\alpha|0\rangle+\beta|1\rangle)\left(\alpha^{*}\langle 0|+\beta^{*}\langle 1|\right) . \tag{5.3}
\end{align*}
$$

Depending on its initial correlations with the environment, the open system can evolve into different states even if, in both cases, it is initially in the same state. Thus, how can one define a dynamical map on the state space of the open system which associates to any reduced initial state $\rho_{S}(0)$ only one state $\rho_{S}(t)$ at time $t$ ? Indeed, a fully analogous question could arise for product total initial states: one can easily figure out an example where two total initial states with the same reduced state, $\rho_{S}(0) \otimes \rho_{E}^{1}(0)$ and $\rho_{S}(0) \otimes \rho_{E}^{2}(0)$, with $\rho_{E}^{1}(0) \neq \rho_{E}^{2}(0)$, evolve at time $t$ into two different states such that $\rho_{S}^{1}(t) \neq \rho_{S}^{2}(t)$. But in this case the problem can be solved very easily: a unique family of reduced dynamical maps, which in addition are also completely positive, is defined by fixing the state of the environment, see Eqs. (2.94) and (2.95). The mathematical as well as the physical meaning of such a prescription is clear.

In order to proceed in a similar way also in the presence of initial correlations between the system and the environment, one can introduce reduced maps for fixed correlations [146]. Let us decompose the total initial state $\rho_{S E}(0)$ as

$$
\begin{align*}
\rho_{S E}(0) & =\frac{1}{N M}\left(\mathbb{1}_{S E}+\sum_{n=1}^{N^{2}-1} \alpha_{n}(0) \sigma_{n} \otimes \mathbb{1}_{E}+\sum_{m=1}^{M^{2}-1} \beta_{m}(0) \mathbb{1}_{S} \otimes \tau_{m}+\sum_{n=1}^{N^{2}-1} \sum_{m=1}^{M^{2}-1} \gamma_{n m}(0) \sigma_{n} \otimes \tau_{m}\right) \\
& =\rho_{S}(0) \otimes \rho_{E}(0)+\sum_{n=1}^{N^{2}-1} \sum_{m=1}^{M^{2}-1} g_{n m}(0) \sigma_{n} \otimes \tau_{m} \tag{5.4}
\end{align*}
$$

where $N$ and $M$ are the finite dimensions of the Hilbert spaces associated with, respectively, the open system and the environment, and both the bases of linear maps, $\left\{\sigma_{n}\right\}_{n=0, \ldots N^{2}-1}$ on $\mathcal{L}\left(\mathbb{C}^{N}\right)$ and $\left\{\tau_{m}\right\}_{m=0, \ldots M^{2}-1}$ on $\mathcal{L}\left(\mathbb{C}^{M}\right)$, satisfy Eq. (3.34). The reduced initial state is then $\rho_{S}(0)=\left(\mathbb{1}_{S}+\sum_{n} \alpha_{n}(0) \sigma_{n}\right) / N$ and the initial state of the environment is $\rho_{S}(0)=\left(\mathbb{1}_{E}+\right.$ $\left.\sum_{m} \beta_{m}(0) \tau_{m}\right) / M$, while the initial system-environment correlations are characterized by the parameters

$$
\begin{equation*}
g_{n m}(0)=\frac{\gamma_{n m}(0)-\alpha_{n}(0) \beta_{m}(0)}{N M}=\left\langle\sigma_{n} \otimes \tau_{m}\right\rangle-\left\langle\sigma_{n}\right\rangle\left\langle\tau_{m}\right\rangle, \tag{5.5}
\end{equation*}
$$

with $n=1, \ldots N^{2}-1$ and $m=1, \ldots M^{2}-1$. Replacing Eq. (5.4) into Eq. (2.91), one gets

$$
\begin{equation*}
\rho_{S}(t)=\sum_{k k^{\prime}} M_{k k^{\prime}}(t, 0) \rho_{S}(0) M_{k k^{\prime}}^{\dagger}(t, 0)+\sum_{k n m} g_{n m}(0)\left\langle u_{k}\right| U(t, 0) \sigma_{n} \otimes \tau_{m} U^{\dagger}(t, 0)\left|u_{k}\right\rangle \tag{5.6}
\end{equation*}
$$

with $M_{k k^{\prime}}(t, 0)$ given by Eq. (2.96), where the eigenvalues $p_{k^{\prime}}$ and the eigenvectors $\left|v_{k^{\prime}}\right\rangle$ of the environmental initial state appear. The first term corresponds to the Kraus decomposition which provides a completely positive map when there are no initial correlations, see Eq. (2.95), and the state of the environment is fixed. If, in addition, one fixes the correlation parameters $g_{n m}(0)$, that is the inhomogeneous term, then Eq. (5.6) defines an affine ${ }^{2}$ reduced map. Note that we are here introducing a different reduced map for any set of fixed correlation parameters ${ }^{3}$. The crucial point is that, for initial non-zero correlations, a reduced map can be consistently derived from the total unitary dynamics only on a subset of all the possible reduced statistical operators, the so-called compatibility domain [148]. Contrary to what happens for a product total initial state $\rho_{S}(0) \otimes \rho_{E}(0)$, if there are non-zero correlation parameters $g_{n m}(0)$, then not every choice of the reduced initial state $\rho_{S}(0)$ is compatible with a well-defined total initial state $\rho_{S E}(0)$. A paradigmatic example is given by reduced pure states, i.e., $\rho_{S}(0)=|\psi\rangle\langle\psi|$. In fact, a reduced state of a bipartite system is pure only if the total state is a product state, see Sec. (2.1.3). This means that if a pure state is replaced in Eq. (5.4) with $g_{n m}(0) \neq 0$ for some $n$ and $m$, the resulting $\rho_{S E}(0)$ is not a statistical operator. The compatibility domain is precisely formed by those states

[^24]which are compatible with the correlations fixed in the total initial state. Outside the compatibility domain, the physical meaning of the reduced map is lost and, in fact, a reduced statistical operator can be mapped to an operator which is not a well-defined state since it is not positive definite. The reduced maps introduced in the presence of initial correlations are generally not positive and, of course, not completely positive either. It has been proved [149] that if the total initial state has zero discord, see Sec.(2.1.3), then it is always possible, for an arbitrary unitary evolution $U(t, 0)$, to define a family of completely positive reduced dynamical maps. Indeed, also in this case the physical meaning of the map in connection with the total unitary dynamics is established only inside its compatibility domain. To explicitly determine such a domain is then in any case a necessary step in order to give a significative description of the reduced dynamics; however this is in general a very complicated mathematical task. Even more importantly, the reduced maps crucially depend on quantities related to the total system which can be hardly achievable in many concrete physical settings.
As a further remark, note that the procedure now presented is highly non-unique. For example, one can define a reduced map by fixing the mean values $\left\langle\sigma_{n} \otimes \tau_{m}\right\rangle$, for $n=0, \ldots N^{2}-1$ and $m=1, \ldots M^{2}-1$, instead of the correlations [148, 150]. The reduced maps defined by fixing, respectively, the mean values and the correlations have different compatibility domains and, moreover, they generally map reduced states which are in both their compatibility domains into different final states [25]: the reduced dynamics they describe are not equivalent. A third way to proceed has been introduced in $[151,152]$. Here, the total initial state is expanded as
\[

$$
\begin{equation*}
\rho_{S E}(0)=\sum_{i j=1}^{N} \varrho_{i j}(0)\left|u_{i}\right\rangle\left\langle u_{j}\right| \otimes \phi_{i j}, \tag{5.7}
\end{equation*}
$$

\]

with $\varrho_{i j}(0)=\varrho_{j k}^{*}(0), \phi_{i j}=\phi_{j i}^{\dagger}$, and $\sum_{i} \varrho_{i i}=1$. It has been proved [151] that, starting form the expansion in Eq. (5.7), one can introduce a class of reduced hermitian linear maps such that a vanishing discord in the total initial state is, beside a sufficient, also a necessary condition in order to have complete positivity for an arbitrary unitary evolution ${ }^{4} U(t, 0)$.
Finally, let us mention that a complementary approach is based on assignment maps [22, 23]. This approach can be simply illustrated by means of the following diagram:


The map $\mathcal{A}$, which connects the reduced initial state $\rho_{S}(0)$ to one total initial state $\rho_{S E}(0)$, is just the assignment map. This represents how the preparation procedure, which prepares the open system in the state $\rho_{S}(0)$, affects the total initial state as well [23, 154]. The composition of three

[^25]maps, $\operatorname{tr}_{E} \circ U(t, 0) \circ \mathcal{A}$, gives then the reduced map, connecting the initial state $\rho_{S}(0)$ to the state $\rho_{S}(t)$ at time $t$. Indeed, there are different non-equivalent ways to define an assignment map and, consequently, a reduced dynamics. It has been shown [22] that the "trivial" assignment map
\[

$$
\begin{align*}
\mathcal{A}: \mathcal{S}\left(\mathcal{H}_{S}\right) & \rightarrow \mathcal{S}\left(\mathcal{H}_{S E}\right) \\
\rho_{S}(0) & \rightarrow \mathcal{A} \rho_{S}(0)=\rho_{S}(0) \otimes \rho_{E} \tag{5.9}
\end{align*}
$$
\]

with a fixed environmental state $\rho_{E}$, is the only assignment map which associates to any reduced state $\rho_{S}(0)$ a well-defined total state $\rho_{S E}(0)$ and which is linear and consistent, i.e. such that $\operatorname{tr}_{E}\left[\mathcal{A} \rho_{S}(0)\right]=\rho_{S}(0)$. Thus, it turns out that in order to describe reduced dynamics in the presence of initial correlations, one has to resort to non-linear [23, 24, 155], non-consistent [23, 156] or non-positive $[157,156]$ assignment maps. In particular, let us note that the approaches based on the definition of a compatibility domain can be read as the realization of a specific assignment map. For example, if the initial correlation parameters $g_{n m}(0)$ as well as the environmental initial state $\rho_{E}(0)$ are fixed, Eq. (5.4) naturally defines an assignment map. From the previous discussion, it is then clear that we are here in the case of a non-positive assignment map, since the image of a state $\rho_{S}(0)$ outside the compatibility domain is not a well-defined total state [157, 158].

### 5.1.2 Generalized Lindblad structure

In the presence of initial system-environment correlations, the dynamics of open quantum systems can be also described by means of master equations, which are typically inhomogeneous, explicitly depending on the initial state of the total system. We have given an example of such inhomogeneous equations in Sec. (3.1.1), where we employed projection operator techniques to derive local as well as non-local master equations from the full unitary dynamics of the total system, see Eqs. (3.8) and (3.14). Furthermore, one can directly obtain an inhomogeneous master equation from the affine map defined in Eq. (5.6), as shown in [146]. In this paragraph, we present an alternative way to characterize open-system dynamics with initial correlations, consisting in a system of homogeneous equations of motion [145], referred to as generalized Lindblad structure. This has been introduced within the context of a generalization of projection operator tecnhiques, relying on the use of correlated projection operators. In the next chapter, we will see how it naturally applies to the case of a bipartite open system, as well.
In the presence of initial correlations between the open system and the environment, the master equations derived by means of the projection operator techniques introduced in Sec. (3.1.1) are inhomogeneous and they explicitly depend on the initial state of the total system, see Eqs. (3.8) and (3.14). Nevertheless, this is strictly connected to the choice of the projection operator $P$ in Eq. (3.2), that projects the total state $\rho_{S E}$ into the product state $\rho_{S} \otimes \rho_{E}$. One can in fact employ a more general class of projection operators [159, 160, 161, 162] that project the total state $\rho_{S E}$ into a correlated, typically a separable, state. This yields a description of reduced dynamics in terms of homogeneous master equations, even in the presence of initial correlations [163]. Consider, for
example, an initial total state of the form

$$
\begin{equation*}
\rho_{S E}(0)=\sum_{k=1}^{N} \rho_{k}(0) \otimes \sigma_{k}, \tag{5.10}
\end{equation*}
$$

where $\rho_{k}(0)$ and $\sigma_{k}$ are trace class positive operators on, respectively, $\mathcal{H}_{S}$ and $\mathcal{H}_{E}$, and there is a family of projection operators $\left\{\Pi_{k}\right\}_{k=1, \ldots, N}$ on $\mathcal{H}_{E}$ satisfying $\Pi_{k} \Pi_{j}=\delta_{k j} \Pi_{k}$ and $\sum_{k} \Pi_{k}=\mathbb{1}_{E}$, such that

$$
\begin{align*}
\rho_{k}(0) & =\operatorname{tr}_{E}\left[\Pi_{k} \rho_{S E}(0)\right] \\
\sigma_{k} & =\frac{\Pi_{k} \sigma_{E} \Pi_{k}}{\operatorname{tr}_{E}\left[\Pi_{k} \sigma_{E}\right]}, \tag{5.11}
\end{align*}
$$

for some reference environmental state $\sigma_{E}$. Note that if the $\Pi_{k}$ are one dimensional projectors, then $\rho_{S E}(0)$ in Eq. (5.10) is a state with a vanishing discord with respect to measurements on the environment, see Eq. (2.29). Such an initial condition can be typically related to the case of an open system interacting with a structured environment [164, 160, 145]. It is then clear that the inhomogeneous term in Eq. (3.14) is equal to zero if one introduces a projection operator of the form

$$
\begin{equation*}
\rho_{S E} \mapsto P \rho_{S E}=\sum_{k} \rho_{k} \otimes \sigma_{k}, \tag{5.12}
\end{equation*}
$$

where $\rho_{k}=\operatorname{tr}_{E}\left[\Pi_{k} \rho_{S E}\right]$ and $\sigma_{k}$ as in Eq. (5.11), so that $P \rho_{S E}(0)=\rho_{S E}(0)$ and then $Q \rho_{S E}(0)=$ 0 . The latter relation can be expressed by saying that, due to the projection operator introduced, the irrelevant part of the initial total state is equal to zero. Moreover, the time-local master equation in Eq. (3.14) generates a system of equations of the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{k}(t)=K_{k}(t)\left(\rho_{1}(t), \ldots, \rho_{N}(t)\right) \tag{5.13}
\end{equation*}
$$

for the collection of trace class operators $\rho_{k}(t)$, defined as

$$
\begin{equation*}
\rho_{k}(t)=\operatorname{tr}_{E}\left[\Pi_{k} \rho_{S E}(t)\right] . \tag{5.14}
\end{equation*}
$$

These represent supplementary dynamical variables allowing to include the effects of systemenvironment correlations into the description of the reduced dynamics. In fact, from the knowledge of the entire collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, N}$, one can reconstruct the state of the open system at time $t$ as

$$
\begin{equation*}
\rho_{S}(t)=\sum_{k} \rho_{k}(t) . \tag{5.15}
\end{equation*}
$$

It is worth emphasizing that, in general, the system of equations in Eq. (5.13) does not define a family of reduced dynamical maps, each associating to any initial reduced state $\rho_{S}(0)$ the corresponding state $\rho_{S}(t)$ at a time $t$. In fact, in order to determine the state $\rho_{S}(t)$, one needs for the entire collection of initial trace class operators $\left\{\rho_{k}(0)\right\}_{k=1, \ldots, N}$ : only from the knowledge of such a collection the system of equations into Eq. (5.13) provides the collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, N}$
at time $t$ and therefore, through Eq. (5.15), also $\rho_{S}(t)$. This can be summarized by the following non-commutative diagram [165]:

$$
\begin{array}{rll}
\left(\rho_{1}(0), \rho_{2}(0), \ldots, \rho_{N}(0)\right) & \longrightarrow & \left(\rho_{1}(t), \rho_{2}(t), \ldots, \rho_{N}(t)\right) \\
\downarrow & & \downarrow  \tag{5.16}\\
\rho_{S}(0)=\sum_{k} \rho_{k}(0) & \longmapsto & \rho_{S}(t)=\sum_{k} \rho_{k}(t) .
\end{array}
$$

The transition from the collection $\left\{\rho_{k}(0)\right\}_{k=1, \ldots, N}$ to the reduced state $\rho(0)$ through Eq. (5.15) can be seen as a loss of information on initial correlations, so that from the knowledge of $\rho(0)$ the dynamical behavior of the reduced system cannot be reconstructed [145]. As we will explicitly see in the next chapter for a specific case, if the initial total state $\rho_{S E}(0)$ is uncorrelated, that is

$$
\begin{equation*}
\rho_{k}(0)=p_{k} \rho_{S}(0) \tag{5.17}
\end{equation*}
$$

with $p_{k}:=\operatorname{tr}_{E}\left[\Pi_{k} \rho_{E}(0)\right]$, then the evolution of the collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, N}$ directly leads to the introduction of a one-parameter family of dynamical maps.
Indeed, given a generic system of equations as in Eq. (5.13), introduced, e.g., on the basis of a perturbative expansion or a phenomenological ansatz, one has no warranty that the consequent dynamics is well defined, i.e., that the reduced state $\rho_{S}(t)$ determined through Eq. (5.15) is positive for any initial collection $\left\{\rho_{k}(0)\right\}_{k=1, \ldots, N}$. However, one can introduce a class of such system of equations that preserves the positivity of $\rho_{S}(t)$ and, even more, preserves the positivity of each trace class operator $\rho_{k}(t)$ [145]. Consider an auxiliary Hilbert space $\mathbb{C}^{N}$ and a fixed basis $\left\{\left|u_{k}\right\rangle\right\}_{k=1, \ldots, N}$ on $\mathbb{C}^{N}$. Then, the collections $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, N}$ are in one-to-one correspondence with block diagonal trace class operators on the extended Hilbert space $\mathcal{H}_{S} \otimes \mathbb{C}^{N}$, of the form

$$
\begin{equation*}
\rho(t)=\sum_{k} \rho_{k}(t) \otimes\left|u_{k}\right\rangle\left\langle u_{k}\right| . \tag{5.18}
\end{equation*}
$$

Now, if we further assume that there exists a Lindblad generator $L$ on the extended space which also preserves the block diagonal structure, i.e.,

$$
\begin{equation*}
L\left[\sum_{k} \rho_{k}(t) \otimes\left|u_{k}\right\rangle\left\langle u_{k}\right|\right]=\sum_{k} K_{k}\left(\rho_{1}(t), \ldots, \rho_{N}(t)\right) \otimes\left|u_{k}\right\rangle\left\langle u_{k}\right| \tag{5.19}
\end{equation*}
$$

then the positivity of each $\rho_{k}(t)$ at any time $t$ is guaranteed. In fact, because of Eq. (5.19), the trace class operators $\rho_{k}(t)$ are fixed by completely positive semigroup evolution, according to

$$
\begin{equation*}
\sum_{k} \rho_{k}(t) \otimes\left|u_{k}\right\rangle\left\langle u_{k}\right|=\mathrm{e}^{L t}\left[\sum_{k} \rho_{k}(0) \otimes\left|u_{k}\right\rangle\left\langle u_{k}\right|\right] . \tag{5.20}
\end{equation*}
$$

Note that we are here considering generators $K_{k}\left(\rho_{1}(t), \ldots, \rho_{N}(t)\right)$ that do not depend on time. One can prove [145] that there exists a Lindblad structure $L$ on the extended Hilbert space $\mathcal{H}_{S} \otimes$
$\mathbb{C}^{N}$ such that Eq. (5.19) is satisfied if and only if the generators $K_{k}$ define through Eq. (5.13) the following system of equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{k}(t)=-i\left[H^{k}, \rho_{k}(t)\right]+\sum_{j \lambda}\left(R_{\lambda}^{k j} \rho_{j}(t) R_{\lambda}^{k j \dagger}-\frac{1}{2}\left\{R_{\lambda}^{j k \dagger} R_{\lambda}^{j k}, \rho_{k}(t)\right\}\right), \tag{5.21}
\end{equation*}
$$

with Hermitian operators $H^{k}$ and arbitrary open-system linear operators $R_{\lambda}^{k j}$. This is usually referred to as generalized Lindblad structure. Note, in fact, that if the collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, N}$ is formed by a single element $\rho_{1}(t)=\rho_{S}(t)$, then Eq. (5.21) reduces to a Lindblad equation, which then represents a very peculiar special case. As will be explicitly shown in the next chapter, the generalized Lindblad structure usually describes dynamics that present highly non-Markovian behavior. By looking at the time evolution of $\rho_{S}(t)$ only, one is considering a restricted set of variables with respect to the full collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, N}$ for which the time evolution would be Markovian. The set of relevant physical variables then determines whether or not the dynamics is Markovian. As well-known in the classical case [102], the same physical process can be associated with a non-Markovian or a Markovian dynamics, depending on the dynamical variables that are actually used to describe it.
In conclusion, the system of equations in Eq. (5.21) provides a reference structure to characterize dynamics of open quantum systems in the presence of initial correlations as well as strongly nonMarkovian effects. Given a generalized Lindblad structure, one can always equivalently see it as a Lindblad structure restricted to block diagonal states on an extended Hilbert space. On the one hand, this guarantees that the subsequent evolution is well defined and, in particular, that positivity is preserved. On the other hand, it allows to give a description of the resulting dynamics in terms of measurements in continuous time [166], generalizing the well-established approach for quantum dynamical semigroups [167]. In the next chapter, we will show how a generalized Lindblad structure naturally appears on a bipartite open system evolving through a semigroup dynamics, whenever one of its two subsystems is not resolved during measurements, thus becoming part of the environment.

### 5.1.3 Trace-distance analysis of reduced dynamics with initial correlations

In the rest of the chapter, we shall follow an entirely different strategy, recently introduced in [26], to analyze the role of initial system-environment correlations in the subsequent dynamics of the open system. Namely, we will investigate the evolution of the trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ between a pair of states $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ of the open system, that evolve from a given pair of initial states $\rho_{S E}^{1}(0)$ and $\rho_{S E}^{2}(0)$ of the total system. Let us emphasize that in this way we will be able to characterize the reduced-system dynamics in a quantitative way, without the need for any prior knowledge about the environmental state or the system-environment correlations at initial time. In concrete situations, a full experimental control of the total system is hardly ever available, so that it is indeed an advantage of the present approach to yield a description of the reduced dynamics only in terms of quantities that are experimentally accessible through local measurements on the open system.
Consider any two total initial states $\rho_{S E}^{1}(0)$ and $\rho_{S E}^{2}(0)$, and the corresponding open system states
$\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ at time $t$. According to Eq. (2.92), the latter are given by $\rho_{S}^{1}(t)=\Upsilon(t, 0) \rho_{S E}^{1}(0)$ and $\rho_{S}^{2}(t)=\Upsilon(t, 0) \rho_{S E}^{2}(0)$, where $\Upsilon(t, 0)$ is a linear, trace preserving and completely positive map from the set of states of the total system to the set of states of the open system. Since the trace distance is contractive for CPT maps, see Appendix C, we obtain a bound for the trace distance between the reduced system states,

$$
\begin{equation*}
D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right) \leq D\left(\rho_{S E}^{1}(0), \rho_{S E}^{2}(0)\right) \tag{5.22}
\end{equation*}
$$

If the total initial states are uncorrelated with the same environmental state $\rho_{E}(0)$, that is $\rho_{S E}^{1}(0)=$ $\rho_{S}^{1}(0) \otimes \rho_{E}(0)$ and $\rho_{S E}^{2}(0)=\rho_{S}^{2}(0) \otimes \rho_{E}(0)$, this inequality reduces, with the help of Eq. (C.8), to

$$
\begin{equation*}
D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right) \leq D\left(\rho_{S}^{1}(0), \rho_{S}^{2}(0)\right) \tag{5.23}
\end{equation*}
$$

For initially uncorrelated total system states and identical environmental states a CPT map on the whole set of reduced states can be always introduced: Eq. (5.23) simply represents the contraction property for the dynamical map defined in Eq. (2.94). In this case the trace distance between reduced system states at time $t$ can never be larger than its initial value. The total amount of information flowing back from the environment to the system is upper bounded by the total amount of information earlier flowed out from the system since the initial time.
Coming back to the general case, the inequality in Eq. (5.22) may be written as

$$
\begin{align*}
& D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)-D\left(\rho_{S}^{1}(0), \rho_{S}^{2}(0)\right) \\
& \leq D\left(\rho_{S E}^{1}(0), \rho_{S E}^{2}(0)\right)-D\left(\rho_{S}^{1}(0), \rho_{S}^{2}(0)\right) \equiv I\left(\rho_{S E}^{1}(0), \rho_{S E}^{2}(0)\right) \tag{5.24}
\end{align*}
$$

According to this inequality the change of the trace distance of the open system states is bounded from above by the quantity $I\left(\rho_{S E}^{1}(0), \rho_{S E}^{2}(0)\right) \geq 0$. This quantity represents the distinguishability of the total initial states minus the distinguishability of the corresponding reduced initial states. Thus, $I\left(\rho_{S E}^{1}(0), \rho_{S E}^{2}(0)\right)$ can be interpreted as the relative ${ }^{5}$ information of the total initial states which is initially outside the open system, i.e., which is inaccessible for local measurement performed on the open system [26]. Therefore, Eq. (5.24) states that the maximal amount of information that can flow back to the open system equals the amount of information flowed out earlier plus the information which is initially outside the open system. Indeed, Eq. (C.8) implies that if $\rho_{S E}^{1}(0)=\rho_{S}^{1}(0) \otimes \rho_{E}(0)$ and $\rho_{S E}^{2}(0)=\rho_{S}^{2}(0) \otimes \rho_{E}(0)$, then $I\left(\rho_{S E}^{1}(0), \rho_{S E}^{2}(0)\right)=0$. On the other hand, for $I\left(\rho_{S E}^{1}(0), \rho_{S E}^{2}(0)\right)>0$ the trace distance of the open system states can increase over its initial value. This increase can be interpreted by saying that information which is initially outside the open system flows back to the system and becomes accessible through local measurements. Note that, as will be illustrated by means of several examples below, the bound for the dynamics of trace distance given by Eq. (5.24) is tight, i.e., it can be reached for certain total initial states. If the bound of the inequality in Eq. (5.24) is actually reached at some time $t$, the initial distinguishability of the total system states is equal to the distinguishability of the open system states at time $t$. This means that the relative information on the total initial states has been dynamically transferred completely to the open system [26].

[^26]Using the sub-additivity of the trace distance (C.7) and the triangular inequality (C.5) one deduces from Eq. (5.24) the following inequality [26],

$$
\begin{align*}
& D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)-D\left(\rho_{S}^{1}(0), \rho_{S}^{2}(0)\right)  \tag{5.25}\\
& \leq D\left(\rho_{S E}^{1}(0), \rho_{S}^{1}(0) \otimes \rho_{E}^{1}(0)\right)+D\left(\rho_{S E}^{2}(0), \rho_{S}^{2}(0) \otimes \rho_{E}^{2}(0)\right)+D\left(\rho_{E}^{1}(0), \rho_{E}^{2}(0)\right)
\end{align*}
$$

For any state $\rho_{S E}$ the quantity $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ describes how well $\rho_{S E}$ can be distinguished from the fully uncorrelated product state $\rho_{S} \otimes \rho_{E}$ of its marginal states $\rho_{S}$ and $\rho_{E}$. Thus, $D\left(\rho_{S E}, \rho_{S} \otimes\right.$ $\left.\rho_{E}\right)$ can be interpreted as a measure for the total amount of correlations in the state $\rho_{S E}$. Therefore, the inequality in Eq. (5.25) shows that an increase of the trace distance of the open system states over its initial value implies that there must be correlations in the initial states $\rho_{S E}^{1}(0)$ or $\rho_{S E}^{2}(0)$, or that the environmental states are different. An important special case, which will be considered in detail, occurs if $\rho_{S E}^{2}(0)$ is given by the product state obtained from the marginals of $\rho_{S E}^{1}(0)$, i.e., $\rho_{S E}^{2}(0)=\rho_{S}^{1}(0) \otimes \rho_{E}^{1}(0)$. The inequality in Eq. (5.24) then reduces to the simple form

$$
\begin{equation*}
D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right) \leq D\left(\rho_{S E}^{1}(0), \rho_{S}^{1}(0) \otimes \rho_{E}^{1}(0)\right) \tag{5.26}
\end{equation*}
$$

according to which the increase of trace distance is bounded by the amount of correlations in the total initial state.
In the following, we will be interested mainly in the effects of initial correlations on the dynamics of open systems, as described by the trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ between two different reduced states evolved from different total initial states, $\rho_{S E}^{1}(0)$ and $\rho_{S E}^{2}(0)$. Nevertheless, the above mentioned approach also allows to develop experimental methods which access some global information about a single fully unknown initial state $\rho_{S E}^{1}(0)$, by means of measurement on the reduced system only. For example, one can witness system-environment correlations [26] in $\rho_{S E}^{1}(0)$ by preparing a second state $\rho_{S E}^{2}(0)$ through a trace preserving local operation, i.e., according to

$$
\begin{equation*}
\rho_{S E}^{2}(0)=(\Sigma \otimes \mathbb{1}) \rho_{S E}^{1}(0) . \tag{5.27}
\end{equation*}
$$

In this way, the two states, $\rho_{S E}^{1}(0)$ and $\rho_{S E}^{2}(0)$, have the same environmental marginal state and if $\rho_{S E}^{1}(0)$ is a product state, then so $\rho_{S E}^{2}(0)$ is. This means that an increase of the trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ over its initial value indicates that the original total state $\rho_{S E}^{1}(0)$ is correlated. It is important to note that this strategy can be improved in order to discriminate between classical and quantum correlations in the total state $\rho_{S E}^{1}(0)$, see [168].

### 5.2 Experimental investigation

In this section, we provide an experimental proof of the feasibility and effectiveness of the above mentioned theoretical scheme for observing the effect of initial system-environment correlations in the subsequent open system dynamics by means of trace distance. In particular, for a fixed initial state of the environment, we show an increase of the trace distance between two reduced states over its initial value on both short and long time scales. In our all-optical apparatus the open system under investigation consists in the entangled polarization degrees of freedom of a
two-photon state produced by spontaneous parametric downconversion (SPDC). The material of this section is for the most part contained in [27]. Note that in [169] initial correlations between the polarization and the spectral degrees of freedom of single photon states, which are due to a linear phase between horizontal and vertical polarization, are experimentally witnessed by means of trace distance.

### 5.2.1 Spontaneous parametric downconversion

We now briefly review some few aspects connected with SPDC that will be useful in the following in order to properly specify the two-photon states under investigation; the reader is referred to [170] for an exhaustive presentation of the topic. An electric field $\boldsymbol{E}$ in a nonlinear crystal induces a polarization $\boldsymbol{P}$, with components

$$
\begin{equation*}
P_{j}(\boldsymbol{r})=\epsilon_{0} \sum_{k} \chi_{j k}^{(1)} E_{k}(\boldsymbol{r})+\epsilon_{0} \sum_{k l} \chi_{j k l}^{(2)} E_{k}(\boldsymbol{r}) E_{l}(\boldsymbol{r})+\ldots, \tag{5.28}
\end{equation*}
$$

where $\epsilon_{0}$ is the electric constant and $\chi^{(\alpha)}, \alpha=1,2, \ldots$, is the $\alpha$-th order susceptibility tensor. Working in the interaction picture, the lowest order nonlinear term gives a contribution to the system's Hamiltonian of the form

$$
\begin{equation*}
H_{I}^{(2)}(t)=\frac{1}{2} \int \mathrm{~d}^{3} \boldsymbol{r} \boldsymbol{P}^{(2)}(\boldsymbol{r}, t) \cdot \boldsymbol{E}(\boldsymbol{r}, t)=\frac{\epsilon_{0}}{2} \sum_{j k l} \int \mathrm{~d}^{3} \boldsymbol{r} \chi_{j k l}^{(2)} E_{j}(\boldsymbol{r}, t) E_{k}(\boldsymbol{r}, t) E_{l}(\boldsymbol{r}, t) \tag{5.29}
\end{equation*}
$$

The interaction term involves three electric fields: one is associated with the incident electric field and it is usually treated as a classical field, while the other two, called signal and idler, are generated in the non linear process inside the crystal and they are treated as quantum fields. In a uniaxial crystal, a linearly polarized electric field has unequal indices of refraction according to the relation between its polarization and the optical axis of the crystal. If the polarization is parallel to the plane containing the optical axis and the direction of propagation of the field, then the electric field is said to be extraordinary and its index of refraction is indicated as $n_{e}$. While if the polarization is orthogonal to such plane, the electric field is ordinary, with index of refraction $n_{o}$. In the following, we will consider in particular the so-called type-I parametric down conversion, where the incident electric field is extraordinary, while both the signal and the idler are ordinary. Assuming that the incident electric field consists in a laser propagating in the $\hat{z}$-direction of the coordinate system and indicating as $\hat{\boldsymbol{e}}$ and $\hat{\boldsymbol{o}}$ the extraordinary and the ordinary polarization vector, respectively, the Hamiltonian term in Eq. (5.29) reads [171]

$$
\begin{align*}
H_{I}^{(2)}(t)= & \int_{0}^{\infty} \mathrm{d} \omega_{p} \int \mathrm{~d} \boldsymbol{k}_{s} \mathrm{~d} \boldsymbol{k}_{i} \chi_{\text {eff }}\left(\omega_{s}, \omega_{i}, \omega_{p}\right) A\left(\omega_{p}\right) \mathrm{e}^{i\left(\omega_{s}+\omega_{i}-\omega_{p}\right) t} \\
& \times \int_{-\infty}^{\infty} \mathrm{d} x \int_{-\infty}^{\infty} \mathrm{d} y \int_{-L / 2}^{L / 2} \mathrm{~d} z \mathrm{e}^{i\left(\boldsymbol{k}_{p}-\boldsymbol{k}_{s}-\boldsymbol{k}_{i}\right) \cdot \boldsymbol{r}} a_{\boldsymbol{k}_{s}, \hat{o}}^{\dagger} a_{\boldsymbol{k}_{i}, \hat{o}}^{\dagger}+\text { h.c. } \tag{5.30}
\end{align*}
$$

where $A\left(\omega_{p}\right)$ is the amplitude of the incident field, $\omega_{s}=c\left|\boldsymbol{k}_{s}\right| / n_{o}\left(\boldsymbol{k}_{s}\right), \omega_{i}=c\left|\boldsymbol{k}_{i}\right| / n_{o}\left(\boldsymbol{k}_{i}\right)$, $\boldsymbol{k}_{p}=\left(\omega_{p} n_{e}\left(\omega_{p}\right) / c\right) \hat{\boldsymbol{z}}$ and $a_{\boldsymbol{k}_{s}, \hat{o}}^{\dagger}\left(a_{\boldsymbol{k}_{i}, \hat{o}}^{\dagger}\right)$ is the creation operator of the mode of the signal (idler)
characterized by momentum $\boldsymbol{k}_{s}\left(\boldsymbol{k}_{i}\right)$ and polarization $\hat{o}\left(\boldsymbol{k}_{s}\right)\left(\hat{o}\left(\boldsymbol{k}_{i}\right)\right)$. Moreover, we introduced the effective susceptibility

$$
\begin{equation*}
\chi_{\mathrm{eff}}\left(\omega_{s}, \omega_{i}, \omega_{p}\right)=-\frac{i \omega_{p}^{5 / 2} n_{e}^{2}\left(\omega_{p}\right)\left(\hbar^{3} \omega_{s} \omega_{i}\right)^{1 / 2}}{2 \pi^{2} c^{3} n_{o}\left(\omega_{s}\right) n_{o}\left(\omega_{i}\right)} \sum_{j k l} \chi_{j k l}^{(2)} \hat{e}_{j} \hat{o}_{k}\left(\boldsymbol{k}_{s}\right) \hat{o}_{l}\left(\boldsymbol{k}_{i}\right) \tag{5.31}
\end{equation*}
$$

where we included the normalization terms of the fields as well as the susceptibility tensor components and the polarizations. Note that we have taken into account the finite size $L$ of the crystal along the direction of propagation of the laser, while we could neglect the same effect on the transverse direction ${ }^{6}$. By integrating over the spatial variables, we obtain

$$
\begin{align*}
H_{I}^{(2)}(t)= & \int_{0}^{\infty} \mathrm{d} \omega_{p} \int \mathrm{~d} \boldsymbol{k}_{s} \mathrm{~d} \boldsymbol{k}_{i} \chi_{\mathrm{eff}}\left(\omega_{s}, \omega_{i}, \omega_{p}\right) A\left(\omega_{p}\right) \mathrm{e}^{i\left(\omega_{s}+\omega_{i}-\omega_{p}\right) t} \\
& \times L \operatorname{sinc}\left(\frac{L}{2 \pi} \Delta k_{\|}\right) \delta\left(\Delta k_{\perp}\right) a_{\boldsymbol{k}_{s}, \hat{o}}^{\dagger} a_{\boldsymbol{k}_{i}, \hat{o}}^{\dagger}+\text { h. c. } \tag{5.32}
\end{align*}
$$

where $\operatorname{sinc}(x)=\sin (\pi x) /(\pi x)$. The $\delta$-function represents the exact conservation of the transverse component of the momentum, where $\delta\left(\Delta k_{\perp}\right)=\delta\left(k_{x, s}+k_{x, i}\right) \delta\left(k_{y, s}+k_{y, i}\right)$, while the sincfunction is due to the finite size of the crystal along the longitudinal direction, where $\Delta k_{\|}=$ $k_{z, s}+k_{z, i}-k_{p}$. The conditions expressed by momentum conservation are often referred to as phase matching conditions. In spontaneous parametric down conversion, the signal and the idler are supposed to be initially in the vacuum state, so that to first order approximation the interaction described by Eq. (5.32) generates a superposition of the vacuum state and a two-photon state $|\psi\rangle$ given by

$$
\begin{align*}
|\psi\rangle= & \int_{0}^{\infty} \mathrm{d} \omega_{p} \int \mathrm{~d} \boldsymbol{k}_{p} \mathrm{~d} \boldsymbol{k}_{s} \chi_{\mathrm{eff}}\left(\omega_{s}, \omega_{p}-\omega_{s}, \omega_{p}\right) A\left(\omega_{p}\right) \\
& \times L \operatorname{sinc}\left(\frac{L}{2 \pi} \Delta k_{\|}\right) \delta\left(\Delta k_{\perp}\right)\left|\hat{o}\left(\boldsymbol{k}_{s}\right), \boldsymbol{k}_{s}\right\rangle\left|\hat{o}\left(\boldsymbol{k}_{i}\right), \boldsymbol{k}_{i}\right\rangle \tag{5.33}
\end{align*}
$$

where we exploited the frequency $\delta$-function that is obtained by integrating over the time variable and that expresses the energy conservation, i.e. $\omega_{i}=\omega_{p}-\omega_{s}$.
Now, assume that the amplitude of the laser is centered around a frequency $\omega_{p}^{0}$, while the signal and the idler are revealed through two apertures of small size in the $\hat{y}$-direction and with angular openings $\Delta \theta_{s}$ and $\Delta \theta_{i}$ in the $x-z$ plane, centered around $\theta_{s}^{0}$ and $\theta_{i}^{0}$, respectively; see Fig.(5.1). The phase matching condition determines, in correspondence with the central directions of the signal and the idler, the central frequencies $\omega_{s}^{0}$ and $\omega_{i}^{0}=\omega_{p}^{0}-\omega_{s}^{0}$. Furthermore, expanding $k_{x, s}+k_{x, i}$ to first order in the frequency and angular shift, the $\delta$ - function in Eq. (5.33) allows to express one of the four variables as a function of the other three, e.g.

$$
\begin{equation*}
\omega_{s}\left(\theta_{s}, \theta_{i}, \omega_{p}\right)=\omega_{s}^{0}+a\left(\theta_{s}-\theta_{s}^{0}\right)+b\left(\theta_{i}-\theta_{i}^{0}\right)+c\left(\omega_{p}-\omega_{p}^{0}\right) \tag{5.34}
\end{equation*}
$$

see [171] for the explicit expression of the coefficient $a, b$ and $c$; in particular $a=-b$ if, as in our setting, $\omega_{s}^{0}=\omega_{i}^{0}=\omega_{p}^{0} / 2$ and then $\theta_{i}^{0}=-\theta_{s}^{0}$. For the sake of concreteness, let us consider
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Figure 5.1: . Schematic representation of spontaneous parametric down conversion.
a uniaxial crystal with optical axis in the $x-z$ plane, so that the incident laser is supposed to have horizontal polarization, indicated as $|H\rangle$, while both the signal and the idler have vertical polarization $|V\rangle$. Thus, with the change of variables $\boldsymbol{k}_{j} \mapsto\left(\theta_{j}, \varphi_{j}, \omega_{j}\right), j=s, i$, and assuming that the effective susceptibility is a slowly varying function compared to the laser amplitude and the sinc-function, the two-photon state generated by SPDC can be written as
$|\psi\rangle=\int_{0}^{\infty} \mathrm{d} \omega_{p} \int \mathrm{~d} \theta_{s} \int \mathrm{~d} \theta_{i} A\left(\omega_{p}\right) f\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\left|V ; \theta_{s} ; \omega_{s}\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\right\rangle\left|V ; \theta_{i} ; \omega_{p}-\omega_{s}\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\right\rangle$,
where we introduced a function $f$ such that $f\left(\Delta k_{\|}\right)=C \operatorname{sinc}\left(L \Delta k_{\|}\right)$, with $C$ normalization constant. As a consequence of energy and momentum conservation, the two-photon state in Eq. (5.35) cannot be written as a product state between a signal and an idler state. The two photons are entangled and, in particular, their frequency and angular degrees of freedom are entangled.
Nevertheless, in order to generate entanglement also with respect to the polarization degrees of freedom, we have to take into account a more complex setting [174, 175] than that described in Fig. (5.1). Namely, consider two uniaxial crystals with optical axes aligned in perpendicular planes, the first in the $x-z$ plane and the second in the $y-z$ plane. An incident laser with polarization $(|H\rangle+|V\rangle) / \sqrt{2}$ generates equally likely vertically polarized couples of photons in the first crystal as well as horizontally polarized couples in the second one ${ }^{7}$. The overall state is given by the sum of the amplitude probabilities of the two different paths, that is

$$
\begin{align*}
|\psi\rangle= & \frac{1}{\sqrt{2}} \int \mathrm{~d} \omega_{p} \int \mathrm{~d} \theta_{s} \int \mathrm{~d} \theta_{i} A\left(\omega_{p}\right) f\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\left[\left|V ; \theta_{s} ; \omega_{s}\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\right\rangle\left|V ; \theta_{i} ; \omega_{p}-\omega_{s}\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\right\rangle\right. \\
& \left.+\mathrm{e}^{i \phi\left(\theta_{s}, \theta_{i}, \omega_{p}\right)}\left|H ; \theta_{s} ; \omega_{s}\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\right\rangle\left|H ; \theta_{i} ; \omega_{p}-\omega_{s}\left(\theta_{s}, \theta_{i}, \omega_{p}\right)\right\rangle\right] \tag{5.36}
\end{align*}
$$

The phase term $\varphi\left(\omega_{p}, \theta_{s}, \theta_{i}\right)$ between vertical and horizontal polarization is due to the different optical paths followed by the couples of photons generated in the first and in the second crystal,

[^28]respectively. Up to first order with respect to angular and frequency variables, the phase term reads
\[

$$
\begin{equation*}
\phi\left(\theta_{s}, \theta_{i}, \omega_{p}\right)=\varphi_{0}+\Delta \tau \omega_{p}+\gamma \theta_{s}-\gamma \theta_{i}+\mathrm{o}\left(\theta_{s}, \theta_{i}, \omega_{p}\right), \tag{5.37}
\end{equation*}
$$

\]

see [172, 173] for the full phase term and for the expression of the coefficients in (5.37). The phase term $\Delta \tau \omega_{p}$ accounts for the temporal delay between the two downconversions. On the other hand, the last two terms are due to the fact that the photons generated in the first crystal have to traverse the second one [175].

### 5.2.2 Experimental setup

In our all-optical experimental setup the total system under investigation consists in a two-photon state produced by spontaneous parametric downconversion. We look at the evolution of the twoqubit polarization entangled state, which represents the reduced system, and trace out the momentum degrees of freedom, which are not observed and represent the environment. We exploit a programmable spatial light modulator (SLM) to impose an arbitrary polarization- and positiondependent phase-shift to the total state. This is a crystal liquid phase mask $\left(64 \times 10 \mathrm{~mm}^{2}\right)$ divided in 640 horizontal pixels, each wide $d=100 \mu m$ and with the liquid crystal $10 \mu m$ deep. The photons with an horizontal polarization feels an extraordinary index of refraction depending on the orientation of the liquid crystal, and this introduces a phase-shift between the horizontal and the vertical polarizations. Since each pixel is driven independently, it is possible to introduce a phase function dependent on the position on the SLM, i.e., on the SPDC generation angles. A linear phase is set both on signal and idler beams in order to purify the state [176, 177], whereas an additional, generic, phase function may be imposed to introduce initial correlations between the polarization and the momentum degrees of freedom in a very general way. A further linear phase is then used to simulate the time evolution of the two-qubit state.
The experimental setup is shown in Fig. (5.2). A linearly polarized CW, 405 nm , diode laser


Figure 5.2: Diagram of the experimental setup.
(Newport LQC405-40P) passes through two cylindrical lenses which compensate beam astigmatism, then a spatial filter (SF) selects a Gaussian spatial profile and a telescopic system prepares a
collimated beam with beam radius of $550 \mu \mathrm{~m}$. A couple of 1 mm Beta Barium Borate ( S ) crystals, cut for type-I down conversion, with optical axis aligned in perpendicular planes, are used as a source of couples of polarization and momentum entangled photons, as described in the previous paragraph. The half wave plate (H) set on the pump path rotates the pump polarization in order to balance the probability amplitudes of generating a $|V V\rangle$ couple of photons in the first crystal or an $|H H\rangle$ couple in the second one. The couples are generated around a central angle of $\pm 3^{\circ}$ and we select $\Delta=10 \mathrm{mrad}$ with two slits set on signal (2) and idler (1) paths. Two long-pass filter (F) with cut-on wavelength of 780 nm set behind the couplers are used to reduce the background and to select about 60 nm around the central wavelength 810 nm , while the two polarizers $(\mathrm{P})$ are used to perform visibility measurements as explained later on.
In order to achieve the highest possible purification of the polarization entangled state produced by SPDC, we compensate, at least at first order, the phase term due to the two crystal geometry, see Eqs. (5.36) and (5.37). The delay-time term $\Delta \tau \omega_{p}$ is precompensated by means of a nonlinear crystal (DC) with the proper length and angle, which is set on the pump path [178, 179, 172]. The constant term as well as the angular dependent terms in Eq. (5.37) are instead balanced by suitable phase terms inserted by means of the SLM both on the signal and on the idler, see Eq. (5.42) and the related discussion. Finally, the frequency distribution of the pump can be approximated by a $\delta$-function, $A\left(\omega_{p}\right)=\delta\left(\omega_{p}-\Omega_{p}\right)$, i.e., we consider a monochromatic pump, and the angular amplitude $f\left(\theta_{s}, \theta_{i}, \omega_{p}\right)$ of the SPDC can be described by a factorized form $g\left(\theta_{s}\right) g\left(\theta_{i}\right)$, with $g(\theta)$ Gaussian-like shape function with full width at half maximum (FWHM) of 6 mrad , because of the large spectral distribution of our setting [180]. Summarizing, the two-photon state after the purification can be written as

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{2}} \int \mathrm{~d} \theta_{s} \int \mathrm{~d} \theta_{i} g\left(\theta_{s}\right) g\left(\theta_{i}\right)\left[\left|V \theta_{s} \omega_{s}\right\rangle\left|V \theta_{i} \omega_{i}\right\rangle+\left|H \theta_{s} \omega_{s}\right\rangle\left|H \theta_{i} \omega_{i}\right\rangle\right] \tag{5.38}
\end{equation*}
$$

where the dependence of $\omega_{s}$ and $\omega_{i}=\Omega_{p}-\omega_{s}$ on $\theta_{s}$ and $\theta_{i}$ is implied.

### 5.2.3 Trace distance evolution

In our scheme the SLM, apart from the purification, performs two basic tasks. First, it allows us to engineer the correlated initial state by the introduction of an arbitrary phase $f\left(\theta_{s}\right)$. Aside from this, it provides the effective system-environment interaction term sensitive to both the polarization and the momentum degrees of freedom, through the introduction of a linear phase $\alpha \theta_{s}$, where $\alpha$ is the time evolution parameter. The total system-environment state for a generic value of the evolution parameter is thus given by:

$$
\begin{equation*}
\left|\psi_{S E}(\alpha)\right\rangle=\frac{1}{\sqrt{2}} \int \mathrm{~d} \theta_{s} \mathrm{~d} \theta_{i} g\left(\theta_{s}\right) g\left(\theta_{i}\right)\left(\left|H \theta_{s} \omega_{s}\right\rangle\left|H \theta_{i} \omega_{i}\right\rangle+e^{i\left(\alpha \theta_{s}+f\left(\theta_{s}\right)\right)}\left|V \theta_{s} \omega_{s}\right\rangle\left|V \theta_{i} \omega_{i}\right\rangle\right) \tag{5.39}
\end{equation*}
$$

Because of the phase $f\left(\theta_{s}\right)$, the state in Eq. (5.39) is correlated also at the initial time, i.e. for $\alpha=0$ :

$$
\rho_{S E}(0)=\left|\psi_{S E}(0)\right\rangle\left\langle\psi_{S E}(0)\right| \neq \rho_{S}(0) \otimes \rho_{E}(0)
$$

Upon tracing out the momentum degrees of freedom, the polarization state is given by

$$
\begin{equation*}
\rho_{S}(\alpha)=\frac{1}{2}\left(|H H\rangle\langle H H|+\epsilon(\alpha)|V V\rangle\langle H H|+\epsilon^{*}(\alpha)|H H\rangle\langle V V|+|V V\rangle\langle V V|\right), \tag{5.40}
\end{equation*}
$$

where

$$
\epsilon(\alpha)=\int d \theta_{s}\left|g\left(\theta_{s}\right)\right|^{2} e^{i\left(\alpha \theta_{s}+f\left(\theta_{s}\right)\right)}
$$

Since the angular distribution $g\left(\theta_{s}\right)$ is symmetric and we use odd functions $f\left(\theta_{s}\right)$, the quantity $\epsilon(\alpha)$ is real and it equals the interferometric visibility $V(\alpha)=\operatorname{Re}[\epsilon(\alpha)]$.
In order to characterize the effect of the initial system-environment correlations via trace distance, we have to monitor the evolution of two different polarization states obtained from two different total initial states having the same environmental state. We compare an initially uncorrelated state $\rho_{S E}^{1}(\alpha)$, corresponding to Eq. (5.39) for $f\left(\theta_{s}\right)=0$, with an initially correlated state $\rho_{S E}^{2}(\alpha)$ for a non-trivial function $f\left(\theta_{s}\right)$. In this way, the reduced system states $\rho_{S}^{k}(\alpha) k=1,2$ are both of the form given by Eq. (5.40), with different $\epsilon_{k}(\alpha)$. Note that the product state $\rho_{S E}^{1}(0)$ differs from $\rho_{S}^{2}(0) \otimes \rho_{E}^{2}(0)$ only for an overall phase term in the integration over $\theta_{s}$, which has no observable consequences on the dynamics of the polarization degrees of freedom ${ }^{8}$. The trace distance between the two reduced states under investigation is then given by

$$
\begin{equation*}
\left.D\left(\rho_{S}^{1}(\alpha), \rho_{S}^{2}(\alpha)\right)=\frac{1}{2}\left|\epsilon_{1}(\alpha)-\epsilon_{2}(\alpha)\right|=\left.\frac{1}{2}\left|\int d \theta_{s}\right| g\left(\theta_{s}\right)\right|^{2} e^{i \alpha \theta_{s}}\left(1-e^{i f\left(\theta_{s}\right)}\right) \right\rvert\, . \tag{5.41}
\end{equation*}
$$

Different choices for the initial phase $f\left(\theta_{s}\right)$ result in different dynamical behavior of trace distance. We have exploited this fact to analyze in detail the effect of initial system-environment correlations on the subsequent evolution of the open system.

## Experimental results

Experimentally, we have measured the quantity $\epsilon(\alpha)$ for $f\left(\theta_{s}\right)=0$ and $f\left(\theta_{s}\right)=\sin \left(\lambda \theta_{s}\right)$, exploiting its equality with the visibility, obtained in the standard way by counting the coincidences with polarizers set at $45^{\circ}, 45^{\circ}$ and at $45^{\circ},-45^{\circ}$ (see [172] for further details). The functions of the variable $\theta_{s}$ are discretized by the SLM, and thus become functions of the pixel number $n$. The resolution is given by $h / D$, where $h=100 \mu \mathrm{~m}$ is the pixel width and $D=330 \mathrm{~mm}$ is the SLM distance from the source. In our experiment the SLM introduces the functions

$$
\begin{align*}
\phi^{1}(n) & =-a_{\text {opt }}\left(n-n_{1}\right)+b  \tag{5.42}\\
\phi^{2}(n, a) & =a_{\text {opt }}\left(n-n_{2}\right)+a\left(n-n_{2}\right)+f\left(n-n_{2}\right),
\end{align*}
$$

[^29]on the two beams respectively, where $a_{\text {opt }}=0.1 \mathrm{rad} / \mathrm{pixel}$ is an optimal slope used to achieve the maximal purification of the polarization entangled state, that is to compensate the angular dependent terms in Eq. (5.37), and the constant $b$ is used to offset the residual constant term. The integers $n_{1}$ and $n_{2}$ are the central pixel numbers on the idler and on the signal beams. The experimental evolution parameter is then $a=\alpha h / D$ and it is expressed in rad/pixel.


Figure 5.3: Trace distance and visibility as a function of the experimental evolution parameter $a$, the two quantities are related through Eq. (5.41). Full circles describe the trace distance between $\rho_{S}^{1}(a)$, i.e. $f\left(n-n_{2}\right)=0$, and $\rho_{S}^{2}(a)$ with $f\left(n-n_{2}\right)=\sin \left(\lambda\left(n-n_{2}\right)\right), \lambda=-0.6 \mathrm{rad} /$ pixel. Full squares describe the trace distance between $\rho_{S}^{1}(a)$ and $\rho_{S}^{2}(a)$ with $f\left(n-n_{2}\right)=\tau\left(n-n_{2}\right), \tau=0.1 \mathrm{rad} /$ pixel. Lines are a guide for the eye. Empty circles refer to visibility with the choice $f\left(n-n_{2}\right)=0$, whereas empty squares refer to the case in which initial correlations are introduced through the phase function $f\left(n-n_{2}\right)=\sin \left[\lambda\left(n-n_{2}\right)\right]$. For the visibility uncertainties are within the symbols.

Trace distance is the quantity which reveals the presence and the effects of initial correlations, and its behavior is reported in Fig. (5.3), together with visibility that provides the raw data from which trace distance can be extracted in the present case. In the figure, full circles describe the trace distance, as a function of the evolution parameter $a$, between the reduced state $\rho_{S}^{1}(a)$ evolved from the total initial product state, i.e. $f\left(n-n_{2}\right)=0$, and the reduced state $\rho_{S}^{2}(a)$ related to the initial correlated state with $f\left(n-n_{2}\right)=\sin \left(\lambda\left(n-n_{2}\right)\right)$. The trace distance, after an initial decrease and a first small oscillation, presents a revival up to a value which is more than three times the initial one. As expected, the reduced system can access information which is initially outside it, related to its initial correlations with the environment. The trace distance reaches its maximum around $a=0.6 \mathrm{rad} / \mathrm{pixel}$, toward the end of the monitored time interval. The maximum of trace distance quantifies the total amount of information which can be accessed by means of measurements performed on the reduced system only [30]. Note that it can be shifted to smaller values of the evolution parameter $a$ by decreasing the absolute value of $\lambda$. Thus, by introducing a sinusoidal phase modulation via the SLM, we have obtained a behavior of trace distance that highlights the presence of initial correlations and their effects in the subsequent evolution, also for long times [181].
The simplest choice for the phase $f\left(n-n_{2}\right)$ in the initially correlated state $\rho_{S E}^{2}(\alpha)$ is a second linear phase aside from that containing the evolution parameter $a$, i.e. $f\left(n-n_{2}\right)=\tau\left(n-n_{2}\right)$.

Indeed, this corresponds to shift the initially uncorrelated state $\rho_{S E}^{1}(\alpha)$ forward in time by $\tau$. Then, from the visibility measurement, we can directly obtain the evolution of the trace distance between $\rho_{S}^{1}(a)$ and $\rho_{S}^{2}(a)$ with $f\left(n-n_{2}\right)=\tau\left(n-n_{2}\right)$. This is represented by full squares in Fig. (5.3), for $\tau=0.1 \mathrm{rad} / \mathrm{pixel}$. In this case the growth of the distinguishability between the two reduced states starts from the very beginning of the dynamics. As expected, the trace distance increases over its initial value, reaching its maximum value at $a=0.1 \mathrm{rad} / \mathrm{pixel}$ and decreasing afterwards. The subsequent oscillations can be traced back to the finite pixel size. Notice also that by using a linear term, we cannot obtain a revival of trace distance over its initial value for high values of $a$, contrary to the previous case. Since now $\rho_{S}^{2}(a)=\rho_{S}^{1}(a+\tau)$, the full squares in Fig. (5.3) also describe the evolution of the trace distance between a pair of reduced states occurring at two different points, separated by $\tau$, of the same dynamics starting from the product total initial state given by $\rho_{S E}^{1}(0)$. From this point of view, the increase over the initial value of trace distance indicates that the single evolution under investigation is not compatible with a description through a dynamical semigroup $\Lambda_{t}$, which could be introduced, e.g., on the basis of some phenomenological ansatz. Indeed, the semigroup property $\Lambda_{t+\tau}=\Lambda_{t} \Lambda_{\tau}$, together with the trace distance contractivity under CPT maps, would imply $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)=D\left(\Lambda_{t} \rho_{S}^{1}(0), \Lambda_{t} \rho_{S}^{1}(\tau)\right) \leq D\left(\rho_{S}^{1}(0), \rho_{S}^{1}(\tau)\right)=D\left(\rho_{S}^{1}(0), \rho_{S}^{2}(0)\right)$. However, in general one cannot discriminate in this way whether the deviations from the semigroup dynamics are due to correlations in the initial total state or to other sources of non-Markovianity [182].

## State reconstruction

In order to reconstruct the trace distance evolution, we only had to perform visibility measurements to access the off-diagonal values $\epsilon_{i}(\alpha)$. From a mathematical point of view, this corresponds to explicitly determine the projection operator defining the trace distance via the relation $D\left(\rho^{1}, \rho^{2}\right)=$ $\max _{\Pi} \operatorname{Tr}\left\{\Pi\left(\rho^{1}-\rho^{2}\right)\right\}$, where the maximum is taken over all the projectors $\Pi$ or, equivalently, over all the positive operators $\Pi \leq \mathbb{1}$, see Eq. (C.9). Upon considering the subspace spanned by $\{|H H\rangle,|V V\rangle\}$ and the corresponding $\sigma_{x}$ Pauli matrix, the maximum is here obtained from the projectors on the eigenvectors of $\sigma_{x}$, which indeed give back half the difference between the visibilities. However, in more general situations one could need a full tomographic reconstruction of the reduced states. This would be the case in the presence of non-real coefficients $\epsilon_{k}(\alpha)$ or when dealing with partially or fully unknown states. For this reason, we have also performed state reconstruction by polarization qubit tomography. By means of a quarter-wave plate, a halfwave plate and a polarizer, we have measured a suitable set of independent two-qubit projectors [183, 184] and then used the maximum-likelihood reconstruction of the two-qubit polarization density matrix. In Fig. (5.4) (left) we show the tomographic reconstruction of the polarization state just after the purification and without any initial correlation, i.e. for $f\left(n-n_{2}\right)=0$ and $a=0$. The visibility is $0.914 \pm 0.006$ (not exactly one mostly because of the large spectrum detected). In Fig. (5.4) (right) we report the two-qubit tomography for the state characterizing the maximum revival of the visibility in the presence of initial correlations given by $f\left(n-n_{2}\right)=\sin \left[\lambda\left(n-n_{2}\right)\right]$, i.e. at $a=0.6 \mathrm{rad} / \mathrm{pixel}$. The corresponding visibility is $0.605 \pm 0.007$.

Finally, let us emphasize that the spatial light modulator allows us to introduce initial correlations


Figure 5.4: Tomographic reconstruction of the two-qubit density matrix just after the purification (left), without any initial phase, i.e. for $f\left(n-n_{2}\right)=0$ and $a=0$. The visibility is $0.914 \pm 0.006$. Tomographic reconstruction for $f\left(n-n_{2}\right)=\sin \left(\lambda\left(n-n_{2}\right)\right)$ at $a=0.6$ (right), i.e. at the maximum of the visibility revival [compare with Fig. (5.3)]. The corresponding visibility is $0.605 \pm 0.007$.
in a very general way. In particular, by means of this setup we can engineer different kinds of dynamical behavior of the trace distance, so that, e.g., the position and the amplitude of the revival points of the distinguishability can be tuned.

### 5.3 Initial correlations in the Jaynes-Cummings model

In this section, we show how the analysis performed by means of the trace distance, apart from the basic detection of initial system-environment correlations, supplies more general connections between structural features of the total initial state and relevant aspects of the subsequent dynamics. In particular, we take into account the Jaynes-Cummings model, already considered in Sec. (3.2), since the knowledge of the exact joint dynamics of system and reservoir, see Eq. (3.52), allows the treatment of initial states with arbitrary correlations. The material of this section is for the most part contained in [30].

### 5.3.1 Exact reduced evolution for generic initial state

With the help of the unitary time-evolution operator given by Eq. (3.52) we can easily determine the exact expression for the reduced density matrix of the two-level system at time $t$,

$$
\rho_{S}(t)=\left(\begin{array}{cc}
\rho_{11}(t) & \rho_{10}(t)  \tag{5.43}\\
\rho_{10}^{*}(t) & \rho_{00}(t)
\end{array}\right)
$$

corresponding to an arbitrary initial state $\rho_{S E}(0)$ of the total system. First, we expand $\rho_{S E}(0)$ with respect to the basis vectors $|\alpha\rangle \otimes|n\rangle \equiv|\alpha, n\rangle$, where $\alpha=1,0$ labels the states of the two-state
system, and $n=0,1,2, \ldots$ the number states of the field mode,

$$
\begin{equation*}
\rho_{S E}(0)=\sum_{\alpha, \beta, m, n} \rho_{\alpha \beta}^{m n}(0)|\alpha, m\rangle\langle\beta, n| . \tag{5.44}
\end{equation*}
$$

Substituting this expression into Eq. (2.94) with $U(t)$ given by Eq. (3.52), one obtains

$$
\begin{align*}
\rho_{11}(t)= & \sum_{n}\left[\rho_{11}^{n n}(0)\left|c_{n+1}(t)\right|^{2}+2 \sqrt{n+1} \operatorname{Re}\left\{\rho_{10}^{n, n+1}(0) d_{n+1}^{*}(t) c_{n+1}(t)\right\}+n \rho_{00}^{n n}(0)\left|d_{n}(t)\right|^{2}\right] \\
\rho_{10}(t)= & \sum_{n}\left[-\sqrt{n+1} \rho_{11}^{n+1, n}(0) c_{n+2}(t) d_{n+1}(t)-\sqrt{n+2} \sqrt{n+1} \rho_{01}^{n+2, n}(0) d_{n+2}(t) d_{n+1}(t)\right. \\
& \left.+\rho_{10}^{n n}(0) c_{n+1}(t) c_{n}(t)+\sqrt{n+1} \rho_{00}^{n+1, n}(0) d_{n+1}(t) c_{n}(t)\right] \tag{5.45}
\end{align*}
$$

where $c_{n}(t)$ and $d_{n}(t)$ denote the eigenvalues of $c(\hat{n}, t)$ and $d(\hat{n}, t)$ corresponding to the eigenstate $|n\rangle$, respectively, see Eqs. (3.53) and (3.54).
We note that Eq. (5.45) does not lead directly to a dynamical map for the evolution of the reduced two-state system since it is not possible to write the right-hand side of this equation as a function of the matrix elements of the reduced initial state $\rho_{S}(0)$ which are given by

$$
\begin{equation*}
\rho_{\alpha \beta}(0)=\sum_{n} \rho_{\alpha \beta}^{n n}(0) . \tag{5.46}
\end{equation*}
$$

However, if the total initial state is of tensor product form, $\rho_{S E}(0)=\rho_{S}(0) \otimes \rho_{E}(0)$ and, therefore,

$$
\begin{equation*}
\rho_{\alpha \beta}^{n m}(0)=\rho_{\alpha \beta}(0) \rho^{n m}(0), \tag{5.47}
\end{equation*}
$$

it is indeed possible to construct the dynamical map; if moreover $\left[\rho_{E}(0), \hat{n}\right]=0$, one finds the map already derived in Sec. (3.2).

### 5.3.2 Dynamics of the trace distance for pure or product total initial states

We illustrate the dynamics of the trace distance and the inequality (5.24) by means of two simple examples, considering the situation in which the total initial state is a product state or a pure state. The case of a mixed, correlated initial state will be considered in detail in the next paragraph.
The quantity on the right-hand side of Eq. (5.24), representing the information which is initially outside the reduced system, can be larger than zero basically for two reasons: first, because one has different environmental initial states $\rho_{E}^{1}(0)$ and $\rho_{E}^{2}(0)$ and, second, because of the presence of correlations in the initial states $\rho_{S E}^{1}(0)$ or $\rho_{S E}^{2}(0)$ (see inequality (5.25)). To illustrate the first case we study the trace distance between the two reduced states $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ evolving from two product initial states with the same reduced system state, namely from $\rho_{S E}^{1}(0)=\rho_{S}(0) \otimes \rho_{E}^{1}(0)$ and $\rho_{S E}^{2}(0)=\rho_{S}(0) \otimes \rho_{E}^{2}(0)$, where

$$
\begin{equation*}
\rho_{S}(0)=\left|\alpha_{1}\right|^{2}|0\rangle\langle 0|+\left|\beta_{1}\right|^{2}|1\rangle\langle 1| \tag{5.48}
\end{equation*}
$$

and the two environmental states are taken to be

$$
\begin{equation*}
\rho_{E}^{i}(0)=\left|\alpha_{i}\right|^{2}|n\rangle\langle n|+\left|\beta_{i}\right|^{2}|n-1\rangle\langle n-1|, \quad i=1,2, \tag{5.49}
\end{equation*}
$$

with the normalization condition $\left|\alpha_{i}\right|^{2}+\left|\beta_{i}\right|^{2}=1$. Numerical simulation results for this case are shown in Fig. (5.5.a). We see from the figure that the bound of Eq. (5.24), which is given by $\left|\left|\alpha_{1}\right|^{2}-\left|\alpha_{2}\right|^{2}\right|$, is indeed reached here. For a study of the second case we consider an initially correlated pure state of the form

$$
\begin{equation*}
\rho_{S E}^{1}(0)=|\psi\rangle\langle\psi|, \tag{5.50}
\end{equation*}
$$

with $|\psi\rangle=\alpha|0, n\rangle+\beta|1, n-1\rangle,|\alpha|^{2}+|\beta|^{2}=1$, together with a product initial state of the form

$$
\begin{equation*}
\rho_{S E}^{2}(0)=\rho_{S}^{2}(0) \otimes \rho_{E}^{2}(0) \tag{5.51}
\end{equation*}
$$

with $\rho_{S}^{2}(0)=|\beta|^{2}|0\rangle\langle 0|+|\alpha|^{2}|1\rangle\langle 1|$ and $\rho_{E}^{2}(0)=|\alpha|^{2}|n\rangle\langle n|+|\beta|^{2}|n-1\rangle\langle n-1|$. Note that $\rho_{S E}^{2}(0)$ is not equal to the product of the marginals of $\rho_{S E}^{1}(0)$. As can be seen from Fig. (5.5.b) also for this case the bound of Eq. (5.24), which is given by $\frac{1}{2}\left(1+|\alpha|^{4}+|\beta|^{4}\right)$, is repeatedly reached in the course of time. As expected, in both cases the trace distance of the states exceeds its initial value, corresponding to the fact that the reduced system dynamically retrieves the information initially not accessible to it, related to the different initial environmental states or to the initial system-environment correlations. Note that the trace distance starts increasing already at the initial time, indicating that the information is flowing to the reduced system from the very beginning of the dynamics. Moreover, it keeps oscillating also for large values of $t$, so that the distinguishability growth between reduced states can be detected, e.g. by quantum state tomography, also making observations after a long interaction time [181].
In both situations considered and visualized in Fig. (5.5) the maximum value of the trace distance



Figure 5.5: (a, b) Plot of the trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ as a function of time, in arbitrary units, where $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ have been determined from Eq. (5.45). In both figures the horizontal line marks the upper bound of Eq. (5.24), and $\Delta=0.1, g=1$ in a.u.. (a) Dynamics for two product total initial states which differ only by the environmental states and are given by Eq. (5.48) and (5.49) with $\left|\alpha_{1}\right|^{2}=7 / 9$, $\left|\alpha_{2}\right|^{2}=8 / 9$ and $n=7$. (b) The two reduced states $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ are obtained from the total initial states given by Eqs. (5.50) and (5.51) which have the same environmental marginal state, but different reduced system states and correlations. Parameters: $\alpha=i \sqrt{3 / 7}, \beta=\sqrt{4 / 7}$ and $n=1$.
as a function of time is equal to the upper bound given by Eq. (5.24), indicating that the information initially inaccessible to the reduced system has been transferred completely to it during the subsequent dynamics. This is of course not always the case and it is an important problem to characterize explicitly those initial states for which such a behavior indeed occurs. Let us consider the
special case given by Eq. (5.26), in which the two total initial states are a correlated state and the tensor product of its marginals, taking $\rho_{S E}^{1}(0)$ to be a pure entangled state, i.e., $\rho_{S E}^{1}(0)=|\psi\rangle\langle\psi|$ with $|\psi\rangle=\alpha|0, n\rangle+\beta|1, m\rangle$. For this case Eq. (5.45) leads to

$$
\begin{align*}
& D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)=\left|| \alpha \beta | ^ { 2 } \left(\left|c_{m+1}(t)\right|^{2}-\left|c_{n}(t)\right|^{2}+\left|c_{m}(t)\right|^{2}\right.\right. \\
& \left.-\left|c_{n+1}(t)\right|^{2}\right)+2 \delta_{m, n-1} \sqrt{n} \operatorname{Re}\left\{\alpha^{*} \beta d_{n}^{*}(t) c_{n}(t)\right\} \mid \tag{5.52}
\end{align*}
$$

while the right-hand side of Eq. (5.26) becomes

$$
\begin{equation*}
D\left(\rho_{S E}^{1}(0), \rho_{S}^{1}(0) \otimes \rho_{E}^{1}(0)\right)=|\alpha \beta|^{2}+|\alpha \beta| \tag{5.53}
\end{equation*}
$$

Taking into account Eqs. (3.53)-(3.55), for $n, m \gg \Delta^{2} / 4 g^{2}$ Eq. (5.52) explicitly reads

$$
\begin{align*}
D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)= & \left|| \alpha \beta | ^ { 2 } \left[\cos ^{2}(g \sqrt{m+1} t)-\cos ^{2}(g \sqrt{n} t)\right.\right.  \tag{5.54}\\
& \left.+\cos ^{2}(g \sqrt{m} t)-\cos ^{2}(g \sqrt{n+1} t)\right]-\delta_{m, n-1} \operatorname{Im}\left\{\alpha^{*} \beta\right\} \sin (2 g \sqrt{n} t) \mid,
\end{align*}
$$

which is an almost periodic function [185] since it represents a linear combination of sine and cosine functions with incommensurable periods. The supremum of the attained values ${ }^{9}$ is less than or equal to $2|\alpha \beta|^{2}$ if $m \neq n$ and $m \neq n-1$, and equal to $|\alpha \beta|^{2}+\left|\operatorname{Im}\left\{\alpha^{*} \beta\right\}\right|$ if $m=n-1$. Thus, the inequality in Eq. (5.26) is tight only for those initial states for which $m=n-1$ and $\operatorname{Re}\left\{\alpha^{*} \beta\right\}=0$ (indeed, we have $|\alpha \beta|^{2}+|\alpha \beta|=2|\alpha \beta|^{2}$ if and only if either $\alpha=0$ or $\beta=0$ ). The special role of the initial states with $m=n-1$ can be traced back to the structure of the full unitary evolution given by Eq. (3.52) and to the presence of the creation and annihilation operators in the off-diagonal matrix elements. Their action generates, in fact, the last term in the modulus on the right-hand side of Eq. (5.54), which for $m=n-1$ is necessary to reach the bound. If the relation $n, m \gg \Delta^{2} / 4 g^{2}$ is not satisfied, the supremum lies in general strictly below the bound even if the above mentioned conditions are fulfilled. This is a consequence of the fact that the periodic functions $\left|c_{n}(t)\right|^{2}$ are then strictly less than 1.
Moreover, note that in general the classical or quantum nature of initial correlations does not influence whether the upper bound is actually reached in the course of the dynamics [26].

### 5.3.3 Gibbs initial state: total amount of correlations

We now extend our considerations to the evolution of the trace distance between a mixed correlated initial state and the tensor product of its marginals. Specifically, we will analyze the inequality given in Eq. (5.26) when the correlated initial state $\rho_{S E}$ is the invariant Gibbs (thermal equilibrium) state corresponding to the full Hamiltonian $H$ of the model. For simplicity we will omit in the following the time argument zero. We first analyze the total amount of correlations in the initial state $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$, i.e., the upper bound for the trace distance according to Eq. (5.26). As we shall show below, the main features of this bound can be explained in terms of the correlations in the ground state of the Hamiltonian $H$. Indeed, the study of the amount of correlations

[^30]possessed by the thermal state can be of interest on its own, see e.g. [186] and references therein. However, we are here interested in the relation of this quantity with the actual dynamics of the trace distance, which will turn out to reflect the characteristic features of the correlations in the Gibbs state.
Consider the total initial Gibbs state
\[

$$
\begin{equation*}
\rho_{S E}=\frac{1}{Z} \mathrm{e}^{-\beta H}, \tag{5.55}
\end{equation*}
$$

\]

where $H$ is the total Hamiltonian of the system given by Eqs. (3.47)-(3.50), $Z=\operatorname{Tr} \mathrm{e}^{-\beta H}$ denotes the partition function and $\beta=1 / k_{b} T$ with $k_{b}$ the Boltzmann constant and $T$ the temperature. To calculate the marginal states $\rho_{S}=\operatorname{tr}_{E} \mathrm{e}^{-\beta H} / Z$ and $\rho_{E}=\operatorname{tr}_{S} \mathrm{e}^{-\beta H} / Z$ it is useful to obtain the matrix elements of $\rho_{S E}$ with respect to the basis $\{|\alpha, n\rangle\}$. This can be done by using the dressed states [187], i.e., the eigenvectors of the Hamiltonian $H$. These eigenvectors can be written as

$$
\begin{align*}
& \left|\Phi_{n}^{+}\right\rangle=a_{n}|1, n-1\rangle+b_{n}|0, n\rangle, \\
& \left|\Phi_{n}^{-}\right\rangle=-b_{n}|1, n-1\rangle+a_{n}|0, n\rangle, \\
& \left|\Phi_{0}^{-}\right\rangle=|0,0\rangle, \tag{5.56}
\end{align*}
$$

with $n=1,2,3, \ldots$ and

$$
\begin{equation*}
a_{n}=\sqrt{\frac{\Omega_{n}+\Delta}{2 \Omega_{n}}}, \quad b_{n}=\sqrt{\frac{\Omega_{n}-\Delta}{2 \Omega_{n}}}, \tag{5.57}
\end{equation*}
$$

where $\Omega_{n}=\sqrt{\Delta^{2}+4 g^{2} n}$ (see Eq. (3.55)). The corresponding eigenvalues are given by

$$
\begin{equation*}
E_{n}^{ \pm}=n \omega+\frac{\Delta}{2} \pm \frac{\Omega_{n}}{2}, \quad E_{0}^{-}=0 . \tag{5.58}
\end{equation*}
$$

Inverting Eqs. (5.56) with the help of the relations

$$
\begin{align*}
|0, n\rangle & =b_{n}\left|\Phi_{n}^{+}\right\rangle+a_{n}\left|\Phi_{n}^{-}\right\rangle \\
|1, n\rangle & =a_{n+1}\left|\Phi_{n+1}^{+}\right\rangle-b_{n+1}\left|\Phi_{n+1}^{-}\right\rangle, \tag{5.59}
\end{align*}
$$

one obtains the expressions

$$
\begin{align*}
\rho_{00}^{n m} & =\frac{1}{Z} \delta_{n, m}\left(\mathrm{e}^{-\beta E_{n}^{+}} b_{n}^{2}+\mathrm{e}^{-\beta E_{n}^{-}} a_{n}^{2}\right), \\
\rho_{11}^{n m} & =\frac{1}{Z} \delta_{n, m}\left(\mathrm{e}^{-\beta E_{n+1}^{+}} a_{n+1}^{2}+\mathrm{e}^{-\beta E_{n+1}^{-}} b_{n+1}^{2}\right), \\
\rho_{10}^{n m}=\rho_{01}^{m n} & =\frac{1}{Z} \delta_{n+1, m}\left(\mathrm{e}^{-\beta E_{n+1}^{+}}-\mathrm{e}^{-\beta E_{n+1}^{-}}\right) a_{n+1} b_{n+1}, \tag{5.60}
\end{align*}
$$

which represent the matrix elements of the Gibbs state,

$$
\begin{equation*}
\rho_{S E}=\sum_{\alpha, \beta, n, m} \rho_{\alpha \beta}^{n m}|\alpha, n\rangle\langle\beta, m| . \tag{5.61}
\end{equation*}
$$

Using this result together with Eq. (5.46) we see that the reduced system state is diagonal in the basis $|\alpha\rangle$ and that the diagonal elements are given by $\rho_{11}=1-\rho_{00}$ and

$$
\begin{equation*}
\rho_{00}=\frac{1}{Z} \sum_{n=0}^{\infty}\left(\mathrm{e}^{-\beta E_{n}^{+}} b_{n}^{2}+\mathrm{e}^{-\beta E_{n}^{-}} a_{n}^{2}\right) \tag{5.62}
\end{equation*}
$$

The reduced state of the environment is also diagonal since $\rho^{n m}=0$ for $n \neq m$, and the diagonal elements can be expressed as

$$
\begin{equation*}
\rho^{n n}=\frac{1}{Z}\left(\mathrm{e}^{-\beta E_{n}^{+}} b_{n}^{2}+\mathrm{e}^{-\beta E_{n}^{-}} a_{n}^{2}+\mathrm{e}^{-\beta E_{n+1}^{+}} a_{n+1}^{2}+\mathrm{e}^{-\beta E_{n+1}^{-}} b_{n+1}^{2}\right) \tag{5.63}
\end{equation*}
$$

The product state constructed from the marginals is accordingly of the form

$$
\begin{equation*}
\rho_{S} \otimes \rho_{E}=\sum_{\alpha, n} \rho_{\alpha \alpha} \rho^{n n}|\alpha, n\rangle\langle\alpha, n| . \tag{5.64}
\end{equation*}
$$

Finally, the normalization constant $Z$ can be written as

$$
\begin{equation*}
Z=\sum_{n}\left(\mathrm{e}^{-\beta E_{n}^{+}} b_{n}^{2}+\mathrm{e}^{-\beta E_{n}^{-}} a_{n}^{2}+\mathrm{e}^{-\beta E_{n+1}^{+}} a_{n+1}^{2}+\mathrm{e}^{-\beta E_{n+1}^{-}} b_{n+1}^{2}\right) \tag{5.65}
\end{equation*}
$$

Starting from the above relations we can analytically calculate the total amount of correlations of the Gibbs state, i.e., the quantity $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$. To this end, we order the elements of the basis as $\{|0,0\rangle,|1,0\rangle,|0,1\rangle,|1,1\rangle,|0,2\rangle,|1,2\rangle, \ldots\}$. The difference $X=\rho_{S E}-\rho_{S} \otimes \rho_{E}$ between the Gibbs state and its corresponding product state can then be written in block diagonal form,

$$
X=\left(\begin{array}{cccccccc}
D_{0}^{0} & 0 & 0 & 0 & 0 & 0 & \ldots & \ldots  \tag{5.66}\\
0 & D_{1}^{0} & \rho_{10}^{01} & 0 & 0 & 0 & \ldots & \ldots \\
0 & \rho_{01}^{10} & D_{0}^{1} & 0 & 0 & 0 & \ldots & \ldots \\
0 & 0 & 0 & D_{1}^{1} & \rho_{10}^{12} & 0 & \ldots & \ldots \\
0 & 0 & 0 & \rho_{01}^{21} & D_{0}^{2} & 0 & \ldots & \ldots \\
0 & 0 & 0 & 0 & 0 & \ddots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & D_{1}^{n} & \rho_{10}^{n, n+1} & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \rho_{01}^{n+1, n} & D_{0}^{n+1} & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & 0 & 0 & \ddots
\end{array}\right),
$$

where

$$
\begin{equation*}
D_{\alpha}^{n}=\rho_{\alpha, \alpha}^{n, n}-\rho_{\alpha, \alpha} \rho^{n, n} \tag{5.67}
\end{equation*}
$$

It is easy to demonstrate that $D_{1}^{n}=-D_{0}^{n}$, implying that the matrix of Eq. (5.66) has zero trace, as it should have. The eigenvalues of this matrix are simply given by the eigenvalues of the $2 \times 2$
block matrices plus the top left element $D_{0}^{0}$. Hence, the total amount of correlations in the Gibbs state is given by

$$
\begin{align*}
D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)= & \frac{1}{2}\left|D_{0}^{0}\right|+\frac{1}{4} \sum_{n=0}^{\infty}\left|D_{1}^{n}+D_{0}^{n+1}+\sqrt{\left(D_{1}^{n}-D_{0}^{n+1}\right)^{2}+4\left(\rho_{1,0}^{n, n+1}\right)^{2}}\right| \\
& +\frac{1}{4} \sum_{n=0}^{\infty}\left|D_{1}^{n}+D_{0}^{n+1}-\sqrt{\left(D_{1}^{n}-D_{0}^{n+1}\right)^{2}+4\left(\rho_{1,0}^{n, n+1}\right)^{2}}\right| \tag{5.68}
\end{align*}
$$

This quantity depends on the model parameters $\omega, \Delta$ and $g$ which characterize the Hamiltonian described by Eqs. (3.47)-(3.50), as well as on the temperature. In the following we will focus in particular on the dependence of $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ on the coupling constant $g$ and on the inverse temperature $\beta$ for fixed values of the other two parameters (indeed from the expression of the Gibbs state it immediately appears that the dependence on one of the parameters can be reabsorbed into the others).

## Dependence on the ground state

The behavior of the trace distance given by Eq. (5.68) as a function of $\beta$ and $g$ is plotted in Fig. (5.6). We clearly see a non-monotonic behavior of the trace distance as a function of both parameters. Focusing on the dependence on $\beta$ for a fixed value of $g$, we observe that there is a sudden transition between two different kinds of behavior: below a critical value of the coupling constant $g$, the trace distance as a function of $\beta$ exhibits an initial peak and then goes down to zero, see also Fig. (5.6.b); above this critical $g$ it keeps growing to an asymptotic value different from zero, which we will discuss later on, as can be seen from Fig. (5.6.c). On the other hand, the dependence of the trace distance on $g$ for a fixed value of $\beta$ shows some oscillations after a sudden growth which occurs at the critical $g$, see Figs. (5.6.a) and (5.6.e). Quite remarkably, this means that the total amount of correlations of the Gibbs state can decrease with increasing coupling constant, as clearly observed in Fig. (5.6.d).
The above features can be explained by considering that the trace distance $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ quantifies the correlations of the Gibbs state $\rho_{S E}$ and that the limit $\beta \rightarrow \infty$ corresponds to the limit of zero temperature, where the Gibbs state reduces to the ground state of the Hamiltonian $H$. If all the eigenvalues given by Eq. (5.58) are non-negative the ground state is $\left|\Phi_{0}^{-}\right\rangle=|0,0\rangle$ with eigenvalue zero. Of course, this is a product state and, therefore, the correlations of the Gibbs state approach zero for $\beta \rightarrow \infty$. This is what happens below the critical $g$. However, according to the level crossing described in Fig. (5.7), the Hamiltonian has negative eigenvalues for larger values of the coupling constant $g$. In fact, it is easy to see from Eq. (5.58) that if

$$
\begin{equation*}
g>\bar{g}_{1} \equiv \sqrt{\omega^{2}+\omega \Delta} \tag{5.69}
\end{equation*}
$$

then $E_{1}^{-}<0$ and, therefore, $|0,0\rangle$ is no longer the ground state. Thus, we can then identify $\bar{g}_{1}$ as the previously mentioned critical value of $g$, since for larger values the lowest energy state is $\left|\Phi_{1}^{-}\right\rangle$ which is an entangled state according to Eq. (5.56) with correlations $a_{1}^{2} b_{1}^{2}+a_{1} b_{1}$ different from zero. But looking at the dependence of the different eigenvalues $E_{n}^{-}$on the coupling constant $g$, see


Figure 5.6: (a) Plot of the correlations of the Gibbs state (5.55) as a function of the inverse temperature $\beta$ and of the coupling constant $g$ according to Eq. (5.68) for $\Delta / \omega=1 / 6$. (b, c, d, e From top left to bottom right) Sections of the plot at the left, corresponding to $g / \omega=0.57, g / \omega=1.83, \beta \omega=15$ and $\beta \omega=24$, respectively. The critical value of $g$ is given by $\bar{g}_{1} / \omega=1.08$, see Eq. (5.69).

Fig. (5.7), we can see that there is another critical point, let us call it $\bar{g}_{2}$, where $E_{2}^{-}\left(\bar{g}_{2}\right)=E_{1}^{-}\left(\bar{g}_{2}\right)$ and after which $E_{2}^{-}(g)<E_{1}^{-}(g)$, i.e., $\left|\Phi_{2}^{-}\right\rangle$becomes the lowest energy state. We then have another value $\bar{g}_{3}$ for which $E_{3}^{-}\left(\bar{g}_{3}\right)=E_{2}^{-}\left(\bar{g}_{3}\right)$, so that for stronger couplings $\left|\Phi_{3}^{-}\right\rangle$becomes the new ground state, and so on. Between two successive critical values $\bar{g}_{k}$ and $\bar{g}_{k+1}$ the ground state of the Hamiltonian is $\left|\Phi_{k}^{-}\right\rangle$, whose correlations according to Eq. (5.53) are given by

$$
\begin{equation*}
D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)=a_{k}^{2} b_{k}^{2}+a_{k} b_{k}=\frac{g^{2} k}{\Delta^{2}+4 g^{2} k}+\sqrt{\frac{g^{2} k}{\Delta^{2}+4 g^{2} k}} \tag{5.70}
\end{equation*}
$$

This expression characterizes the asymptotic value of the correlations in the Gibbs state for $\beta \rightarrow$ $\infty$ and for $g$ between $\bar{g}_{k}$ and $\bar{g}_{k+1}$. We note that $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ approaches the value $\frac{3}{4}$ if we also let $g \rightarrow \infty$. As is shown in Appendix D, this asymptotic value corresponds in fact to the maximal possible value of the correlations for the present model.
We see from Fig. (5.7) that for small temperatures the correlations in the Gibbs state exhibit a dip at every $\bar{g}_{k}$ with $k>1$. Again, this feature can be explained by considering the ground level of the Hamiltonian given by Eqs. (3.47)-(3.50). For $g=\bar{g}_{k}$ the eigenspace of the lowest energy level is two-fold degenerate since $E_{k}^{-}\left(\bar{g}_{k}\right)=E_{k-1}^{-}\left(\bar{g}_{k}\right)$ and the Gibbs state reduces to

$$
\begin{equation*}
\frac{1}{2}\left(\left|\Phi_{k-1}^{-}\right\rangle\left\langle\Phi_{k-1}^{-}\right|+\left|\Phi_{k}^{-}\right\rangle\left\langle\Phi_{k}^{-}\right|\right) \tag{5.71}
\end{equation*}
$$

where, again we have ordered the elements of the basis as $\{|1, k-2\rangle,|0, k-1\rangle,|1, k-1\rangle,|0, k\rangle\}$. Equation (5.71) can be directly obtained from Eq. (5.60), observing that for $\beta \rightarrow \infty$ the only nonnegligible terms are those involving the exponentials of $\beta E_{k-1}^{-}$or $\beta E_{k}^{-}$. Calculating now the corresponding product state and proceeding as done to obtain Eq. (5.68), or directly taking the limit of this equation for $\beta \rightarrow \infty$ and $g=\bar{g}_{k}$, one finds an explicit expression for the correlations


Figure 5.7: (Top) Plot of the first energy eigenvalues $E_{1}^{-}, E_{2}^{-}, E_{3}^{-}, E_{4}^{-}$given by Eq. (5.58) as functions of $g, E_{0}^{-}$coincides with the $x$-axis. (Bottom) Plot of the correlations of the Gibbs state as a function of $g$ for $\beta \omega=300$, i.e., for approximately zero temperature; the other values are the same as in Fig. (5.6.a). The critical values of the correlations as a function of $g$ exactly correspond to the level crossing points: when $E_{0}^{-}=E_{1}^{-}$there is a sudden increase and at the subsequent points the dips occur. For this value of $\beta$ the behavior described by the exact expression is well approximated by Eq. (5.70) between the dips and by Eq. (5.72) at the dips.
of the mixed state given by Eq. (5.71):

$$
\begin{align*}
D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)= & \frac{1}{2}\left[\alpha+\frac{1}{2}\left|\gamma_{1}+\delta_{1}+\sqrt{\left(\gamma_{1}-\delta_{1}\right)^{2}+4 \varepsilon_{1}^{2}}\right|\right. \\
& +\frac{1}{2}\left|\gamma_{1}+\delta_{1}-\sqrt{\left(\gamma_{1}-\delta_{1}\right)^{2}+4 \varepsilon_{1}^{2}}\right| \\
& +\frac{1}{2}\left|\gamma_{2}+\delta_{2}+\sqrt{\left(\gamma_{2}-\delta_{2}\right)^{2}+4 \varepsilon_{2}^{2}}\right| \\
& \left.+\frac{1}{2}\left|\gamma_{2}+\delta_{2}-\sqrt{\left(\gamma_{2}-\delta_{2}\right)^{2}+4 \varepsilon_{2}^{2}}\right|+\chi\right] \tag{5.72}
\end{align*}
$$

where

$$
\begin{align*}
& \alpha=\frac{b_{k-1}^{2}}{4}\left(a_{k-1}^{2}+a_{k}^{2}\right) ; \quad \gamma_{1}=\frac{b_{k-1}^{2}}{2}-\frac{b_{k-1}^{2}}{4}\left(b_{k-1}^{2}+b_{k}^{2}\right) ; \quad \varepsilon_{1}=-\frac{a_{k-1} b_{k-1}}{2} \\
& \delta_{1}=\frac{a_{k-1}^{2}}{2}-\frac{1}{4}\left(a_{k-1}^{2}+a_{k}^{2}\right)\left(a_{k-1}^{2}+b_{k}^{2}\right) ; \quad \gamma_{2}=\frac{b_{k}^{2}}{2}-\frac{1}{4}\left(b_{k-1}^{2}+b_{k}^{2}\right)\left(a_{k-1}^{2}+b_{k}^{2}\right) \\
& \varepsilon_{2}=-\frac{a_{k} b_{k}}{2} ; \quad \delta_{2}=\frac{a_{k}^{2}}{2}-\frac{a_{k}^{2}}{4}\left(a_{k-1}^{2}+a_{k}^{2}\right) ; \quad \chi=\frac{a_{k}^{2}}{4}\left(b_{k-1}^{2}+b_{k}^{2}\right) \tag{5.73}
\end{align*}
$$

From the explicit evaluation of Eqs. (5.70) and (5.72) for the different values of $k$, one can see that indeed the total amount of correlations of the mixed state given by Eq. (5.71) is smaller than the
correlations of the dressed states $\left|\Phi_{k-1}^{-}\right\rangle$and $\left|\Phi_{k}^{-}\right\rangle$giving its decomposition, which explains the emergence of the dips. Note however that the correlation measure given by $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ is not a convex function on the space of physical states, as explicitly shown in Appendix D.
The above arguments are summarized in Fig. (5.7). They explain the behavior of the correlations in the Gibbs state for small temperatures, i.e., for $\beta \rightarrow \infty$. The effect of finite temperatures is to smooth the dependence on $g$, as can be seen in Fig. (5.7), (5.6.e) and (5.6.d), such that the sudden increase at $g=\bar{g}_{1}$ is less sharp and that the subsequent dips turn into oscillations which are more and more suppressed as the temperature increases. This behavior is due to the fact that at finite temperature the Gibbs state has a non-vanishing admixture of $\left|\Phi_{1}^{-}\right\rangle$for values of $g$ which are smaller than $\bar{g}_{1}$ and, hence, the increase of the correlations starts before $g=\bar{g}_{1}$ and is less sharp, as can be seen from Figs. (5.7) and (5.6.e). Moreover, as a consequence of finite temperatures, the Gibbs state is a mixed state even between the critical values $\bar{g}_{k}$, such that its correlations become smaller than in the zero temperature limit, which leads to a suppression of the oscillations.

### 5.3.4 Gibbs initial state: time evolution of the trace distance

The analysis performed so far concerns the correlations of the initial Gibbs state, i.e., the upper bound of the trace distance between the reduced state $\rho_{S}^{1}(t)$, evolving from an initial total Gibbs state, and the reduced state $\rho_{S}^{2}(t)$, evolving from the corresponding product state, according to Eq. (5.26). We will now investigate the dynamics of the trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ and analyze, in particular, the dependence of the supremum of this function on the coupling constant and the temperature. As discussed before (see Sec. (5.1.3)), the behavior of the trace distance between $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ expresses the effect of initial correlations in the resulting dynamics. Moreover, its supremum as a function of time quantifies the amount of information which could not be initially retrieved by measurements on the reduced system only, but becomes accessible in the subsequent dynamics, thus making the two reduced states $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ more distinguishable.
Taking as initial state $\rho_{S E}^{1}$ the Gibbs state given by Eq. (5.55) and as $\rho_{S E}^{2}$ the product state of its marginals, we have $\rho_{S}^{1}(t)=\rho_{S}^{1}(0)$ since the Gibbs state is invariant under the time evolution, and $\rho_{S}^{1}(0)=\rho_{S}^{2}(0)$ because the corresponding open system initial states are identical. Thus, exploiting Eq. (5.63) we obtain the following explicit expression for the trace distance,

$$
\begin{equation*}
D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)=\left.\left|\left(\rho_{00}-1\right) \sum_{n}(n+1) \rho^{n n}\right| d_{n+1}(t)\right|^{2}+\rho_{00} \sum_{n} n \rho^{n n}\left|d_{n}(t)\right|^{2} \mid \tag{5.74}
\end{equation*}
$$

For fixed values of the parameters characterizing the dynamics this expression describes a superposition of periodic functions with incommensurable periods, i.e., an almost periodic function as already encountered in Sec. (5.3.2). An example for the trace distance dynamics is shown in Fig. (5.8). The trace distance starts growing already at the initial time and further oscillates with time, according to the almost periodic behavior described by Eq. (5.74).
As mentioned already, the time dependence of trace distance is solely due to the time evolution of the product state constructed from the marginals of the Gibbs state since the latter is invariant under the dynamics. It is the comparison between the two different reduced system states, namely between the states $\rho_{S}^{1}(t)=\rho_{S}^{1}(0)$ and $\rho_{S}^{2}(t)$, which allows to obtain information initially not


Figure 5.8: The trace distance $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ as a function of time according to Eq. (5.74); $\rho_{S}^{i}(t)$ is the state of the reduced system at time $t$ obtained from a total initial state $\rho_{S E}^{i}$, where $\rho_{S E}^{1}$ is the Gibbs state given by Eq. (5.55) and $\rho_{S E}^{2}$ is the corresponding product state. The upper horizontal line represents the bound given by the right-hand side of the inequality (5.26) which has been determined by Eq. (5.68). Parameters: $\Delta / \omega=1 / 6, g / \omega=2$ and $\beta \omega=15$.
accessible with measurement on the reduced system only, and which enables the detection of correlations in the initial Gibbs state.
The supremum of the trace distance in Fig. (5.8) is substantially smaller than the corresponding bound in Eq. (5.26). For large values of $\beta$ and $g$ the supremum can be estimated as follows. If the temperature goes to zero the Gibbs state approaches the projection onto the ground state which is given by $\left|\Phi_{k}^{-}\right\rangle\left\langle\Phi_{k}^{-}\right|$for a fixed $k$, depending on the value of the coupling constant $g$. We suppose that $g$ is different from the critical values $\bar{g}_{i}$. This implies $\rho_{00}=a_{k}^{2}, \rho_{11}=b_{k}^{2}$, together with $\rho^{m m}=\delta_{m, k} a_{k}^{2}+\delta_{m, k-1} b_{k}^{2}$. For large values of $g$, which implies large values of $k$, we have $a_{k} \approx b_{k} \approx 1 / \sqrt{2}$. Employing further Eqs. (3.53) and (3.54), one thus obtains the estimate

$$
\begin{equation*}
D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right) \approx \frac{1}{4}|\sin (2 \sqrt{k} g t) \sin (g t / \sqrt{k})| . \tag{5.75}
\end{equation*}
$$

This shows that for large $\beta$ and $g$ the trace distance is bounded from above by $\frac{1}{4}$.
Figure (5.9.a) shows how the supremum of $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ over time behaves as a function of the coupling constant $g$ and the inverse temperature $\beta$, keeping fixed $\omega$ and $\Delta$. Exactly as for the correlations of the Gibbs state [compare with Fig. (5.6.a)], we observe two qualitatively different kinds of behavior as a function of $\beta$, for a fixed value of $g$. Below a critical $g$ the supremum of the trace distance passes through maximum and then tends to zero; above the critical value it tends monotonically to an asymptotic value which is close to the estimate of $\frac{1}{4}$ determined above, as illustrated in Figs. (5.9.b) and (5.9.c). Moreover, considering how the supremum of the trace distance varies as a function of $g$ for fixed $\beta$, after a sudden growth at the first critical $g$ it exhibits some oscillations analogous to those of the bound. Comparing Figs. (5.7) and (5.9.e), we see that in the limit of zero temperature the bound and the actual supremum of the trace distance both show a sudden increase and subsequent dips at the same values of the coupling constant $g$. This behavior can be explained by recalling the dependence of the energy spectrum of the Hamiltonian as a function of $g$ in Fig. (5.7). At zero temperature the Gibbs state reduces to the ground level of the Hamiltonian. The discontinuous change in the ground level with varying $g$, i.e. the transition


Figure 5.9: (a) The supremum of $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ as a function of time versus the coupling constant $g$ and the inverse temperature $\beta ; \rho_{S}^{1}(t)$ is obtained from an initial total Gibbs state, $\rho_{S}^{2}(t)$ from the corresponding product state, $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ is calculated according to Eq. (5.74); $\Delta / \omega=1 / 6$. (b, c, d, e From top left to bottom right) The same as Fig. (5.9.a) but for parameters $g / \omega=0.57, g / \omega=1.83, \beta \omega=15$ and $\beta \omega=300$, respectively. For $\beta \omega=300$, i.e., approximately zero temperature, the dips occur at the same values as the corresponding dips of the bound, see Fig. (5.7). For the case of finite temperature the dips are not suppressed, but they are shifted towards larger values of $g$.
from $\left|\Phi_{k}\right\rangle$ to $\left(\left|\Phi_{k}\right\rangle+\left|\Phi_{k+1}\right\rangle\right) / \sqrt{2}$, implies a discontinuous change in the bound as well as in the supremum of the trace distance, thus leading to the dips appearing in Fig. (5.7) and Fig. (5.9.e). In fact, apart from fixing the bound at the r.h.s. of Eq. (5.26), the Gibbs state determines both reduced states $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$, arising from the total initial states $\rho_{S E}$ and $\rho_{S} \otimes \rho_{E}$ respectively. Relying on Eq. (5.45) one can see that for $\Delta=0$ the supremum of the trace distance is simply given by $1 / 4$ for an initial correlated state $\rho_{S E}=\left|\Phi_{k}\right\rangle\left\langle\Phi_{k}\right|$, for any $k>0$. This means that for zero detuning the supremum of the trace distance dynamics as a function of $g$ at zero temperature takes the constant value $1 / 4$, except at $g=\bar{g}_{k}$ where the dips occur. The effect of a finite temperatures is slightly different for the bound and the supremum of the trace distance dynamics: with growing temperature the dips of the bound turn into oscillations which are more and more suppressed, but they occur at the same values of $g$. On the contrary, the dips of the supremum, and its sudden increase as well, are not suppressed, but do change position, occurring at larger values of $g$. As concluding remarks, we want to emphasize that the comparison between the amount of correlations in the Gibbs state $\rho_{S E}$ as it is quantified by $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$, and the supremum of the trace distance between the open system states $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$ which evolve from $\rho_{S E}$ and $\rho_{S} \otimes \rho_{E}$, enabled us to establish a clear connection between the correlation properties of the Gibbs state and basic features of the subsequent open system dynamics, namely, the amount of information which is initially inaccessible for the open system and which is uncovered during its time evolution. As we have shown for the case at hand, at zero temperature sudden changes in the supremum over time of the trace distance can be traced back uniquely to discontinuous changes in the structure of the total system's ground state and to its degree of entanglement which, in turn, is caused by crossings of the energy levels of the total system Hamiltonian. It is important to remark that, as we have demonstrated, clear signatures of these discontinuities are still present at finite temperatures. Note that to reconstruct the trace distance dynamics, in order to detect correlation properties of the
ground state, one only needs to follow the evolution of the open system state obtained from the total initial product state $\rho_{S} \otimes \rho_{E}$.
Furthermore, the analysis performed in this section allows to conclude that the bound given by the right-hand side of Eq. (5.26) is able to represent qualitatively non-trivial behavior in the dynamics of the trace distance between $\rho_{S}^{1}(t)$ and $\rho_{S}^{2}(t)$, as a function of the different parameters characterizing the Hamiltonian and the temperature. While for the sudden transition between the two different asymptotic regimes as a function of $\beta$ it is clear that the effective maximum of $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ has to reproduce the behavior of the bound, it is quite remarkable that also in the second case, where the bound is sensibly different from the effective maximum and from zero, both these quantities show an analogous non-monotonic behavior. Finally, we note that it must be expected that the general features found here for the correlated Gibbs state hold true also for other correlated initial states, e.g., for correlated non-equilibrium stationary states, as long as the latter involve discontinuous, qualitative changes under the variation of some system parameters.

## Chapter 6

## From Markovian dynamics on bipartite systems to non-Markovian dynamics on the subsystems


#### Abstract

In this chapter, we further discuss non-Markovianity as well as initial correlations in the dynamics of open quantum systems, by taking into account a paradigmatic specific example. Namely, we consider the dynamics of a massive test particle with translational as well as internal degrees of freedom, interacting through collisions with a background ideal gas. On the one hand, this allows us to present typical approximations leading to a semigroup description of open-system dynamics, see Sec. (3.3.1), in a concrete setting. On the other hand, the composite nature of the system under investigation clearly reveals how the feature of Markovian or non-Markovian dynamics cannot be apriori assigned to a given evolution, but it depends on where the border between the open system and the environment is placed, see Sec. (2.2.5). In fact, we show that the semigroup evolution involving both the translational and the internal degrees of freedom turns into a dynamics which exhibits strongly non-Markovian behaviors when the internal degrees of freedom are not resolved in the measurements and are averaged out, thus becoming part of the environment. A general mechanics to describe the transition from a Markovian dynamics on bipartite systems to non Markovian dynamics on the corresponding subsystems is provided by the generalized Lindblad structure [145, 165], that has been introduced in Sec. (5.1.2). This also allows to include in the reduced dynamics of a subsystem possible initial correlations with the other subsystem. The dynamics of a massive test particle interacting through collisions with a background ideal gas is a paradigmatic model for the quantitative explanation of collisional decoherence, that has a central role in the general theory of decoherence because it seems to be the most natural and most effective kind of decoherence in the macroscopic world. It is worth emphasizing that recently very intensive research has been performed on decoherence due to collisions with a background gas in interferometry experiments with fullerenes, see e.g. [188, 189] and references therein. A thermal beam of fullerene molecules passes a suitably designed Talbot-Lau interferometer made up of three identical vertical gold gratings. When the pressure in the vacuum chamber containing the


interferometer is low enough, interference fringes can be recorded at the output of the interferometer: this represents a typical quantum feature of the observed particles. By raising the pressure, so that fullerenes might actually undergo collisions with the background gas while crossing the interferometer, the visibility of such interference fringes is rapidly reduced. This reduction is just a decoherence effect due to interaction of fullerenes with the environment, and, quite remarkably, experiments show how this transition is gradual.
In the first section, we present the physical system under investigation, that is, a massive particle with both translational and internal degrees of freedom subjected to a collisional dynamics with a low density background gas. First, we introduce the Lindblad equation that, under suitable approximations, describes the dynamics of the massive particle. Then, we take into account the situation in which the internal state of the massive particle is not resolved at the output of the interferometer. In this case, the internal degrees of freedom can be considered as part of the environment and the resulting reduced dynamics on translational degrees of freedom is characterized in terms of a generalized Lindblad structure. Since the letter holds for any initial state of internal and translational degrees of freedom, thus including possible initial correlations between them, in general it does not fix a family of reduced dynamical maps, as follows from the discussion of Secs. (5.1.1) and (5.1.2). Indeed, one can define such a family of dynamical maps on the state space of the translational degrees of freedom if the initial state is assumed to be a product state. We provide some representative examples, in the cases of elastic collisions as well as for a two-level system. For the latter situation, by neglecting the Hamiltonian part of the equation of motion, we also derive a closed homogeneous integrodifferential master equation for the reduced statistical operator, as well as a stochastic interpretation of the corresponding evolution map.
In the second section, we focus on the non-Markovian features of the dynamics introduced in the first section. First, we describe how the interplay between internal and motional states can influence the visibility in an interferometric setup for the study of decoherence, leading to a reduction of the visibility of the interference fringes that differs from the exponential decay, typically observed in semigroup dynamics. In particular, by means of simple examples, we highlight the effects of increasing the number of internal degrees of freedom, as well as the effects of inelastic collisions in a two-level system. Therefore, we justify, for the model at hand, the usual intuition that associates oscillations in the visibility evolution to a non-Markovian dynamics. In fact, we show how non-monotonic behaviors of visibility can be connected to analogous behaviors of trace distance, indicating a back flow of information to the translational degrees of freedom, see Sec. (4.2) and Appendix E. Indeed, in this case the non-Markovianity of the dynamics is due to the inclusion of the internal degrees of freedom into the environment, so that the initial semigroup dynamics of the massive particle, fixed by the corresponding Lindblad equation, turns into a non-Markovian dynamics on its subsystem consisting in the translational degrees of freedom alone.

# 6.1 Collisional dynamics of a particle with translational and internal degrees of freedom 

### 6.1.1 Physical model and master equation on the bipartite system

In recent times, major advances in the experimental techniques have led to the realization of experiments in which quantum systems in a single particle regime are studied under their controlled interaction with some environment. A paradigmatic example in this context is given by the motion of a massive particle in an interferometric setup, which gives rise to interference fringes as typical quantum signatures. When the coupling with the environment becomes of relevance, such interference fringes are gradually washed out. As mentioned in the introduction, this phenomenon is usually referred to as decoherence [1, 2]. Its understanding and theoretical description require on the one hand a control over the environment, on the other hand a microscopic model for the interaction and the ensuing dynamics.
A common source of decoherence in an interferometric setup is represented by the collisions of the particle under study with a background gas [188]. Here, we consider in particular the evolution of a massive particle with mass $M$, with both translational and internal degrees of freedom, that interacts through collisions with a low density background gas of particles with mass $m$. The Hilbert space associated with the massive particle is thus $L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{n}$, where the infinite dimensional Hilbert space $L^{2}\left(\mathbb{R}^{3}\right)$ is associated with the translational degrees of freedom, while $\mathbb{C}^{n}$ is associated with the internal degrees of freedom. The first step in order to derive a master equation for the dynamics of the massive particle is to consider a product total initial state, i.e., the massive particle and the background gas are assumed to be initially uncorrelated. This hypothesis is here justified since in usual interferometric settings the preparation of the initial state can be thought as separated from the interaction with the gas, see the discussion in the introduction to Chapter 5. The initial state of the gas is supposed to be stationary, with momentum distribution $\mu(\boldsymbol{p})$ and density $n_{\text {gas }}$. Furthermore, we assume that the collision time is much smaller than the time between two subsequent collisions, so that the dynamics can be described in terms of individually well-defined scattering events, and that three-particle collisions are sufficiently unlikely to be safely neglected. The collisions of the massive particle are characterized by the multichannel complex scattering amplitudes $f_{k j}\left(\boldsymbol{p}_{f}, \boldsymbol{p}_{i}\right)$ [190], which depend on the microscopic two-body interaction potential and describe the scattering from an initial momentum $\boldsymbol{p}_{i}$ and internal state $j$ to a final state with momentum $\boldsymbol{p}_{f}$ and internal state $k$. The various channels correspond to the different internal states. For the model at hand, the Markov condition, see Sec. (3.3.1), is put into effect by treating subsequent collisions between the massive particle and particles of the gas as independent [191, 192, 193]. Before a new collision, the latter have already lost their correlations due to the previous scattering event. This means that the decay time $\tau_{E}$ of the environmental correlation functions is much smaller than the time $\tau_{R}$ between subsequent collisions, compare with Eq. (3.110) and the related discussion. Note that these assumptions exclude liquified or strongly self-interacting gas environments, but they seem to be natural in the case of a low density stationary gas. Nevertheless, in order to obtain a semigroup description of the reduced dynamics, one needs for few further approximations [29], the most relevant corresponding to a separation of time scales between internal and translational dynamics.

Under these hypothesis, one comes to a master equation in Lindblad form [29]. For the sake of simplicity, we report here the limiting case corresponding to $m / M \rightarrow 0$, that is, the test particle is much more massive than the particles of the background gas, as typical in interferometric experiments with fullerenes. The Lindblad master equation then reads

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho(t)=\frac{1}{i \hbar}\left[H_{0}+H_{n}, \rho(t)\right]+\sum_{\mathcal{E}} \int d \boldsymbol{Q} \int_{\boldsymbol{Q}_{\perp}} d \boldsymbol{p}\left(\mathrm{~L}_{\boldsymbol{Q}, \boldsymbol{p}, \mathcal{E}} \rho(t) \mathrm{L}_{\boldsymbol{Q}, \boldsymbol{p}, \mathcal{E}}^{\dagger}-\frac{1}{2}\left\{\mathrm{~L}_{\boldsymbol{Q}, \boldsymbol{p}, \mathcal{E}}^{\dagger} \mathrm{L}_{\boldsymbol{Q}, \boldsymbol{p}, \mathcal{E}}, \rho(t)\right\}\right), \tag{6.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}=\frac{\mathrm{P}^{2}}{2 M}+H_{0}^{\mathrm{int}}=\frac{\mathrm{P}^{2}}{2 M}+\sum_{k} E_{k}\left|u_{k}\right\rangle\left\langle u_{k}\right| \tag{6.2}
\end{equation*}
$$

is the free energy of the massive particle, with P its momentum operator and $H_{0}^{\text {int }}$ its free internal energy, while the Lindblad operators are given by

$$
\begin{equation*}
\mathrm{L}_{\boldsymbol{Q}, \boldsymbol{p}, \mathcal{E}}=\sum_{\substack{k j \\ \varepsilon_{k j}=\mathcal{E}}} L_{k j}(\boldsymbol{p}, \boldsymbol{Q}) \mathrm{e}^{i \boldsymbol{Q} \cdot \mathbf{X} / \hbar} \otimes e_{k j}, \tag{6.3}
\end{equation*}
$$

with

$$
\begin{equation*}
L_{k j}(\boldsymbol{p}, \boldsymbol{Q})=\sqrt{\frac{n_{\mathrm{gas}}}{m Q}} \sqrt{\mu\left(\boldsymbol{p}_{\perp}+\frac{\boldsymbol{Q}}{2}+\frac{\boldsymbol{Q} \mathcal{E}_{k j}}{Q^{2} / m}\right)} f_{k j}\left(\boldsymbol{p}_{\perp}-\frac{\boldsymbol{Q}}{2}+\frac{\boldsymbol{Q} \mathcal{E}_{k j}}{Q^{2} / m}, \boldsymbol{p}_{\perp}+\frac{\boldsymbol{Q}}{2}+\frac{\boldsymbol{Q} \mathcal{E}_{k j}}{Q^{2} / m}\right), \tag{6.4}
\end{equation*}
$$

where X is the position operator of the massive particle, so that the exponential factor describes momentum exchanges according to $\exp (i \boldsymbol{Q} \cdot \mathbf{X} / \hbar)|\boldsymbol{P}\rangle=|\boldsymbol{P}+\boldsymbol{Q}\rangle$, while $\mathcal{E}_{k j}=E_{k}-E_{j}$ denotes the difference between the eigenvalues of the free internal energy $H_{0}^{\text {int }}$, and $e_{k j}$ is the standard operator basis, as in Eq. (2.52), constructed from the corresponding eigenvectors $\left\{\mid u_{k}\right\}_{k=1, \ldots, n}$. Note that the Lindblad operators essentially depend on the scattering amplitudes and the momentum distribution of the gas, thus keeping into account all the details of the collisional interaction. Furthermore, the restriction of $\boldsymbol{p}$-integration to the plane $\boldsymbol{Q}_{\perp}=\left\{\boldsymbol{p} \in \mathbb{R}^{3}: \boldsymbol{p} \cdot \boldsymbol{Q}=0\right\}$ in Eq. (6.1), as well as the dependence on both the exchanged momentum $Q$ and the gas-particle momentum $p$ in Eq. (6.4), are fixed by energy and momentum conservation. Finally, the interaction of the massive particle with the environment induces an Hamiltonian contribution $H_{n}$ to the reduced dynamics, of the form

$$
\begin{equation*}
H_{n}=-2 \pi \hbar^{2} \frac{n_{\text {gas }}}{m} \sum_{\substack{k j \\ \varepsilon_{k j}=0}} \int d \boldsymbol{p}_{0} \mu\left(\boldsymbol{p}_{0}\right) \operatorname{Re}\left[f_{k j}\left(\boldsymbol{p}_{0}, \boldsymbol{p}_{0}\right)\right] e_{k j} . \tag{6.5}
\end{equation*}
$$

### 6.1.2 Generalized Lindblad structure on translational degrees of freedom

The quantum master equation (6.1) is in Lindblad form: when both translational and internal degrees of freedom are detected, the dynamics of the massive particle is Markovian, in the sense that has been widely discussed in Sec. (4.2). A different situation emerges if the translational or
the internal degrees of freedom, although influencing the collisional dynamics, are not revealed during the measurement process. In this case they can be averaged out from the description of the system, by means of partial trace, thus becoming part of the environment. As will be explicitly shown in the next section, the resulting reduced dynamics for translational degrees of freedom generally presents strongly non-Markovian behaviors. A non-Markovian dynamical regime becomes Markovian by suitably enlarging the set of degrees of freedom ${ }^{1}$ and vice-versa. Indeed, a unitary Markovian time evolution for both system and reservoir generally gives a non-Markovian reduced dynamics for the system, the degree of non-Markovianity of the description also depending on where we set the border between system and environment, which ultimately depends on the physical quantities actually measurable in the experiment. A smaller set of observed degrees of freedom, with respect to those actually involved in the dynamics, can lead from a Markovian to a non-Markovian regime. As said in the introduction to this chapter, a general mechanism describing this transition in quantum systems is provided by the generalized Lindblad structure [145]: a Lindblad structure on a bipartite system can generate in the two reduced subsystems a generalized Lindblad structure, typically describing a non-Markovian dynamics [165].
In the situation we are considering, the bipartite system is formed by translational and internal degrees of freedom of the massive particle. If the measurements at the output of the detector cannot probe the internal degrees of freedom, the only experimentally accessible quantities are expectations or matrix elements of the statistical operator that describes the state of translational degrees of freedom and that is given by

$$
\begin{equation*}
\varrho(t)=\operatorname{tr}_{\mathbb{C}^{n}}\{\rho(t)\}=\sum_{k}\left\langle u_{k}\right| \rho(t)\left|u_{k}\right\rangle=: \quad \sum_{k} \rho_{k}(t) \tag{6.6}
\end{equation*}
$$

where $\left\{\left|u_{k}\right\rangle\right\}_{k=1, \ldots, n}$ is a basis of $\mathbb{C}^{n}, \rho(t)$ is the statistical operator describing the full state of the massive particle and then $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, n}$ is a collection of unnormalized positive trace class operators on $L^{2}\left(\mathbb{R}^{3}\right)$. It is easy to see that, if the free Hamiltonian is non degenerate, the diagonal matrix elements in the energy basis with respect to the internal degrees of freedom of Eq. (6.1) lead to the following coupled system of homogeneous equations:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho_{k}(t)=\frac{1}{i \hbar}\left[\frac{\mathrm{P}^{2}}{2 M}, \rho_{k}(t)\right]+\sum_{j}\left(\Gamma^{k j} \int d \boldsymbol{Q} \mathcal{P}^{k j}(\boldsymbol{Q}) \mathrm{e}^{i \boldsymbol{Q} \cdot \mathbf{X} / \hbar} \rho_{j}(t) \mathrm{e}^{-i \boldsymbol{Q} \cdot \mathbf{X} / \hbar}-\Gamma^{j k} \rho_{k}(t)\right) \tag{6.7}
\end{equation*}
$$

with $\mathcal{P}^{k j}(\boldsymbol{Q})$ and $\Gamma^{j k}$ given by, respectively,

$$
\begin{equation*}
\mathcal{P}^{k j}(\boldsymbol{Q}):=\frac{M_{k j}(\boldsymbol{Q})}{\int d \boldsymbol{Q} M_{k j}(\boldsymbol{Q})} \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma^{k j}:=\int d \boldsymbol{Q} M_{k j}(\boldsymbol{Q}) \tag{6.9}
\end{equation*}
$$

[^31]where we have set, see Eq. (6.4),
\[

$$
\begin{equation*}
M_{k j}(\boldsymbol{Q})=\int_{\boldsymbol{Q}_{\perp}} d \boldsymbol{p}\left|L_{k j}(\boldsymbol{p}, \boldsymbol{Q})\right|^{2} \tag{6.10}
\end{equation*}
$$

\]

This system of equations has a generalized Lindblad structure, see Eq. (5.21) with the identification $\lambda \rightarrow \boldsymbol{Q}, H^{k} \rightarrow \mathrm{P}^{2} / 2 M$ and $R_{\lambda}^{k j} \rightarrow \sqrt{\Gamma^{k j} \mathcal{P}^{k j}(\boldsymbol{Q})} \mathrm{e}^{i \boldsymbol{Q} \cdot \mathrm{X} / \hbar}$. Note that the positive quantities $M_{k j}(\boldsymbol{Q})$ can be seen as transition rates [29], so that $\mathcal{P}^{k j}(\boldsymbol{Q})$ can be interpreted as the classical probability distribution that the scattering between a massive particle and a particle of the gas induces a momentum exchange $Q$, as well as a transition of the massive particle from the internal energy eigenstate $\left|u_{j}\right\rangle$ to the internal state $\left|u_{k}\right\rangle$. On the same footing, $\Gamma^{k j}$ can be interpreted as the total transition rate for a massive particle with internal state $\left|u_{j}\right\rangle$ to go to a fixed final internal energy eigenstate $\left|u_{k}\right\rangle$.
Let us note that the same generalized Lindblad structure in Eq. (6.7) can be associated with a semiclassical dynamics of the massive particle, where the internal degrees of freedom are treated classically [29]. In fact, consider the Lindblad structure in Eq. (6.1), but restricted to block diagonal states $\rho_{S E}(t)$, see Eq. (5.18), of the form ${ }^{2}$

$$
\begin{equation*}
\rho_{S E}(t)=\sum_{k} \rho_{k}(t) \otimes\left|u_{k}\right\rangle\left\langle u_{k}\right| \tag{6.11}
\end{equation*}
$$

with respect to the basis $\left\{\mid u_{k}\right\}_{k=1, \ldots, n}$ of eigenvectors of the free Hamiltonian $H_{0}^{\text {int }}$ and with $\rho_{k}(t)$ positive trace class operators on $L^{2}\left(\mathbb{R}^{3}\right)$. These states provide a semiclassical description of the massive particle, in which internal degrees of freedom are treated classically, in the sense that superposition of states of the free Hamiltonian eigenvectors are excluded, i.e., for $k \neq k^{\prime}$ one has

$$
\begin{equation*}
\left\langle\psi, u_{k}\right| \rho_{S E}(t)\left|\varphi, u_{k^{\prime}}\right\rangle=0 \quad|\psi\rangle,|\varphi\rangle \in L^{2}\left(\mathbb{R}^{3}\right) \tag{6.12}
\end{equation*}
$$

In concrete situations, this can be justified, e.g., when decoherence affects more strongly, or equivalently on a shorter time scale, the center of mass degrees of freedom [165, 195], so that the full state $\rho(t)$ of the massive particle has a block diagonal structure. Then, it is easy to see [29] that the collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, n}$ of positive trace class operators on $L^{2}\left(\mathbb{R}^{3}\right)$ defined in Eq. (6.11) satisfies the generalized Lindblad structure in Eq. (6.7). Furthermore, let us take the trace with respect to the translational degrees of freedom, thus getting

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} p_{k}(t)=\sum_{j}\left(\Gamma^{k j} p_{j}(t)-\Gamma^{j k} p_{k}(t)\right) \tag{6.13}
\end{equation*}
$$

where we defined through

$$
\begin{equation*}
p_{k}(t) \equiv \operatorname{Tr}_{L^{2}\left(\mathbb{R}^{3}\right)}\left[\rho_{k}(t)\right] \tag{6.14}
\end{equation*}
$$

[^32]the elements of a classical one-point probability distribution, see Sec. (4.1.1), associated with the internal degrees of freedom. Due to the positivity of the transition rates $\Gamma^{k j}$, we can conclude that this one-point probability distribution satisfies a Pauli master equation with time-independent coefficients, see Eq. (4.5). Summarizing, Eq. (6.7) can be thought as referred to a semiclassical description of the massive particle, in which the internal degrees of freedom are described by a classical probability vector that obeys a Pauli master equation [161].
Nevertheless, it is worth emphasizing that in order to derive Eq. (6.7) from the Lindblad equation (6.1), we did not assume a classical dynamics for the internal degrees of freedom or rather a block diagonal structure as in Eq. (6.11). Instead, we focused on the diagonal matrix elements of the internal states only since the latter are enough to determine the dynamics of the motional state according to Eq (6.6). The generalized Lindblad structure is compatible with both a semiclassical dynamics of the massive particle and a nontrivial dynamics also for the off-diagonal elements with respect to the eigenvectors of the free internal Hamiltonian. Indeed, the presence of such a dynamics has to be checked by measurements on the internal degrees of freedom, but, in any case, it does not influence the reduced dynamics of the translational degrees of freedom.

### 6.1.3 Evolution in position representation

The generalized Lindblad structure in Eq. (6.7) represents a coupled system of equations for the collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, n}$ of unnormalized trace class operators on $L^{2}\left(\mathbb{R}^{3}\right)$. As discussed in Sec. (5.1.2), this system of equations does not define a family of reduced dynamical maps. In fact, only from the knowledge of the entire collection $\left\{\rho_{k}(0)\right\}_{k=1, \ldots, n}$ of initial trace class operators, the generalized Lindblad structure yields the collection $\left\{\rho_{k}(t)\right\}_{k=1, \ldots, n}$ at time $t$ and then, through Eq. (6.6), also $\varrho(t)$. Actually, Eq. (6.7) has been derived from Eq. (6.1) without any assumption about the initial state $\rho(0)$ involving both translational and internal degrees of freedom. But since now we are focusing only the dynamics of the former, while the latter are part of the environment, this implies that we are including in our description of reduced dynamics the possibility of initial system-environment correlations. Therefore, the definition of a family of reduced dynamical maps on the state space of the translational degrees of freedom of the massive particle is not unique and it would require specific procedures, see Secs. (5.1.1) and (5.1.2). On the other hand, if we assume that the translational and internal degrees of freedom are initially uncorrelated, i.e. $\rho(0)=\varrho(0) \otimes \sigma(0)$, so that

$$
\begin{equation*}
\rho_{k}(0)=p_{k} \varrho(0) \quad p_{k} \equiv\left\langle u_{k}\right| \sigma(0)\left|u_{k}\right\rangle, \tag{6.15}
\end{equation*}
$$

it is then possible to define a family of reduced dynamical maps for the translational degrees of freedom. Indeed, these maps will depend on the initial state of the environment $\sigma(0)$ through the parameters $p_{k}$. To be explicit, let us consider in the following some representative examples.
We achieve the solution of Eq. (6.7) in position representation, also because this will turn out to be useful in order to calculate the visibility behavior in Sec. (6.2.1). Starting from Eq. (6.7), we
obtain

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)= & \frac{1}{i \hbar}\left(\Delta_{\boldsymbol{X}}-\Delta_{\boldsymbol{X}^{\prime}}\right) \rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right) \\
& +\sum_{j}\left(\Gamma^{k j} \Phi^{k j}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) \rho_{j}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)-\Gamma^{j k} \rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)\right) \tag{6.16}
\end{align*}
$$

where $\rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)$ denotes the matrix element $\langle\boldsymbol{X}| \rho_{k}(t)\left|\boldsymbol{X}^{\prime}\right\rangle$ and $\Phi^{k j}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)$ is the characteristic function of the probability density $\mathcal{P}^{k j}(\boldsymbol{Q})$ [113], i.e., its Fourier transform

$$
\begin{equation*}
\Phi^{k j}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)=\int d \boldsymbol{Q} e^{i\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) \cdot \boldsymbol{Q} / \hbar} \mathcal{P}^{k j}(\boldsymbol{Q}) \tag{6.17}
\end{equation*}
$$

We will now consider a few cases in which Eq. (6.16) can be solved analytically.

## Elastic collisions for an N-level system

When the collisions are purely elastic, so that they do not lead to transitions between different internal states, the scattering rates satisfy $\Gamma^{k j}=\delta_{k j} \Gamma^{k k}$. This is the case when the energy exchanges involved in the single collisions are much smaller than the typical separation of the internal energy levels [195]. The equations for the different $\rho_{k}$ then become uncoupled and take the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\frac{1}{i \hbar}\left(\Delta_{\boldsymbol{X}}-\Delta_{\boldsymbol{X}^{\prime}}\right) \rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)-\Gamma^{k k}\left(1-\Phi^{k k}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right) \tag{6.18}
\end{equation*}
$$

The latter equation can be conveniently solved by introducing the characteristic function [196]

$$
\begin{equation*}
\chi_{k}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t):=\operatorname{Tr}\left\{\rho_{k}(t) e^{i(\boldsymbol{\lambda} \cdot \mathbf{X}+\boldsymbol{\mu} \cdot \mathbf{P}) / \hbar}\right\} \tag{6.19}
\end{equation*}
$$

where $X$ and $P$ as usual denote position and momentum operators of the massive particle. In such a way Eq. (6.18) leads to

$$
\begin{equation*}
\partial_{t} \chi_{k}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)=\left[\frac{\boldsymbol{\lambda}}{M} \cdot \partial_{\boldsymbol{\mu}}-\Gamma^{k k}\left(1-\Phi^{k k}(\boldsymbol{\mu})\right)\right] \chi_{k}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t) \tag{6.20}
\end{equation*}
$$

which is an equation of first order solved by

$$
\begin{equation*}
\chi_{k}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)=\chi_{k}^{0}(\boldsymbol{\lambda}, \boldsymbol{\lambda} t / M+\boldsymbol{\mu}) e^{-\Gamma^{k k} \int_{0}^{t}\left(1-\Phi^{k k}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{\mu}\right)\right) \mathrm{dt}^{\prime}} \tag{6.21}
\end{equation*}
$$

where $\chi_{k}^{0}(\boldsymbol{\lambda}, \boldsymbol{\lambda} t / M+\boldsymbol{\mu})$ obeys the free equation $\partial_{t} \chi_{k}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)=(\boldsymbol{\lambda} / M) \cdot \partial_{\boldsymbol{\mu}} \chi_{k}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)$. Inverting Eq. (6.19) by taking the Fourier transform with respect to $\boldsymbol{\lambda}$,

$$
\begin{equation*}
\rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\int \frac{d \boldsymbol{\lambda}}{(2 \pi \hbar)^{3}} e^{-i \boldsymbol{\lambda} \cdot\left(\boldsymbol{X}+\boldsymbol{X}^{\prime}\right) / 2 \hbar} \chi_{k}\left(t, \boldsymbol{\lambda}, \boldsymbol{X}-\boldsymbol{X}^{\prime}\right) \tag{6.22}
\end{equation*}
$$

we obtain the exact solution
$\rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\int \frac{d \boldsymbol{s} d \boldsymbol{\lambda}}{(2 \pi \hbar)^{3}} e^{-i \boldsymbol{\lambda} \cdot \boldsymbol{s} / \hbar} e^{-\Gamma^{k k} \int_{0}^{t}\left(1-\Phi^{k k}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \mathrm{dt} t^{\prime}} \rho_{k}^{0}\left(\boldsymbol{X}+\boldsymbol{s}, \boldsymbol{X}^{\prime}+\boldsymbol{s}, t\right)$
expressed in terms of an integral of the freely evolved subcollections $\rho_{k}^{0}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)$ with a suitable kernel, where we have set

$$
\begin{align*}
\rho_{k}^{0}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right) & =\int \frac{d \boldsymbol{\lambda}}{(2 \pi \hbar)^{3}} e^{-i \boldsymbol{\lambda} \cdot\left(\boldsymbol{X}+\boldsymbol{X}^{\prime}\right) / 2 \hbar} \chi_{k}^{0}\left(\boldsymbol{\lambda}, \boldsymbol{X}-\boldsymbol{X}^{\prime}, t\right) \\
& =\langle\boldsymbol{X}| \exp \left(-\frac{i}{\hbar} \frac{\mathrm{P}^{2}}{2 M} t\right) \rho_{k}(0) \exp \left(\frac{i}{\hbar} \frac{\mathrm{P}^{2}}{2 M} t\right)\left|\boldsymbol{X}^{\prime}\right\rangle \tag{6.23}
\end{align*}
$$

and $\rho_{k}(0)=\left\langle u_{k}\right| \rho(0)\left|u_{k}\right\rangle$. Indeed, Eq. (6.23) corresponds to the unitary free evolution $\mathcal{U}_{0}(t)$, such that $\varrho^{0}(t)=\mathcal{U}_{0}(t) \varrho^{0}(0)$. The evolution of the statistical operator given by Eq. (6.6) is obtained by summing the different $\rho_{k}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)$ over the discrete index $k$. In general, this does not define a dynamical map on the state space of translational degrees of freedom, since from the mere knowledge of $\varrho(0)=\sum_{k} \rho_{k}(0)$ one cannot get any information about the individual $\rho_{k}(0)$ and then neither about the individual $\rho_{k}^{0}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)$. However, if the initial state is given by a product state between the translational and the internal part, i.e. Eq. (6.15) holds, we get

$$
\begin{align*}
\varrho\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)= & \sum_{k} p_{k} \int \frac{d \boldsymbol{s} d \boldsymbol{\lambda}}{(2 \pi \hbar)^{3}} e^{-i \boldsymbol{\lambda} \cdot \boldsymbol{s} / \hbar} \\
& \times e^{-\Gamma^{k k} \int_{0}^{t}\left(1-\Phi^{k k}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \mathrm{dt}^{\prime}} \varrho^{0}\left(\boldsymbol{X}+\boldsymbol{s}, \boldsymbol{X}^{\prime}+\boldsymbol{s}, t\right) . \tag{6.24}
\end{align*}
$$

This expression, together with the unitary evolution $\mathcal{U}_{0}(t)$ defined in Eq. (6.23), fixes a family of reduced dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$ such that

$$
\begin{equation*}
\varrho\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\langle\boldsymbol{X}| \Lambda(t, 0) \varrho(0)\left|\boldsymbol{X}^{\prime}\right\rangle \tag{6.25}
\end{equation*}
$$

Furthermore, note that this reduces to a semigroup evolution when either only one $p_{k}$ is different from zero (and therefore equal to one), or the rates are all equal. This limiting cases describes situations in which the initial state is in a specific internal state or the collisions do not depend on the internal state of the tracer particle. In the next section we will see how, in general, Eq. (6.24) describes a non-Markovian dynamics, even when every single trace class operator $\rho_{k}(t)$ follows a semigroup dynamics.

## Two-level system

For the case of a two-level system a natural situation corresponds to inelastic scattering taking place only when the massive particle gets de-excited, so that only one of the two scattering rates is different from zero. This case can still be treated analytically. Assuming $\Gamma^{21}=0$, the equation for $\chi_{2}(t, \boldsymbol{\lambda}, \boldsymbol{\mu})$ gets closed, and it is solved by

$$
\begin{equation*}
\chi_{2}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)=\chi_{2}^{0}(\boldsymbol{\lambda}, \boldsymbol{\lambda} t / M+\boldsymbol{\mu}) e^{-\Gamma^{12} t} e^{-\Gamma^{22} \int_{0}^{t}\left(1-\Phi^{22}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{\mu}\right)\right) \mathrm{dt}^{\prime}} \tag{6.26}
\end{equation*}
$$

The equation for $\chi_{1}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)$ then reads

$$
\begin{equation*}
\partial_{t} \chi_{1}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)=\left[\frac{\boldsymbol{\lambda}}{M} \cdot \partial_{\boldsymbol{\mu}}-\Gamma^{11}\left(1-\Phi^{11}(\boldsymbol{\mu})\right)\right] \chi_{1}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)+\Gamma^{12} \Phi^{12}(\boldsymbol{\mu}) \chi_{2}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t) \tag{6.27}
\end{equation*}
$$

and its solution is given by

$$
\begin{align*}
\chi_{1}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)= & e^{-\Gamma^{11} \int_{0}^{t}\left(1-\Phi^{11}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{\mu}\right)\right) \mathrm{dt}^{\prime}}\left\{\chi_{1}^{0}(\boldsymbol{\lambda}, \boldsymbol{\lambda} t / M+\boldsymbol{\mu})\right. \\
& +\Gamma^{12} \int_{0}^{t}\left[e^{\Gamma^{11} \int_{0}^{t^{\prime}}\left(1-\Phi^{11}\left(\boldsymbol{\lambda}\left(t-t^{\prime \prime}\right) / M+\boldsymbol{\mu}\right)\right) \mathrm{dt} t^{\prime \prime}}\right. \\
& \left.\left.\times \Phi^{12}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{\mu}\right) \chi_{2}\left(t^{\prime}, \boldsymbol{\lambda}, \boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{\mu}\right)\right] d t^{\prime}\right\} . \tag{6.28}
\end{align*}
$$

This formula explicitly shows that $\chi_{1}(\boldsymbol{\lambda}, \boldsymbol{\mu}, t)$ depends on the function $\chi_{2}(\boldsymbol{\lambda}, \boldsymbol{\mu}, \cdot)$ evaluated over the whole time interval between 0 and $t$, a typical signature of non-Markovian dynamics. Assuming once again that the initial state satisfies Eq. (6.15), the statistical operator describing the translational degrees of freedom of the massive particle is given at time $t$ by the expression

$$
\begin{align*}
& \varrho\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\int \frac{d \boldsymbol{s} d \boldsymbol{\lambda}}{(2 \pi \hbar)^{3}} e^{-i \boldsymbol{\lambda} \cdot \boldsymbol{s} / \hbar} \varrho^{0}\left(\boldsymbol{X}+\boldsymbol{s}, \boldsymbol{X}^{\prime}+s, t\right)\left\{p_{2} e^{-\Gamma^{12} t} e^{-\Gamma^{22} \int_{0}^{t}\left(1-\Phi^{22}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \mathrm{d} t^{\prime}}\right. \\
& \quad+p_{1} e^{-\Gamma^{11} \int_{0}^{t}\left(1-\Phi^{11}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \mathrm{dt}}+p_{2} \Gamma^{12} e^{-\Gamma^{11} \int_{0}^{t}\left(1-\Phi^{11}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \mathrm{dt} t^{\prime}} \\
& \quad \times \int_{0}^{t}\left(e^{-\Gamma^{12} t^{\prime}} e^{-\Gamma^{22} \int_{0}^{t^{\prime}}\left(1-\Phi^{22}\left(\boldsymbol{\lambda}\left(t-t^{\prime \prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \mathrm{dt}^{\prime \prime}} e^{\Gamma^{11} \int_{0}^{t^{\prime}}\left(1-\Phi^{11}\left(\boldsymbol{\lambda}\left(t-t^{\prime \prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) \mathrm{d} t^{\prime \prime}}\right. \\
& \left.\left.\quad \times \Phi^{12}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M+\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) d t^{\prime}\right\} . \tag{6.29}
\end{align*}
$$

### 6.1.4 From generalized Lindblad structure to integrodifferential master equation

We have thus seen that if the internal and the translational degrees of freedom are initially uncorrelated, the reduced evolution of the latter can be described by means of dynamical maps. The approach introduced in Sec. (3.1.2) provides us the corresponding closed master equation for the full reduced statistical operator $\varrho(t)$ of the translational degrees of freedom.
Consider the case of elastic collisions and let us neglect the Hamiltonian contribution to the equations of motion. Then, the family of reduced dynamical maps fixed by Eq. (6.7) is simply given by a convex mixture of semigroup evolutions, according to

$$
\begin{equation*}
\Lambda(t, 0)=\sum_{k=1}^{n} p_{k} \mathrm{E}^{L_{k} t} \tag{6.30}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{k} \rho(t)=\Gamma^{k k}\left(\int d \boldsymbol{Q} \mathcal{P}^{k k}(\boldsymbol{Q}) \mathrm{e}^{i \boldsymbol{Q} \cdot \mathbf{X} / \hbar} \rho(t) \mathrm{e}^{-i \boldsymbol{Q} \cdot \mathbf{X} / \hbar}-\rho(t)\right) \tag{6.31}
\end{equation*}
$$

for $^{3} k=1, \ldots, n$. Note that, since $\left[L_{k}, L_{j}\right]=0$ for any $k$ and $j, \Lambda(t, 0)$ in Eq. (6.30) is completely positive and, furthermore, the dynamical maps at different times commute [48], see also Sec. (3.1.2). The Laplace transform of Eq. (6.30) is

$$
\begin{equation*}
\widehat{\Lambda}(u)=\sum_{k=1}^{n} \frac{p_{k}}{u-L_{k}}, \tag{6.32}
\end{equation*}
$$

[^33]so that by using Eq. (3.23), one easily gets [197, 68]
\[

$$
\begin{equation*}
\widehat{K}_{\mathrm{NZ}}(u)=\frac{\sum_{k} p_{k} L_{k}\left(u-L_{k}\right)^{-1}}{\sum_{k} p_{k}\left(u-L_{k}\right)^{-1}} . \tag{6.33}
\end{equation*}
$$

\]

For a two level system, i.e. $n=2$, this reduces to

$$
\begin{equation*}
\widehat{K}_{\mathrm{NZ}}(u)=p_{1} L_{1}+p_{2} L_{2}+p_{1} p_{2} \frac{\left(L_{1}-L_{2}\right)^{2}}{u-p_{1} L_{2}-p_{2} L_{1}}, \tag{6.34}
\end{equation*}
$$

and then, by coming back to the temporal domain, one gets the integrodifferential master equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \varrho(t)=\left(p_{1} L_{1}+p_{2} L_{2}\right) \varrho(t)+p_{1} p_{2}\left(L_{1}-L_{2}\right)^{2} \int_{0}^{t} \mathrm{~d} \tau \mathrm{e}^{\left(p_{1} L_{2}+p_{2} L_{1}\right)(t-\tau)} \varrho(\tau) . \tag{6.35}
\end{equation*}
$$

This equation, for specific choices of $L_{2}$, has been used in [198] to study the asymptotic state of non-Markovian dynamics. In order to illustrate the growing complexity of the memory kernel with the increasing of the dimensions associated with internal degrees of freedom, let us present the master equation for $n=3$. It reads

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \varrho(t)= & L \varrho(t)+\int_{0}^{t} \mathrm{~d} \tau\left\{A \cosh \left(\sqrt{C^{2}-4 D} \frac{t-\tau}{2}\right)\right. \\
& \left.+\frac{2 B+A C}{\sqrt{C^{2}-4 D}} \sinh \left(\sqrt{C^{2}-4 D} \frac{t-\tau}{2}\right)\right\} \mathrm{e}^{\frac{C}{2}(t-\tau)} \varrho(\tau) . \tag{6.36}
\end{align*}
$$

with

$$
\begin{align*}
& L=p_{1} L_{1}+p_{2} L_{2}+p_{3} L_{3} ; \quad A=p_{1} L_{1}^{2}+p_{2} L_{2}^{2}+p_{3} L_{3}^{2}-L^{2} ;  \tag{6.37}\\
& B=L_{1} L_{2} L_{3}-L D ; \quad C=L_{1}+L_{2}+L_{3}-L ; \quad D=p_{1} L_{2} L_{3}+p_{2} L_{1} L_{3}+p_{3} L_{1} L_{2} .
\end{align*}
$$

Let us now consider more in detail the evolution map given by Eqs. (6.30) and (6.31). In position representation, one has

$$
\begin{equation*}
\varrho\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\sum_{k} p_{k} \mathrm{e}^{-\Gamma^{k k}\left(1-\Phi^{k k}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) t} \varrho\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right) \tag{6.38}
\end{equation*}
$$

so that the position density does not vary, i.e. $\varrho(\boldsymbol{X}, \boldsymbol{X}, t)=\varrho(\boldsymbol{X}, \boldsymbol{X}, 0)$, since $\Phi^{k k}(0)=1$. By expanding the exponential in Eq. (6.38), we come to

$$
\begin{equation*}
\varrho\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\sum_{k} p_{k} \sum_{n} \mathrm{p}_{k}(n, t)\left(\Phi^{k k}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right)^{n} \varrho\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right), \tag{6.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{p}_{k}(n, t)=\mathrm{e}^{-\Gamma^{k k} t} \frac{\left(\Gamma^{k k} t\right)^{n}}{n!} \tag{6.40}
\end{equation*}
$$

is the probability that there are $n$ events up to time $t$, according to a Poissonian renewal process with parameter $\Gamma^{k k}$, see Sec. (4.1.2). The characteristic function $\Phi^{k k}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)$, see Eq. (6.17),
describes the effect of a single elastic collision event, that involves the internal state labelled by $k$, on the statistical operator in position representation. For any fixed $k$, the series over $n$ in Eq. (6.39) associates to the channel $k$ the effects of the $n$-fold action of the function $\Phi^{k k}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)$ on the initial statistical operator, weighted by the corresponding probability of $n$ collisions up to time $t$, and summed over $n$. The dynamics is described as a sequence of collisions, randomly distributed in time according to an exponential waiting time distribution, see Sec. (4.2.1). Indeed, the Poissonian distribution of collision events testifies that we are in the presence of semigroup evolutions [193], as far as we take into account a single term $\mathrm{e}^{\Lambda_{k} t}$. The overall dynamics expressed by Eq. (6.39), that is simply given by a convex mixture of the evolutions due to the single channels, can thus be associated with a lack of information about the actual channel involved in the elastic collisions. The function

$$
\begin{equation*}
\Psi^{k}(\boldsymbol{S}, t) \equiv \mathrm{e}^{-\Gamma^{k k}\left(1-\Phi^{k k}(\boldsymbol{S})\right) t} \tag{6.41}
\end{equation*}
$$

is the characteristic function of a compound Poisson process [113, 114]. Unlike the simple Poisson process, such a process is characterized by jump events, here the collisions, with a size that is itself a random variable, here the momentum transfer in a single collision distributed according to $\mathcal{P}^{k k}(\boldsymbol{Q})$. Therefore, in Eq. (6.39) we have the characteristic function of a convex mixture of compound Poisson processes:

$$
\begin{equation*}
\Psi(\boldsymbol{S}, t) \equiv \sum_{k} p_{k} \Psi^{k}(\boldsymbol{S}, t) \equiv \sum_{k} p_{k} \mathrm{e}^{-\Gamma^{k k}\left(1-\Phi^{k k}(\boldsymbol{S})\right) t} . \tag{6.42}
\end{equation*}
$$

### 6.2 Non-Markovian features in the dynamics of translational degrees of freedom

We have already mentioned that the generalized Lindblad structure typically describes non-Markovian dynamics. Now, we are in the position to explicitly show that this is the case for the reduced dynamics of translational degrees of freedom we are taking into account. A complementary situation has been considered in [199], where the effect of collisional decoherence on internal state superpositions of a cold gas has been studied in detail.
Our starting point consists in the reduced dynamical maps that have been introduced in the previous section to characterize the dynamics of translational degrees of freedom in the absence of initial correlations with internal degrees of freedom. Indeed, this is in accordance with the definitions of non-Markovian dynamics given in Sec. (4.2), that are to be understood as properties of the overall reduced evolution.

### 6.2.1 Nonexponential visibility reduction

We first consider the loss of visibility in a double-slit arrangement as a function of the time of interaction with the environment, and we illustrate by means of examples how the presence of the various scattering channels can actually lead to behaviors that are significantly different from exponential decays typical of semigroup evolutions [193]. In particular, we will consider the situation of purely elastic collisions in full generality, also allowing for inelastic scattering in the
case of a two-level system. While the experimental setting is always taken to be the same, the different number of internal degrees of freedom involved and the presence or absence of inelastic scattering events will lead to more or less marked non-exponential behaviors in the reduction of the visibility fringes.

## Visibility formula

Here, we derive a general formula for the visibility reduction in the case of a double-slit experiment, in the far field approximation. A beam of particles moves towards a grating perpendicular to its direction of propagation, and with two identical slits separated by a distance $d$, finally reaching a detector where the fringes of interference are observed. During the flight through the interferometer the beam particles interact via collisions with the environment in the background, thus undergoing decoherence. If after the passage through the collimation slits the massive particle is described by $\rho_{\mathrm{sl}}$, then the double-slit grating prepares the initial state [200]

$$
\begin{equation*}
\varrho(0)=\frac{2}{C} \cos \left(\frac{\mathrm{P} \cdot \boldsymbol{d}}{2 \hbar}\right) \rho_{\mathrm{sl}} \cos \left(\frac{\mathrm{P} \cdot \boldsymbol{d}}{2 \hbar}\right) \tag{6.43}
\end{equation*}
$$

with $C \equiv \operatorname{Tr}\left[\cos (\mathrm{P} \cdot \boldsymbol{d} /(2 \hbar)) \rho_{\mathrm{sl}} \cos (\mathrm{P} \cdot \boldsymbol{d} /(2 \hbar))\right] / 2$ normalization constant. Setting, see Eq. (6.25),

$$
\begin{equation*}
\varrho(\boldsymbol{X}, \boldsymbol{X}, t)=\langle\boldsymbol{X}| \Lambda(t, 0)[\varrho(0)]|\boldsymbol{X}\rangle:=I(\boldsymbol{X}) \tag{6.44}
\end{equation*}
$$

we consider the quantity

$$
\begin{equation*}
\mathcal{V}=\frac{I_{\max }-I_{\min }}{I_{\max }+I_{\min }} \tag{6.45}
\end{equation*}
$$

which describes the reduction of the interference pattern with respect to the free case. For the sake of concreteness, let us exploit the time evolution generated by Eq. (6.24). Since it is covariant under translations [193, 35], so that

$$
\begin{equation*}
\Lambda(t, 0)\left[e^{i \mathbf{P} \cdot \boldsymbol{a} / \hbar} \varrho e^{-i \mathbf{P} \cdot \boldsymbol{a} / \hbar}\right]=e^{i \mathbf{P} \cdot \boldsymbol{a} / \hbar} \Lambda(t, 0)[\varrho] e^{-i \mathbf{P} \cdot \boldsymbol{a} / \hbar} \tag{6.46}
\end{equation*}
$$

one has, using Eq. (6.43),

$$
\begin{align*}
I(\boldsymbol{X})= & \operatorname{Re}\left[\left\langle\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right| \Lambda(t, 0)\left[\rho_{\mathrm{sl}} e^{-i \mathrm{P} \cdot \boldsymbol{d} / \hbar}\right]\left|\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right\rangle\right]  \tag{6.47}\\
& +\frac{1}{2}\left(\left\langle\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right| \Lambda(t, 0)\left[\rho_{\mathrm{sl}}\right]\left|\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right\rangle+\left\langle\boldsymbol{X}+\frac{1}{2} \boldsymbol{d}\right| \Lambda(t, 0)\left[\rho_{\mathrm{sl}}\right]\left|\boldsymbol{X}+\frac{1}{2} \boldsymbol{d}\right\rangle\right)
\end{align*}
$$

where now $t$ is the time employed by the massive particle to reach the detector. Indeed, this result remains true for any translation-covariant time evolution.
By explicitly substituting the expression in Eq. (6.24), we thus have

$$
\begin{aligned}
& \left\langle\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right| \Lambda(t, 0)\left[\rho_{\mathrm{sl}} e^{-i \mathrm{P} \cdot \boldsymbol{d} / \hbar}\right]\left|\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right\rangle=\sum_{k} p_{k} \int \frac{d \boldsymbol{s} d \boldsymbol{\lambda}}{(2 \pi \hbar)^{3}} e^{-i \boldsymbol{\lambda} \cdot \boldsymbol{s} / \hbar} \\
& \times\left\langle\boldsymbol{X}-\frac{\boldsymbol{d}}{2}+\boldsymbol{s}\right| \mathcal{U}_{0}(t)\left[\rho_{\mathrm{sl}} e^{-i \mathrm{P} \cdot \boldsymbol{d} / \hbar}\right]\left|\boldsymbol{X}-\frac{\boldsymbol{d}}{2}+\boldsymbol{s}\right\rangle e^{-\Gamma^{k k} \int_{0}^{t}\left(1-\Phi^{k k}\left(\boldsymbol{\lambda}\left(t-t^{\prime}\right) / M\right)\right) \mathrm{dt} t^{\prime}}
\end{aligned}
$$

where $\mathcal{U}_{0}(t)$ is the free evolution operator of the translational degrees of freedom, see Eq. (6.23), and then

$$
\begin{equation*}
\left\langle\boldsymbol{X}-\frac{\boldsymbol{d}}{2}+\boldsymbol{s}\right| \mathcal{U}_{0}(t)\left[\rho_{\mathrm{sl}} e^{-i \mathrm{P} \cdot \boldsymbol{d} / \hbar}\right]\left|\boldsymbol{X}-\frac{\boldsymbol{d}}{2}+\boldsymbol{s}\right\rangle=\left\langle\boldsymbol{X}-\frac{\boldsymbol{d}}{2}+\boldsymbol{s}\right| \mathcal{U}_{0}(t)\left[\rho_{\mathrm{sl}}\right]\left|\boldsymbol{X}+\frac{\boldsymbol{d}}{2}+\boldsymbol{s}\right\rangle \tag{6.48}
\end{equation*}
$$

The latter expression can also be written

$$
\begin{align*}
\left\langle\boldsymbol{X}-\frac{\boldsymbol{d}}{2}\right| \mathcal{U}_{0}(t)\left[\rho_{\mathrm{sl}}\right]\left|\boldsymbol{X}+\frac{\boldsymbol{d}}{2}\right\rangle= & \left(\frac{M}{t}\right)^{3} e^{-i M \boldsymbol{d} \cdot \boldsymbol{X} /(\hbar t)} \int \frac{d \boldsymbol{Y} d \boldsymbol{Y}^{\prime}}{(2 \pi \hbar)^{3}} e^{i M\left(\boldsymbol{Y}^{2}-\boldsymbol{Y}^{\prime 2}\right) /(2 \hbar t)} \\
& \times e^{-i M \boldsymbol{X} \cdot\left(\boldsymbol{Y}-\boldsymbol{Y}^{\prime}\right) /(\hbar t)} e^{i M \boldsymbol{d} \cdot\left(\boldsymbol{Y}+\boldsymbol{Y}^{\prime}\right) /(2 \hbar t)}\langle\boldsymbol{Y}| \rho_{\mathrm{sl}}\left|\boldsymbol{Y}^{\prime}\right\rangle,(6 \tag{6.49}
\end{align*}
$$

assuming due to symmetry $\operatorname{Tr}\left(\mathrm{X} \rho_{\mathrm{sl}}\right)=0$.
This formula enables us to implement the far field approximation. In fact, let $\sigma$ be the width of the two slits, so that the integrand is negligible if $\boldsymbol{Y}$ (and similarly for $\boldsymbol{Y}^{\prime}$ ) takes values outside the support of $\rho_{\mathrm{sl}}$, then $M \boldsymbol{Y}^{2} /(\hbar t) \lesssim M \sigma^{2} /(\hbar t)$ and therefore for a time long enough such that $\hbar t / M \gg \sigma^{2}$ the first exponential can be disregarded. The same applies for the last exponential if $\hbar t / M \gg \sigma d$. For times longer than $\max \left\{M \sigma^{2} / \hbar, M \sigma d / \hbar\right\}$, corresponding to the far field approximation, we get

$$
\begin{equation*}
\left\langle\boldsymbol{X}-\frac{\boldsymbol{d}}{2}\right| \mathcal{U}_{0}(t)\left[\rho_{\mathrm{sl}}\right]\left|\boldsymbol{X}+\frac{\boldsymbol{d}}{2}\right\rangle \quad \approx\left(\frac{M}{t}\right)^{3} e^{-i M \boldsymbol{d} \cdot \boldsymbol{X} /(\hbar t)} \tilde{\rho}_{\mathrm{sl}}\left(\frac{M}{t} \boldsymbol{X}\right) \tag{6.50}
\end{equation*}
$$

where $\tilde{\rho}_{\mathrm{sl}}(\cdot)$ is the distribution function for the momentum of the particle in the state $\rho_{\mathrm{sl}}$,

$$
\tilde{\rho}_{\mathrm{sl}}\left(\frac{M}{t} \boldsymbol{X}\right)=\int \frac{d \boldsymbol{Y} d \boldsymbol{Y}^{\prime}}{(2 \pi \hbar)^{3}} e^{-i M \boldsymbol{X} \cdot\left(\boldsymbol{Y}-\boldsymbol{Y}^{\prime}\right) /(\hbar t)}\langle\boldsymbol{Y}| \rho_{\mathrm{sl}}\left|\boldsymbol{Y}^{\prime}\right\rangle
$$

The equivalence between the assumption $\hbar t / M \gg \sigma^{2}$ and the far field approximation $L \gg \sigma^{2} / \lambda$, where $\lambda=\hbar / P_{z}$ is the wavelength associated with the massive particle and $L$ is the distance between grating and detector, is easily seen from the relation $L=p_{z} t / M$, where $p_{z}$ is the component along the $z$ direction of the massive particle, assumed to be constant. Substituting Eq. (6.48) in the first term of Eq. (6.47) and using the approximation $\tilde{\rho}_{\mathrm{sl}}(M(\boldsymbol{X}+\boldsymbol{s}) / t) \approx \tilde{\rho}_{\mathrm{sl}}(M \boldsymbol{X} / t)$ valid because of the localization of the state $\rho_{\mathrm{sl}}$, we can easily perform the integrals over $s$ and $\boldsymbol{\lambda}$, thus finally obtaining

$$
\begin{aligned}
& \operatorname{Re}\left[\left\langle\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right| \Lambda(t, 0)\left[\rho_{\mathrm{sl}} e^{-i \mathrm{P} \cdot \boldsymbol{d} / \hbar}\right]\left|\boldsymbol{X}-\frac{1}{2} \boldsymbol{d}\right\rangle\right] \approx \\
& \left.\left(\frac{M}{t}\right)^{3} \tilde{\rho}_{\mathrm{sl}}\left(\frac{M}{t} \boldsymbol{X}\right) \operatorname{Re}\left[\mathrm{e}^{-i M \boldsymbol{d} \cdot \boldsymbol{X} /(\hbar t)} \sum_{k=1}^{n} p_{k} e^{-\Gamma^{k k} \int_{0}^{t}\left(1-\Phi^{k k}\left(\boldsymbol{d}^{t^{\prime}-t}\right.\right.} \frac{t}{t}\right)\right) \mathrm{dt}^{\prime}
\end{aligned} .
$$

For the last two terms in Eq. (6.47) one can proceed in an analogous way: using

$$
\left\langle\boldsymbol{X} \pm \frac{1}{2} \boldsymbol{d}+\boldsymbol{s}\right| \mathcal{U}_{0}(t)\left[\rho_{\mathrm{sl}}\right]\left|\boldsymbol{X} \pm \frac{1}{2} \boldsymbol{d}+\boldsymbol{s}\right\rangle \quad \approx\left(\frac{M}{t}\right)^{3} \tilde{\rho}_{\mathrm{sl}}\left(\frac{M}{t} \boldsymbol{X}\right)
$$

performing the integral over $\boldsymbol{\lambda}$ and further observing that $\Phi^{i j}(0)=1$ for the normalization of $\mathcal{P}^{i j}(\boldsymbol{Q})$, one gets

$$
\left\langle\boldsymbol{X} \pm \frac{1}{2} \boldsymbol{d}\right| \Lambda(t, 0)\left[\rho_{\mathrm{sl}}\right]\left|\boldsymbol{X} \pm \frac{1}{2} \boldsymbol{d}\right\rangle \approx\left(\frac{M}{t}\right)^{3} \tilde{\rho}_{\mathrm{sl}}\left(\frac{M}{t} \boldsymbol{X}\right) .
$$

## Non-exponential behaviors

From the previous expressions, we find that the desired expression for the visibility, see Eq. (6.45), in the absence of inelastic scattering and for an arbitrary number $n$ of channels is given by

$$
\begin{equation*}
\mathcal{V}=\left|\sum_{k=1}^{n} p_{k} e^{-\Gamma^{k k} \int_{0}^{t}\left(1-\Phi^{k k}\left(d \frac{t^{\prime}-t}{t}\right)\right) \mathrm{dt}^{\prime}}\right| \tag{6.51}
\end{equation*}
$$

where we recall that the probabilities $p_{k}$ give the weight of the different internal states in the initial preparation. The dependence on $t$ in this formula can be easily made explicit with the change of variable $t^{\prime} / t=s$, so that one has

$$
\begin{equation*}
\mathcal{V}=\left|\sum_{k=1}^{n} p_{k} e^{-\Gamma^{k k}\left(1-\int_{0}^{1} \Phi^{k k}(\boldsymbol{d}(s-1)) d s\right) t}\right| . \tag{6.52}
\end{equation*}
$$

From Eq. (6.52) one can easily see the difference between the Markovian situation, corresponding to $n=1$, and the general case. If there is just one term in the sum, the modulus simply picks out the real part of the characteristic function in the exponential and Eq. (6.52) describes an exponential decay in time with a rate $\Gamma\left(1-\int_{0}^{1} \operatorname{Re}\{\Phi(\boldsymbol{d}(s-1))\} d s\right)$. This can happen if only one internal energy state is populated in the initial preparation or the scattering events are actually independent on the internal state. If there are at least two terms, the modulus can generate oscillating terms as a consequence of the interference of the different phases arising since the functions $\Phi^{k k}$ are in general complex valued. Even if the imaginary parts of the characteristic functions are zero, i.e. the distribution functions of the exchanged momenta are even, Eq. (6.52) can describe highly non-exponential behavior. In this case, in fact, it reduces to

$$
\begin{equation*}
\mathcal{V}=\sum_{k=1}^{n} p_{k} e^{-\Gamma^{k k}\left(1-\int_{0}^{1} \Phi^{k k}(\boldsymbol{d}(s-1)) d s\right) t} \tag{6.53}
\end{equation*}
$$

i.e. the sum of different exponential functions. As shown in [165] this kind of relations can describe behavior very different from the exponential one.
Let us consider in more detail the case of a two-level system. Introducing the notation

$$
\begin{align*}
& \alpha^{k}:=\operatorname{Re} \int_{0}^{1}\left\{\Phi^{k k}(\boldsymbol{d}(s-1))\right\} d s \\
& \beta^{k}:=\operatorname{Im} \int_{0}^{1}\left\{\Phi^{k k}(\boldsymbol{d}(s-1))\right\} d s, \tag{6.54}
\end{align*}
$$



Figure 6.1: Plot of the visibility in a double-slit arrangement as a function of the interaction time with the environment, in arbitrary units, for the case of elastic scattering events only, according to Eq. (6.52) and with growing number of channels from left to right. The dashed lines represent the Markovian exponential decays occurring if a single elastic channel prevails on the others, the one with the highest and lowest decay rate corresponding to lower and upper line respectively. (a) Visibility for $n=2$ elastic channels, according to the expression Eq. (6.55). It appears a non monotonic decay as a consequence of the interference between the contributions of the two different elastic channels. The coefficients $\alpha^{k}$ and $\beta^{k}$ defined in Eq. (6.54) are calculated for two Gaussian distributions $\mathcal{P}^{11}(\boldsymbol{Q})$ and $\mathcal{P}^{22}(\boldsymbol{Q})$ of the exchanged momenta. Taking $\boldsymbol{d}=d \hat{z}$ as direction of propagation inside the interferometer we only need to specify the mean and the variance of the exchanged momenta along this axis, respectively $\mu_{k k}$ and $\sigma_{k k}, k=1,2$. The plot is for $p_{1}=p_{2}=\frac{1}{2}$, while $\Gamma^{11}=\Gamma^{22}=10, d=1, \sigma_{11}=\sigma_{22}=0.1, \mu_{11}=-0.2, \mu_{22}=0.3$ in arbitrary units. (b) Visibility for $n=8$ elastic channels according to the general expression Eq. (6.52). The characteristic functions $\Phi^{k k}$ are calculated starting from Gaussian distributions, assuming equal rates $\Gamma^{k k}=10$ and equal variances $\sigma_{k k}=0.1$ in arbitrary units as in (a). The $p_{k}$ are uniformly distributed and the means $\mu_{k k}$ are equally spaced in the range from -0.2 to 0.3 .
the visibility reduction is explicitly given by

$$
\begin{align*}
\mathcal{V}= & {\left[p_{1}^{2} e^{-2 \Gamma^{11}\left(1-\alpha^{1}\right) t}+p_{2}^{2} e^{-2 \Gamma^{22}\left(1-\alpha^{2}\right) t}\right.} \\
& \left.+2 p_{1} p_{2} e^{-\Gamma^{11}\left(1-\alpha^{1}\right) t} e^{-\Gamma^{22}\left(1-\alpha^{2}\right) t} \cos \left[\left(\Gamma^{11} \beta^{1}-\Gamma^{22} \beta^{2}\right) t\right]\right]^{1 / 2} . \tag{6.55}
\end{align*}
$$

This formula describes a decrease modulated by the oscillations produced by the cosine function. To illustrate this behavior, in Fig. (6.1.a) we plot the visibility as a function of time, considering by means of example two Gaussian distributions. Note that the appearance of the oscillations depends on a non vanishing mean value for the distribution functions $\mathcal{P}^{k k}(\boldsymbol{Q})$ given by Eq. (6.8), which describe the state dependent momentum transfers. This feature corresponds to a preferred direction in the net momentum transfer between massive particle and environment, as happens e.g. by the interaction with a laser beam [201], the asymmetry in the single interaction channel being determined in this case by the direction of propagation.
The behavior described by Eq. (6.52) for an $n$-level system is illustrated in Fig. (6.1.b), where we show how the increased number of levels can strongly suppress the oscillations and lead to
a reduction of the visibility. The dashed lines represent the exponential decays pertaining to the semigroup evolution arising if only one of the internal energy states is initially populated, the one with the highest or lowest decoherence rate corresponding to the lower or upper dashed line, respectively. It appears that with growing $n$ the interference between the contributions of the different channels to Eq. (6.52) rapidly determines a decay of the visibility sensibly faster than that occurring for the corresponding Markovian single-channel dynamics. Indeed in Fig. 6.1 left and right panel correspond to the same interaction strength but differ in the number of involved degrees of freedom, ranging to $n=2$ to $n=8$.
Relying on the results of Sec.(6.1.3), one can also obtain an expression of the visibility in the presence of inelastic scattering for a two-level system. Indeed starting from Eq. (6.29) and following the same procedure as above one comes to

$$
\begin{align*}
\mathcal{V}= & \mid e^{-\Gamma^{12} t}+\Gamma^{12} e^{-\Gamma^{11} t \int_{0}^{1}\left(1-\Phi^{11}(\boldsymbol{d}(s-1)) \mathrm{d} s\right.}  \tag{6.56}\\
& \left.\times \int_{0}^{t}\left(e^{-\Gamma^{12} t^{\prime}} e^{+\Gamma^{11} \int_{0}^{t^{\prime}}\left(1-\Phi^{11}\left(\boldsymbol{d}\left(t^{\prime \prime}-t\right) / t\right)\right) \mathrm{dt}^{\prime \prime}} \Phi^{12}\left(\boldsymbol{d} \frac{t^{\prime}-t}{t}\right)\right) \mathrm{d} t^{\prime} \right\rvert\,
\end{align*}
$$

where for simplicity we have taken $p_{2}=1$ and $\Gamma^{22}=0$, so that the oscillations in the visibility cannot be traced back to interference among different components. An illustration of the behavior of the visibility in this case has been plotted in Fig. (6.2), always assuming for the sake of generality a Gaussian distribution of momentum transfers. In this case the dashed line corresponds to the exponential Markovian decay occurring if only the elastic channel is involved in the dynamics. It immediately appears that a non monotonic behavior in the loss of visibility is observed also in this case, due to the multiple time integration in Eq. (6.29).

### 6.2.2 Back flow of information

In this paragraph, we want to define in a more precise way the non-Markovian nature of the dynamics of the translational degrees of freedom, as determined by the generalized Lindblad structure in Eq. (6.7). For this purpose, we employ the idea of back flow of information introduced in Sec. (4.2) and Appendix E. We deal with the dynamics of the translational degrees of freedom described by Eq. (6.30), i.e., we neglect the Hamiltonian term in the evolution and we take into account elastic collisions only. This allows us to explicitly present non-monotonic evolutions of trace distance, that are further directly connected to the behaviors of visibility described in the previous paragraph.
As explained in Sec. 4.2 and in Appendix E, a criterion to assess the non-Markovianity of a given dynamics is provided by a non-monotonic behavior of the trace distance between two states of the open system under investigation, evolved from different initial states. In order to properly select a couple of initial states $\varrho^{1}(0)$ and $\varrho^{2}(0)$, we come back to the double-slit arrangement presented in Sec. (6.2.1). Let us describe the state of the massive particle after the passage through the collimation slits as a Gaussian wave packet with mean value of the position $\boldsymbol{X}^{0}$, mean value of the momentum $\boldsymbol{P}^{0}$ and variance $\sigma^{2}$, i.e. $\rho_{\mathrm{sl}}=\left|\psi_{\boldsymbol{X}^{0}, \boldsymbol{P}^{0}, \sigma}\right\rangle\left\langle\psi_{\boldsymbol{X}^{0}, \boldsymbol{P}^{0}, \sigma}\right|$, where we introduced the notation

$$
\begin{equation*}
\left\langle\boldsymbol{X} \mid \psi_{\boldsymbol{x}, \boldsymbol{p}, \boldsymbol{\sigma}}\right\rangle:=\frac{1}{\sqrt[4]{2 \pi \sigma^{2}}} \mathrm{e}^{-\frac{(\boldsymbol{X}-\boldsymbol{x})^{2}}{4 \sigma^{2}}+\frac{i}{\hbar} \boldsymbol{p} \cdot(\boldsymbol{X}-\boldsymbol{x})} . \tag{6.57}
\end{equation*}
$$



Figure 6.2: Plot of the visibility in a double-slit arrangement as a function of the interaction time with the environment, in arbitrary units, for the case in which one of the internal states also undergoes inelastic scattering, according to Eq. (6.56) with $n=2$. It clearly appears a non monotonic decay of the visibility as a consequence of the multiple time integration describing the contribution of the inelastic channel. The distributions of momentum transfers are assumed Gaussian, with $\sigma_{11}=1, \sigma_{12}=3, \mu_{11}=1, \mu_{12}=5$; moreover $\Gamma^{11}=0.75$ and $\Gamma^{12}=1.75$, in arbitrary units. The dashed line corresponds to the Markovian dynamics determined by the channel undergoing elastic scattering only.

The momentum $\boldsymbol{P}^{0}$ represents the initial momentum of the massive particle entering the interferometer. Then, the double-slit grating prepares the state

$$
\begin{equation*}
|\psi\rangle=\frac{\sqrt{2}}{\sqrt{C}} \cos \left(\frac{\mathrm{P} \cdot \boldsymbol{d}}{2 \hbar}\right)\left|\psi_{\mathrm{sl}}\right\rangle=\frac{1}{\sqrt{2 C}}\left(\left|\psi_{\boldsymbol{X}^{0}+\boldsymbol{d} / 2, \boldsymbol{P}^{0}, \sigma}\right\rangle+\left|\psi_{\boldsymbol{X}^{0}-\boldsymbol{d} / 2, \boldsymbol{P}^{0}, \sigma}\right\rangle\right), \tag{6.58}
\end{equation*}
$$

that is a superposition of two Gaussian wave packets with equal variance $\sigma^{2}$ and mean momentum $\boldsymbol{P}^{0}$, and centered, respectively, in $\boldsymbol{X}^{0}+\boldsymbol{d} / 2$ and $\boldsymbol{X}^{0}-\boldsymbol{d} / 2$. The normalization constant $C$ is given by

$$
\begin{equation*}
C=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int \mathrm{~d} \boldsymbol{X} \mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}+\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}-\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}}=\mathrm{e}^{-\frac{|\boldsymbol{d}|^{2}}{8 \sigma^{2}}} \tag{6.59}
\end{equation*}
$$

The pure state in Eq. (6.57) is the first initial state we take into account to analyze the evolution of trace distance, i.e.

$$
\begin{equation*}
\varrho^{1}(0)=|\psi\rangle\langle\psi| . \tag{6.60}
\end{equation*}
$$

As second initial state, consider the convex mixture of the same two Gaussian states, according to

$$
\begin{equation*}
\varrho^{2}(0)=\frac{1}{2}\left(\left|\psi_{\boldsymbol{X}^{0}+\boldsymbol{d} / 2, \boldsymbol{P}^{0}, \sigma}\right\rangle\left\langle\psi_{\boldsymbol{X}^{0}+\boldsymbol{d} / 2, \boldsymbol{P}^{0}, \sigma}\right|+\left|\psi_{\boldsymbol{X}^{0}-\boldsymbol{d} / 2, \boldsymbol{P}^{0}, \sigma}\right\rangle\left\langle\psi_{\boldsymbol{X}^{0}-\boldsymbol{d} / 2, \boldsymbol{P}^{0}, \sigma}\right|\right) . \tag{6.61}
\end{equation*}
$$

This corresponds to a statistical mixture, with equal weights, of the two preparation procedures performed by opening the two slits in the grating one at a time.
Given two initial reduced states $\varrho^{1}(0)$ and $\varrho^{2}(0)$, the difference between the corresponding states
at time $t$ evolved according to Eq. (6.30) is fixed by the relation, see Eq. (6.38),

$$
\begin{equation*}
\varrho^{1}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)-\varrho^{2}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, t\right)=\sum_{k} p_{k} \mathrm{e}^{-\Gamma^{k k}\left(1-\Phi^{k k}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right)\right) t}\left(\varrho^{1}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)-\varrho^{2}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)\right) . \tag{6.62}
\end{equation*}
$$

Now, let us consider in more details the two terms $\varrho^{1}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)$ and $\varrho^{2}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)$ in the previous relation. For the states in Eqs. (6.60) and (6.61), we have

$$
\begin{align*}
\varrho^{1}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)= & \frac{\mathrm{e}^{i \boldsymbol{P}^{0} \cdot\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) / \hbar}}{2 C \sqrt{2 \pi \sigma^{2}}}\left(\mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}-\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}^{0}-\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}}+\mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}+\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}^{0}+\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}}\right. \\
& \left.+\mathrm{e}^{-i \frac{P^{0} \cdot \boldsymbol{d}}{\hbar}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}-\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}^{0}+\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}}+\mathrm{e}^{i \frac{P^{0} \cdot \boldsymbol{d}}{\hbar}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}+d / 2\right)^{2}}{4 \sigma^{2}}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}^{0}-\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}}\right) \\
\varrho^{2}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)= & \frac{\mathrm{e}^{i \boldsymbol{P}^{0} \cdot\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) / \hbar}}{2 \sqrt{2 \pi \sigma^{2}}}\left(\mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}-\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}^{0}-\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}}+\mathrm{e}^{-\frac{\left(\boldsymbol{X}-\boldsymbol{X}^{0}+\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}} \mathrm{e}^{-\frac{\left(\boldsymbol{X}^{\prime}-\boldsymbol{X}^{0}+\boldsymbol{d} / 2\right)^{2}}{4 \sigma^{2}}}\right) \tag{6.63}
\end{align*}
$$

Assuming that $|\boldsymbol{d}| / \sigma \gg 1$, then $C \approx 1$ and the difference $\rho_{1}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)-\rho_{2}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)$ can be well approximated by the last two terms in the sum giving $\varrho^{1}\left(\boldsymbol{X}, \boldsymbol{X}^{\prime}, 0\right)$ in Eq. (6.63). Thus, if we further assume that the characteristic functions $\Phi^{k k}(\boldsymbol{S})$ are slowly varying on the spatial scale fixed by $\sigma$, Eq. (6.62) gives

$$
\begin{equation*}
\varrho^{1}(t)-\varrho^{2}(t) \approx \sum_{k} p_{k} \mathrm{e}^{-\Gamma^{k k}\left(1-\Phi^{k}(\boldsymbol{d})\right) t}\left(\varrho^{1}(0)-\varrho^{2}(0)\right), \tag{6.64}
\end{equation*}
$$

where we set $\Phi^{k k}\left(\boldsymbol{X}-\boldsymbol{X}^{\prime}\right) \approx \Phi^{k}(\boldsymbol{d})$ for $\left|\boldsymbol{X}-\boldsymbol{X}^{\prime}\right|$ within a proper interval centered on $\boldsymbol{d}$ and with a width fixed by $\sigma$. Thus, the evolution of the trace distance is simply given by

$$
\begin{equation*}
D\left(\varrho^{1}(t), \varrho^{2}(t)\right) \approx\left|\sum_{k} p_{k} \mathrm{e}^{-\Gamma^{k k}\left(1-\Phi^{k}(\boldsymbol{d})\right) t}\right| D\left(\varrho^{1}(0), \varrho^{2}(0)\right) . \tag{6.65}
\end{equation*}
$$

By comparing Eq. (6.65) with Eq. (6.51), one can immediately see how, under the specific approximations considered here and in the previous paragraph, trace distance can reproduce the behavior in time of visibility. In the presence of a single non zero term $p_{k}=1$, it is found that the trace distance exponentially decays. Indeed, we are here in the case of a semigroup evolution, so that there is no back flow of information from the environment to the translational degrees of freedom, see Appendix (E). On the other hand, if there are more terms, one can observe trace-distance oscillations due to the interference of the different phases of the complex-valued functions $\Phi^{k}$. To be explicit, for $n=2$, we have, in full analogy with Eq. (6.55),
$D\left(\varrho^{1}(t), \varrho^{2}(t)\right)=\left[p_{1}^{2} e^{-2 \Gamma^{11}\left(1-\operatorname{Re}\left[\Phi^{1}(\boldsymbol{d})\right]\right) t}+p_{2}^{2} e^{-2 \Gamma^{22}\left(1-\operatorname{Re}\left[\Phi^{2}(\boldsymbol{d})\right]\right) t}+2 p_{1} p_{2} e^{-\Gamma^{11}\left(1-\operatorname{Re}\left[\Phi^{1}(\boldsymbol{d})\right]\right) t}\right.$
$\left.\times e^{-\Gamma^{22}\left(1-\operatorname{Re}\left[\Phi^{2}(\boldsymbol{d})\right]\right) t} \cos \left[\left(\Gamma^{11} \operatorname{Im}\left[\Phi^{1}(\boldsymbol{d})\right]-\Gamma^{22} \operatorname{Im}\left[\Phi^{2}(\boldsymbol{d})\right]\right) t\right]\right]^{1 / 2} D\left(\varrho^{1}(0), \varrho^{2}(0)\right)$.
Thus, the plot in Fig. (6.1.a) also reproduces, for proper $\Phi^{1}(\boldsymbol{d})$ and $\Phi^{2}(\boldsymbol{d})$, the dynamics of the trace distance for the two above-mentioned initial states. Indeed, a completely analogous conclusion about Fig. (6.1.b) can be drawn for $n=8$. This analysis justifies, for the case at hand, the fact
that non-monotonic behavior of the visibility are associated with a non-Markovian dynamics of the system under investigation. According to Eq. (E.3), by integrating the derivative of the function that multiplies $D\left(\varrho^{1}(0), \varrho^{2}(0)\right)$ in Eq. (6.66) over the temporal regions where it is positive, we would get a lower bound to the non-Markovianity measure based on trace distance. In fact, we are here considering only specific couples of initial states, for which the approximations leading to Eq. (6.66) hold. The complete determination of such a measure would require an evaluation of the trace-distance evolution for all the possible couples of initial states, in order to perform the maximization procedure in Eq. (E.3). This topic goes beyond the scope of this work, the difficulty relying on the infinite dimension of the Hilbert space we are dealing with. On the one hand, this implies that the maximization procedure in the definition of the non-Markovianity measure requires to take into account an infinite set of parameters. On the other hand, there is no way to calculate, analytically as well as numerically, the trace distance between a generic couple of statistical operators of an infinite dimensional system, except for specific classes of initial states. An analysis for Gaussian states evolving through dynamics that preserve the Gaussian nature of the states has been performed in [202].
Coming back to the considerations expressed at the beginning of Sec. (6.1.2), we can now give a clear physical interpretation to the appearance of non-Markovian effects, in terms of information flow. If the open system under investigation consists of the whole massive particle that interacts with a low density background gas via the Lindblad equation in Eq. (6.1), any possibility of a back flow of information from the environment to the open system is excluded. But, by changing the border between the open system and the environment, we are now including into the latter a part of the total system that is able to give back some information previously flowed into it to the remaining part of the open system.

## Chapter 7

## Conclusions

In this Thesis two leading topics of the theory of open quantum systems have been explored. Namely, we have investigated the concept of non-Markovianity as well as the role of initial systemenvironment correlations in the dynamics of open quantum systems.
As a first step, we have described the dynamics of open quantum systems by means of a oneparameter family of completely positive trace preserving linear maps on the state space of the open system. In particular, we have given different representations of these maps, thus presenting in a compact and unified way several techniques that are regularly used in the theory of open quantum systems and that have been employed throughout the entire Thesis. By means of these techniques, we have shown the general connections between quantum dynamical maps and local as well as non-local in time master equations. Apart from possible isolated singularities, a generic dynamics of an open quantum system can be equivalently described by both time-local and integrodifferential master equations. Moreover, the requests of trace and hermiticity preservation impose some general constraints on the operator structure of such equations of motion. This general analysis has then been applied to the physical model consisting of a two-level atom interacting with the radiation field through a Jaynes-Cummings Hamiltonian.
The relation between the concepts of non-Markovian quantum dynamics and classical non-Markovian stochastic process has been one of the main focuses of this Thesis. In particular, we have taken into account two recently introduced criteria for a quantum dynamics to be non-Markovian. The first criterion relies on the use of trace distance, that quantifies the distinguishability between quantum states. Any variation of the trace distance between reduced states can be associated with an information flow between the open system and the environment. Non-Markovian quantum dynamics are then characterized by a non-monotonic behavior of trace distance, indicating backflow of information from the environment to the open system. A different and non-equivalent criterion identifies the non-Markovianity of quantum dynamics with the violation of a divisibility property of the corresponding family of dynamical maps. We have seen how both these criteria of non-Markovianity for quantum dynamics naturally induce analogous criteria on the classical setting. These concern the one-point probability distribution of stochastic processes and, as a consequence, they are by no means equivalent to the definition of classical non-Markovian stochastic process that involves the entire hierarchy of $n$-point conditional probability distributions. In par-
ticular, the correspondence between conditional probabilities and transition maps, that is proper to Markov processes and that is at the basis of the identification between Markovianity and the above-mentioned divisibility property, does no longer hold in non-Markov processes, as we have explicitly shown through a class of semi-Markov processes. Both the introduced criteria are sufficient, but not necessary conditions in order to assess the non-Markovianity of a classical process in its precise meaning. In this respect, one should distinguish between the non-Markovianity of stochastic processes and that of dynamical evolutions, being classical or quantum. Moreover, the two criteria of non-Markovianity lead to the introduction of quantities that measure the degree of non-Markovian behavior in open-system dynamics. We have given an exact evaluation of such quantities for a significant class of quantum dynamics, thus obtaining an explicit comparison between them. In particular, we have demonstrated that the measure based on divisibility gives the same infinite value to quite different time evolutions, at variance with the measure based on the dynamics of trace distance, which assigns them different weights.
From the analysis performed in this work, it seems quite natural that the non-Markovianity of a dynamics cannot be quantified by a single indicator. Indeed, several quantities could be useful, each capturing a different aspect related to non-Markovian dynamics. Here, we have focused on the maximal deviation from the monotonic decrease of trace distance, obtained for a proper couple of initial states. Different procedures, also based on the evolution of the distinguishability between reduced states, could rely on taking the average behavior with the varying of the couples of initial states, or on restricting the analysis to a suitable set of initial states. For example, in [202] the class of Gaussian states is taken into account and the concept of Gaussian degree of non-Markovianity is introduced. Note that this could represent a useful starting point for an explicit quantitative evaluation of non-Markovianity in infinite dimensional quantum systems, as that considered in Chapter 6.
The approach to the dynamics of open quantum systems based on trace distance has shown to be very useful also in dealing with the issue of initial-system environment correlations. In fact, also in this case, it allows to quantitatively describe the reduced dynamics by simply requiring the knowledge of observables of the open system. We have reported the first experimental observation of the influence of initial correlations between an open quantum system and its environment by means of trace distance. In particular, we have shown the increase of the distinguishability between two reduced states, sharing the same environmental state, over its initial value on both short- and long-time scales. We have employed an all-optical setting, in which the use of a spatial light modulator has allowed us to introduce initial correlations in a very general way. Furthermore, the analysis performed by means of trace distance supplies general connections between structural features of the initial total state and relevant aspects of the subsequent dynamics, as we have shown by considering the paradigmatic and exactly solvable model provided by the JaynesCummings Hamiltonian. More precisely, the total amount of correlations of the thermal state is reflected into the amount of information that is initially inaccessible for the open system and that is uncovered during its subsequent time evolution, as quantified by the temporal maximum of the trace distance.
Finally, we have taken into account the dynamics of a massive particle with translational and internal degrees of freedom interacting through collisions with a low density gas. Apart from the introduction of a reference model for collisional decoherence, this allowed us to elucidate how the
presence of both initial correlations and non-Markovian behaviors in an open-system dynamics ultimately depends on where the border between system and environment is placed. Furthermore, in a specific case for the model at hand, we have explicitly shown the strict relationship between the evolution of trace distance and interferometric visibility. Both exhibit strongly non-monotonic evolutions, as a signature of non-Markovian dynamics.

## Outlook

Several and interesting questions arise when moving from the field of quantum Markovian dynamics to that of quantum non-Markovian dynamics. We have seen how some of them can be actually faced, by means of the detection of proper classes of quantum non-Markovian dynamics as well as the introduction of general strategies in order to assess the non-Markovian features of open system dynamics. In particular, the approach based on trace distance, in addition to its clear and direct physical meaning, also provides a general characterization of the dynamics in the presence of initial system-environment correlations. Nevertheless, many important issues are still unsolved. In the following, we report those we plan to deal with in our future research.
To our understanding, the basic topic that still has to be fully clarified is the connection between non-Markovianity and correlations in the dynamics of open quantum systems. A physical picture often behind a Markovian description of the dynamics is that the correlations between the open system and the environment created by their interaction up to a generic time $t$ do not have a significative influence on the subsequent dynamics of the open system, so that the total state can be effectively described by means of a product state, at any time $t$. Indeed, the use of trace distance could help to formulate and check such a picture in a more precise way. In fact, a non-monotonic behavior of the trace distance in a non-Markovian dynamics can be read as an increase of distinguishability with respect to its value at a shifted initial time, which indicates the presence and effectiveness of system-environment correlations.
Another important open problem is the fact that, given a generic master equation, one is not able to determine whether this guarantees a well-defined time evolution, in particular preserving positivity. As we have shown with a simple example, it is not even possible to safely add different contributions that individually would lead to well-defined evolutions. This is of relevance especially in relation with a phenomenological description of open-system dynamics, in which one would need for general rules in oder to properly introduce master equations, also on the basis of physical intuition.
The approach to the dynamics of open quantum systems based on the analysis of information flow between the open system and the environment can be further investigated in different directions. It is clear that an important freedom is still left in the choice of the distance measure used to quantify the distinguishability of quantum states. Not any metric could be employed, since a necessary condition is that completely positive trace preserving maps must be contractions for the metric, which is not satisfied, e.g., for the apparently natural Hilbert-Schmidt distance [203]. Nevertheless, there are possible candidates besides the trace distance, such as regularized versions of relative entropy [204], the Bures metric, that is based on fidelity, or the Hellinger distance [205]. A basic question is whether these different distance measures would lead to a growth of trace distance within the same time intervals. This fact would be of relevance for the study of both initial correlations and
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measure for non-Markovianity. Indeed, while a different quantitative behavior of the various distances would simply set a different scale in measuring non-Markovianity, it is quite important to clarify whether different measure would provide distinct characterizations of non-Markovianity. We will address this issue by studying how the different metrics affect the evolution of distinguishability as well as the inequalities for the case of initial correlations.
Finally, a crucial aspect of quantum mechanics is that quantum states have different types of correlations. The influence of these different kinds of correlations on the evolution of trace distance is meant to be investigated, looking for possible distinct signatures. On the one hand, this would be of relevance in identifying the different correlations in the initial total state. On the other hand, this would clarify the role played by the classical or quantum nature of initial correlations in the subsequent dynamics of the open system. Furthermore, we want to expand the experimental investigation of the effects of initial system-environment correlations by means of trace distance. Indeed, an important goal will be to provide concrete strategies in order to experimentally identify the different kinds of correlations which are present in the initial total state, by studying the evolution of trace distance.

## Appendix A

## Quantum measurement

In this appendix, we want to briefly recall how the transformation of a quantum system due to a measurement process is described within the statistical formulation of quantum mechanics. For a more exhaustive treatment see, e.g., [1].
The mathematical representative characterizing a state transformation as a consequence of a given measurement is usually called instrument. Let $\Omega$ be the set of the possible outcomes of a measurement performed on a given observable and let $\mathfrak{A}(\Omega)$ be a $\sigma$-algebra over $\Omega$. An instrument $\mathcal{F}$ is a map associating to each element $M \in \mathfrak{A}(\Omega)$, a linear operator $\mathcal{F}(M)$ on trace class operators, called operation, i.e.,

$$
\begin{aligned}
\mathcal{F}(\cdot): \mathfrak{A}(\Omega) & \rightarrow \mathcal{L}(\mathcal{T C}(\mathcal{H})) \\
M & \rightarrow \mathcal{F}(M)
\end{aligned}
$$

in a way such that

$$
\begin{gather*}
\operatorname{Tr}\{\mathcal{F}(\Omega)[\rho]\}=\operatorname{Tr} \rho  \tag{A.1}\\
\mathcal{F}\left(\cup_{i} M_{i}\right)=\sum_{i} \mathcal{F}\left(M_{i}\right) \quad \text { if } M_{i} \cap M_{j}=\emptyset \text { for } i \neq j \tag{A.2}
\end{gather*}
$$

and such that for any $M \in \mathfrak{A}(\Omega)$ the map $\mathcal{F}(M)$ is completely positive and trace decreasing, i.e. $\operatorname{Tr}\{\mathcal{F}(M)[\rho]\} \leq \operatorname{Tr} \rho$ for any $M \in \mathfrak{A}(\Omega)$ and $\rho \in \mathcal{T}(\mathcal{H})$.
Let us now call $\rho$ the statistical operator describing an ensemble of physical systems prepared according to a certain preparation procedure. If a measurement process is performed on such an ensemble, but no selection is made on the basis of a definite outcome ${ }^{1}$, one speaks about a non-selective measurement. This maps the initial state of the system $\rho$ into the state, so-called a-priori,

$$
\begin{equation*}
\rho^{\prime}=\mathcal{F}(\Omega)[\rho] . \tag{A.3}
\end{equation*}
$$

[^34]Note that even if no selection has been made, the state of the system has changed, as a consequence of the interaction with the measurement apparatus. On the other hand, if one selects the elements of the ensemble that have given an outcome within the set $M \in \mathfrak{A}(\Omega)$, the measurement process, in this case called selective, maps the state $\rho$ into the a-posteriori state

$$
\begin{equation*}
\rho^{\prime}(M)=\frac{\mathcal{F}(M)[\rho]}{\operatorname{Tr}\{\mathcal{F}(M)[\rho]\}} . \tag{A.4}
\end{equation*}
$$

By means of instruments, one can also describe the statistic associated with a measurement process. In fact, the probability that the outcome of a measurement is within the set $M \in \mathfrak{A}(\Omega)$ can be expressed by the relation

$$
\begin{equation*}
\mu_{\rho}^{\mathcal{F}}(M)=\operatorname{Tr}\{\mathcal{F}(M)[\rho]\} \tag{A.5}
\end{equation*}
$$

From Eq. (2.18) it is then clear that every instrument $\mathcal{F}$ fixes a POVM $F$, since any effect $F(M)$ can be defined through

$$
\begin{equation*}
F(M)=\mathcal{F}^{*}(M)[\mathbb{1}], \tag{A.6}
\end{equation*}
$$

where $\mathcal{F}^{*}(M)$ denotes the dual map to $\mathcal{F}(M)$, see Sec. (2.2.1), so that it holds

$$
\begin{equation*}
\operatorname{Tr}\{\mathcal{F}(M)[\rho]\}=\operatorname{Tr}\{\mathbb{1}(\mathcal{F}(M)[\rho])\}=\operatorname{Tr}\left\{\left(\mathcal{F}^{*}(M)[\mathbb{1}]\right)[\rho]\right\}=\operatorname{Tr}\{F(M) \rho\} . \tag{A.7}
\end{equation*}
$$

It is important to note that the correspondence between instruments and POVMs is not one-toone. Indeed, there are different macroscopic devices that can modify the state of the system in non-equivalent ways, but that do provide a measurement of the same observable. This reflects into the fact that, in general, an infinite number of different instruments can lead to the same POVM through Eq. (A.7). In this sense, a POVM is the mathematical representative of an equivalence class of registration procedures. Moreover, Eq. (A.5) allows to explain the connection between a-priori and a-posteriori states of a measurement process. Consider for simplicity an observable with values $m$ in a discrete set $\Omega$. Then, Eqs. (A.2)-(A.5) give

$$
\begin{equation*}
\rho^{\prime}=\sum_{m \in \Omega} \mathcal{F}_{m}[\rho]=\sum_{m \in \Omega} \mu_{\rho}^{\mathcal{F}}(m) \rho_{m}^{\prime} \tag{A.8}
\end{equation*}
$$

that is the a-priori state is a statistical mixture of the possible a-posteriori states corresponding to the different outcomes $m$.
Any operation is a linear map on trace class operators and, as such, it can be described by means of the techniques introduced in Sec. (2.2), in the case of a finite-dimensional Hilbert space. Furthermore, operations are by definition completely positive, and then the Kraus decomposition applies. In particular, taking for simplicity an observable with a discrete set of possible outcomes and referred to a finite dimensional Hilbert space, the Kraus decomposition yields an explicit representation of the operation $\mathcal{F}(M)$, as

$$
\begin{equation*}
\mathcal{F}(M)[\rho]=\sum_{m \in M} \sum_{\lambda_{m}} \Xi_{\lambda_{m}} \rho \Xi_{\lambda_{m}}^{\dagger} \tag{A.9}
\end{equation*}
$$

with $\Xi_{\lambda_{m}}$ linear operators on $\mathcal{H}$. Then Eq. (A.1) implies

$$
\begin{equation*}
\sum_{m \in \Omega} \sum_{\lambda_{m}} \Xi_{\lambda_{m}}^{\dagger} \Xi_{\lambda_{m}}=\mathbb{1} \tag{A.10}
\end{equation*}
$$

The operation defined in Eq. (A.9) is associated through Eq. (A.7) with the effect

$$
\begin{equation*}
F(M)=\sum_{m \in M} \sum_{\lambda_{m}} \Xi_{\lambda_{m}}^{\dagger} \Xi_{\lambda_{m}} . \tag{A.11}
\end{equation*}
$$

Finally, if the instrument $\mathcal{F}$ is associated with a PVM, see Sec. (2.1.2), related by the spectral theorem to a self-adjoint operator with a discrete non-degenerate spectrum, the non-selective measurement is given by the usual formula

$$
\begin{equation*}
\mathcal{F}(\Omega)[\rho]=\sum_{m \in \Omega} \Pi_{m} \rho \Pi_{m} \tag{A.12}
\end{equation*}
$$

with $\Pi_{m}$ projector into the unidimensional eigenspace of the eigenvalue $m$.

## Appendix B

## One-parameter semigroups

A one-parameter family of bounded linear maps $\left\{\Lambda_{t}\right\}_{t>0}$ on a Banach space $X$, with norm $\|\cdot\|_{X}$, is said to be a one-parameter semigroup if [206, 207, 208]

$$
\begin{align*}
& \Lambda_{0}=\mathbb{1} \\
& \Lambda_{t} \Lambda_{s}=\Lambda_{t+s} \quad \forall t, s \geq 0 \tag{B.1}
\end{align*}
$$

A one-parameter semigroup is strongly continuous if

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left\|\Lambda_{t} x-x\right\|_{X} \rightarrow 0 \quad \forall x \in X \tag{B.2}
\end{equation*}
$$

that is if the map $t \mapsto \Lambda_{t}$ is continuous with respect to the strong operator topology. Given a strongly continuous semigroup, one can define the (infinitesimal) generator $A$ through the relation

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left\|\frac{\Lambda_{t} x-x}{t}-A x\right\|_{X}=0 \quad \text { for } x \in \operatorname{dom} A \tag{B.3}
\end{equation*}
$$

The domain of the generator $A$, $\operatorname{dom} A$, is dense in $X$ and $A$ is a closed operator, i.e. if $x_{n} \in$ $\operatorname{dom} A$ and $\lim _{n \rightarrow \infty}\left\|x_{n}-x\right\|_{X}=\lim _{n \rightarrow \infty}\left\|A x_{n}-y\right\|_{X}=0$, then $x \in \operatorname{dom} A$ and $A x=y$. Moreover, one has

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \Lambda_{t} x=\Lambda_{t} A x=A \Lambda_{t} x \quad \forall x \in \operatorname{dom} A \tag{B.4}
\end{equation*}
$$

that is

$$
\begin{equation*}
A x=\left.\frac{\mathrm{d}}{\mathrm{~d} t} \Lambda_{t} x\right|_{t=0} \quad \forall x \in \operatorname{dom} A \tag{B.5}
\end{equation*}
$$

A contraction semigroup is a strongly continuous one-parameter semigroup such that

$$
\begin{equation*}
\left\|\Lambda_{t} x\right\|_{X} \leq\|x\|_{X} \quad \forall t \geq 0 \tag{B.6}
\end{equation*}
$$

A central result of the theory of strongly continuous semigroup is given by the Hille-Yosida theorem [209, 210], that for contraction semigroups reads:

Theorem (Hille-Yosida) A linear operator $A$ is the generator of a contraction semigroup if and only if

1. $\operatorname{dom} A$ is dense in $X$
2. for every $y \in X$ and $\lambda>0$, the equation $\lambda x-A x=y$ has a unique solution $x \in \operatorname{dom} A$
3. $\|\lambda x-A x\|_{X} \geq \lambda\|x\|_{X}$ for any $x \in \operatorname{dom} A$ and $\lambda \geq 0$.

Contraction semigroups are relevant for the theoretical study of the dynamics of open quantum systems since a one-parameter strongly continuous semigroup $\left\{\Lambda_{t}\right\}_{t \geq 0}$ on the set $\mathcal{T}(\mathcal{H})$ of trace class operators such that

$$
\begin{array}{r}
\operatorname{Tr}\left[\Lambda_{t} \sigma\right]=\operatorname{Tr}[\sigma] \quad \forall \sigma \in \mathcal{T}(\mathcal{H}) \\
\Lambda_{t} \sigma \geq 0 \quad \forall \sigma \geq 0 \in \mathcal{T}(\mathcal{H}) \tag{B.8}
\end{array}
$$

is a contraction semigroup [14, 211]. In particular, it holds the following theorem [212]:
Theorem (Kossakowski) A bounded linear map $A$ on $\mathcal{T}(\mathcal{H})$ generates a semigroup satisfying Eqs. (B.7) and (B.8) if and only if for every discrete resolution of the identity $\mathbb{P}=\left(P_{1}, P_{2}, \ldots\right)$ it holds

$$
\begin{array}{r}
a_{i i}(\mathbb{P}) \leq 0 \quad i=1,2, \ldots \\
a_{i j}(\mathbb{P}) \geq 0 \quad i \neq j=1,2, \ldots \\
\sum_{i=1}^{\infty} a_{i j}(\mathbb{P})=0 \quad j=1,2, \ldots \tag{B.9}
\end{array}
$$

where

$$
\begin{equation*}
a_{i j}(\mathbb{P})=\operatorname{Tr}\left[P_{i} A P_{j}\right] \tag{B.10}
\end{equation*}
$$

and we recall that a discrete resolution of the identity on a Hilbert space $\mathcal{H}$ is a sequence $\mathbb{P}=$ $\left(P_{1}, P_{2}, \ldots\right)$ of projection operators such that $P_{i} P_{j}=\delta_{i j} P_{i}, \operatorname{Tr}\left[P_{i}\right]<\infty$ for $i, j=1,2, \ldots$ and $\sum_{i} P_{i}=\mathbb{1}$.
This theorem allows to fully characterize the explicit structure of the generators of one-parameter semigroups of completely positive trace preserving linear maps on finite dimensional Hilbert space, see Sec. (3.3.1).

Finally, a one-parameter semigroup is norm (or uniformly) continuous if the map $t \mapsto \Lambda_{t}$ is continuous in the norm (or uniform) operator topology, that is $\lim _{t \rightarrow 0^{+}}\left\|\Lambda_{t}-\mathbb{1}\right\|_{\infty}=0$. A linear operator $A$ is the generator of a norm continuous semigroup if and only if $A$ is a bounded linear operator and any norm continuous semigroup can be written as

$$
\begin{equation*}
\Lambda_{t}=\mathrm{e}^{A t}=\sum_{k} \frac{t^{k} A^{k}}{k!} \tag{B.11}
\end{equation*}
$$

Note that the domain of the generator $A$ of a strongly continuous one-parameter semigroup is the whole Banach space $X$ if and only if $A$ is bounded, that is if and only if the semigroup is norm continuous.

## Appendix C

## Trace distance

The trace distance between two trace class operators $\sigma$ and $\omega$ is defined as $\frac{1}{2}$ times the trace norm of $\sigma-\omega$,

$$
\begin{equation*}
D(\sigma, \omega)=\frac{1}{2}\|\sigma-\omega\|_{1} \tag{C.1}
\end{equation*}
$$

where the trace norm of an operator is defined as in Eq. (2.3). If we consider, in particular, a trace class and self-adjoint operator $A$ with eigenvalues $a_{k}$, the trace norm can be expressed as the sum of the absolute eigenvalues (counting multiplicity),

$$
\begin{equation*}
\|A\|_{1}=\sum_{k}\left|a_{k}\right| \tag{C.2}
\end{equation*}
$$

The trace distance of two quantum states, represented by positive operators $\rho^{1}$ and $\rho^{2}$ with unit trace, is thus given by

$$
\begin{equation*}
D\left(\rho^{1}, \rho^{2}\right)=\frac{1}{2}\left\|\rho^{1}-\rho^{2}\right\|_{1}=\frac{1}{2} \operatorname{Tr}\left|\rho^{1}-\rho^{2}\right|=\frac{1}{2} \sum_{k}\left|\varrho_{k}\right| \tag{C.3}
\end{equation*}
$$

with $\varrho_{k}$ eigenvalues of the traceless operator $\rho^{1}-\rho^{2}$. The trace distance is a metric on the space of physical states with several properties which make it a useful measure for the distance between two quantum states.

1. The trace distance for any pair of states satisfies the inequality

$$
\begin{equation*}
0 \leq D\left(\rho^{1}, \rho^{2}\right) \leq 1 \tag{C.4}
\end{equation*}
$$

where $D\left(\rho^{1}, \rho^{2}\right)=0$ if and only if $\rho^{1}=\rho^{2}$, and $D\left(\rho^{1}, \rho^{2}\right)=1$ if and only if $\rho^{1}$ and $\rho^{2}$ have orthogonal supports.
2. Being a metric, the trace distance satisfies the triangular inequality,

$$
\begin{equation*}
D\left(\rho^{1}, \rho^{2}\right) \leq D\left(\rho^{1}, \rho^{3}\right)+D\left(\rho^{3}, \rho^{2}\right) \tag{C.5}
\end{equation*}
$$

3. All trace preserving positive maps $\Lambda$ are contractions of the trace distance,

$$
\begin{equation*}
D\left(\Lambda \rho^{1}, \Lambda \rho^{2}\right) \leq D\left(\rho^{1}, \rho^{2}\right), \tag{C.6}
\end{equation*}
$$

where the equality sign holds if $\Lambda$ is a unitary transformation.
4. The trace distance is subadditive with respect to the tensor product,

$$
\begin{equation*}
D\left(\rho^{1} \otimes \sigma^{1}, \rho^{2} \otimes \sigma^{2}\right) \leq D\left(\rho^{1}, \rho^{2}\right)+D\left(\sigma^{1}, \sigma^{2}\right) \tag{C.7}
\end{equation*}
$$

In particular, one has

$$
\begin{equation*}
D\left(\rho^{1} \otimes \sigma, \rho^{2} \otimes \sigma\right)=D\left(\rho^{1}, \rho^{2}\right) . \tag{C.8}
\end{equation*}
$$

5. The trace distance can be represented as a maximum taken over all projection operators $\Pi$ or, equivalently, over all the positive operators $\Pi \leq \mathbb{1}$,

$$
\begin{equation*}
D\left(\rho^{1}, \rho^{2}\right)=\max _{\Pi} \operatorname{Tr}\left\{\Pi\left(\rho^{1}-\rho^{2}\right)\right\} . \tag{C.9}
\end{equation*}
$$

The property 3 . is an immediate consequence of the following theorem on the contractivity of trace norm under the action of positive trace preserving linear maps. We report it, together with the proof, because of its central role in the definition of a non-Markovianity measure as well as in the analysis of the dynamics of open quantum systems in the presence of initial correlations, see Chapter 5 and Appendix E.

Theorem [212, 81, 213] A trace preserving linear map $\Lambda$ on the set of trace class operators is positive if and only if

$$
\begin{equation*}
\|\Lambda A\|_{1} \leq\|A\|_{1} \quad \forall A=A^{\dagger} \in \mathcal{T}(\mathcal{H}) \tag{C.10}
\end{equation*}
$$

Proof. Let $\Lambda$ be a positive linear trace preserving map on $\mathcal{T}(\mathcal{H})$. For every positive trace-class operator $\rho$ one has $\|\Lambda \rho\|_{1}=\|\rho\|_{1}$. Consider now a self-adjoint trace class operator $A$ which is not positive. By means of the spectral decomposition we can write it as $A=A^{+}-A^{-}$, where the two positive operators $A^{+}$and $A^{-}$are, respectively, the positive and the negative part of $A$, so that $\|A\|_{1}=\left\|A^{+}\right\|_{1}+\left\|A^{-}\right\|_{1}$. But then

$$
\|\Lambda A\|_{1}=\left\|\Lambda A^{+}-\Lambda A^{-}\right\|_{1} \leq\left\|\Lambda A^{+}\right\|_{1}+\left\|\Lambda A^{-}\right\|_{1}=\left\|A^{+}\right\|_{1}+\left\|A^{-}\right\|_{1}=\|A\|_{1}
$$

and then $\Lambda$ is a contraction on the set of self-adjoint trace class operators.
Conversely, let $\Lambda$ be a linear trace preserving map on trace class operators which satisfies Eq. (C.10). Then, given a positive operator $\rho$, one has

$$
\|\rho\|_{1}=\operatorname{Tr}[\rho]=\operatorname{Tr}[\Lambda \rho] \leq\|\Lambda \rho\|_{1} \leq\|\rho\|_{1}
$$

so that $\operatorname{Tr}[\Lambda \rho]=\|\Lambda \rho\|_{1}$. But then, since $\operatorname{Tr}[\rho]=\|\rho\|_{1}$ if and only if $\rho$ is positive, we can conclude that $\Lambda \rho$ is positive for any positive $\rho$, i.e., $\Lambda$ is positive.

The physical interpretation of the trace distance can be based on Eq. (C.9) [214]. Suppose Alice prepares a system in one of two quantum state $\rho^{1}$ and $\rho^{2}$ with probability of $1 / 2$ each. She gives the system to Bob, who performs a measurement in order to distinguish the two states. Employing Eq. (C.9) one can show that the maximal success probability for Bob to identify correctly the state is given by $\left[1+D\left(\rho^{1}, \rho^{2}\right)\right] / 2$. This means that the trace distance represents the maximal bias in favor of the correct state identification which Bob can achieve through an optimal strategy. Hence, the trace distance $D\left(\rho^{1}, \rho^{2}\right)$ can be interpreted as a measure for the distinguishability of the quantum states $\rho^{1}$ and $\rho^{2}$.
The trace distance is the quantum counterpart of the Kolmogorov distance for classical probability distributions. Given two probability distributions $\left\{p_{k}^{1}\right\}_{k \in \mathcal{X}}$ and $\left\{p_{k}^{2}\right\}_{k \in \mathcal{X}}$ on a common set $\mathcal{X}$, their Kolmogorov distance is defined as

$$
\begin{equation*}
D_{K}\left(\left\{p_{k}^{1}\right\}_{k \in \mathcal{X}},\left\{p_{k}^{2}\right\}_{k \in \mathcal{X}}\right)=\frac{1}{2} \sum_{k}\left|p_{k}^{1}-p_{k}^{2}\right| . \tag{C.11}
\end{equation*}
$$

Indeed, the Kolmogorov distance is a measure for the distinguishability of classical probability distributions [99]. Finally, note that if two statistical operators $\rho^{1}$ and $\rho^{2}$ can be diagonalized on the same basis, $\rho^{1}=\sum_{k} \lambda_{k}^{1}|k\rangle\langle k|$ and $\rho^{2}=\sum_{k} \lambda_{k}^{2}|k\rangle\langle k|$, then their trace distance is equal to the Kolmogorov distance between the probability distributions $\left\{\lambda_{k}^{1}\right\}$ and $\left\{\lambda_{k}^{2}\right\}$. For a more detailed comparison between Kolmogorov distance and trace distance, see [3].

## Appendix D

## General bound and non-convexity for correlations of a quantum state

We have used the quantity $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ as a measure for the total amount of correlations of the state $\rho_{S E}$, see in particular Chapter 5 . We will now conjecture a bound for this quantity depending only on the dimensions of the Hilbert spaces $\mathcal{H}_{S}$ and $\mathcal{H}_{E}$, showing that it is saturated by the pure maximally entangled states. We further show by means of example that this measure is not convex on the set of states on $\mathcal{H}_{S} \otimes \mathcal{H}_{E}$.
On the ground of extensive numerical simulations we conjecture that the correlations in an arbitrary state $\rho_{S E}$ on the bipartite Hilbert space $\mathcal{H}_{S} \otimes \mathcal{H}_{E}$ satisfy the inequality

$$
\begin{equation*}
D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right) \leq 1-\frac{1}{N^{2}} \tag{D.1}
\end{equation*}
$$

where $N$ denotes the minimum of the dimensions of $\mathcal{H}_{S}$ and $\mathcal{H}_{E}$. For the example studied in Chapter 5 we have $N=2$ and, hence, $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right) \leq \frac{3}{4}$.
To our knowledge there exists no general mathematical proof for the inequality (D.1). However, one can easily prove that this inequality is saturated if $\rho_{S E}=|\phi\rangle\langle\phi|$ is a pure, maximally entangled state, see Eq. (2.28). To show this, we first note that for a maximally entangled state vector $|\phi\rangle$ the marginal states are given by $\rho_{S}=P_{S} / N$ and $\rho_{E}=P_{E} / N$, where $P_{S}$ and $P_{E}$ are the projections onto the subspaces of $\mathcal{H}_{S}$ and $\mathcal{H}_{E}$, respectively, which are spanned by the local Schmidt basis vectors with nonzero Schmidt coefficients. Hence, $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ is given by $\frac{1}{2}$ times the sum of the absolute eigenvalues of the operator

$$
\begin{equation*}
X=|\phi\rangle\langle\phi|-\frac{1}{N^{2}} P_{S} \otimes P_{E} \tag{D.2}
\end{equation*}
$$

Obviously, $|\phi\rangle$ is an eigenvector of $X$ corresponding to the eigenvalue $1-1 / N^{2}$. Moreover, all vectors which are perpendicular to $|\phi\rangle$ and belong to the support of $P_{S} \otimes P_{E}$ are eigenvectors of $X$ with the eigenvalue $-1 / N^{2}$. Thus, $X$ has one non-degenerate eigenvalue $1-1 / N^{2}$, and one eigenvalue $-1 / N^{2}$ which is $\left(N^{2}-1\right)$-fold degenerate, while all other eigenvalues of $X$ are zero. Therefore we have

$$
\begin{equation*}
D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)=\frac{1}{2}\left[1-\frac{1}{N^{2}}+\left(N^{2}-1\right) \frac{1}{N^{2}}\right]=1-\frac{1}{N^{2}} \tag{D.3}
\end{equation*}
$$

which proves the claim.
The measure of correlations contained in a bipartite state $\rho_{S E}$ is not convex on the set of states on $\mathcal{H}_{S} \otimes \mathcal{H}_{E}$ : a mixture of product states is not generally a product state. Consider the mixed state

$$
\begin{equation*}
\rho_{S E}=\frac{1}{N} \sum_{i=1}^{N}\left|\psi_{S}^{i}, \varphi_{E}^{i}\right\rangle\left\langle\psi_{S}^{i}, \varphi_{E}^{i}\right|, \tag{D.4}
\end{equation*}
$$

and let us denote by $P_{S}$ and $P_{E}$ the projections on the subspaces of $\mathcal{H}_{S}$ and $\mathcal{H}_{E}$ generated by the set of orthonormal vectors $\left\{\left|\psi_{S}^{i}\right\rangle\right\}_{i=1, \ldots N}$ and $\left\{\left|\varphi_{E}^{i}\right\rangle\right\}_{i=1, \ldots N}$ respectively. The state $\rho_{S E}$ is separable and has in particular zero quantum discord in either direction, still its correlations have the finite value

$$
\begin{equation*}
D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)=1-\frac{1}{N} \tag{D.5}
\end{equation*}
$$

Since it is a convex combination of product states with zero correlations, this implies in particular the non-convexity of the considered correlation measure. To prove Eq. (D.5) note that $D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)$ is given by $\frac{1}{2}$ times the sum of the absolute eigenvalues of the operator

$$
\begin{equation*}
Y=\frac{1}{N} P_{S E}-\frac{1}{N^{2}} P_{S} \otimes P_{E} \tag{D.6}
\end{equation*}
$$

where $P_{S E}$ denotes the projection on the subpsace generated by $\left\{\left|\psi_{S}^{i}, \varphi_{E}^{i}\right\rangle\right\}_{i=1, \ldots N}$. One clearly has $P_{S E}<P_{S} \otimes P_{E}$. All vectors in the support of $P_{S E}$ are eigenvectors of $Y$ with the eigenvalue $1 / N-1 / N^{2}$, while vectors orthogonal to $P_{S E}$ but in the support of $P_{S} \otimes P_{E}$ are eigenvectors of $Y$ with the eigenvalue $-1 / N^{2}$. The operator $Y$ thus has two degenerate eigenvalues different from zero: $\left(1 / N-1 / N^{2}\right)$ with multiplicity $N$, and $-1 / N^{2}$ which is $\left(N^{2}-N\right)$-fold degenerate. As a result

$$
D\left(\rho_{S E}, \rho_{S} \otimes \rho_{E}\right)=\frac{1}{2}\left[N\left(\frac{1}{N}-\frac{1}{N^{2}}\right)+\left(N^{2}-N\right) \frac{1}{N^{2}}\right]=1-\frac{1}{N}
$$

## Appendix E

## Measure of non-Markovianity

In this Appendix, we briefly recall the definition and the physical meaning of the non-Markovianity measure based on trace distance which has been introduced in [19, 21]. Moreover, we analyze its relation with P-divisibility, see Sec. (4.2).
As discussed in Appendix C, the trace distance quantifies the distinguishability between quantum states. Its use in order to characterize the dynamics of open quantum systems originates from the idea that a change in the distinguishability of reduced states can be interpreted as an information flow between the open system and the environment. For example, a decrease of trace distance indicates an information flow from the open system to the environment, such that the possibility to discriminate between two reduced states is lowered. The invariance of trace distance under unitary transformations shows that the information is preserved in the evolution of closed systems. On the other hand, given a semigroup dynamics $\{\Lambda(t, 0)\}_{t \geq 0}$, for any pair of initial states $\rho_{S}^{1}(0)$ and $\rho_{S}^{2}(0)$ and for any $t, s \geq 0$, one has

$$
\begin{equation*}
D\left(\rho_{S}^{1}(t+s), \rho_{S}^{2}(t+s) \leq D\left(\rho_{S}^{1}(s), \rho_{S}^{2}(s)\right.\right. \tag{E.1}
\end{equation*}
$$

since the semigroup property implies $\rho_{S}(t+s)=\Lambda(t, 0) \rho_{S}(s)$ and the trace distance cannot increase under positive trace preserving maps, see Eq. (C.6). The monotonically non-increasing behavior of the trace distance indicates that the information flows continuously from the open system to the environment. In $[19,21]$ Markovian quantum dynamics are precisely identified as those dynamics characterized by a unidirectional flow of information from the open system to the environment. Any increase of the trace distance, which indicates a back flow of information from the environment to the open system, is then a signature of non-Markovian dynamics. Consequently, a measure of non-Markovianity $\mathcal{N}(\Lambda)$, for a time evolution described by $\{\Lambda(t, 0)\}_{t \geq 0}$, can be build by introducing the rate

$$
\begin{equation*}
\sigma\left(t, \rho_{S}^{1,2}(0)\right)=\frac{\mathrm{d}}{\mathrm{~d} t} D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right) \tag{E.2}
\end{equation*}
$$

The measure $\mathcal{N}(\Lambda)$ is then defined by integrating $\sigma\left(t, \rho_{S}^{1,2}(0)\right)$ over the time region, let us call it $\Omega_{+}$, where it is positive, and maximizing the result over all possible initial pairs of states, thus coming to

$$
\begin{equation*}
\mathcal{N}(\Lambda)=\max _{\rho_{S}^{1,2}(0)} \int_{\Omega_{+}} \mathrm{d} t \sigma\left(t, \rho_{S}^{1,2}(0)\right) . \tag{E.3}
\end{equation*}
$$

Note that due to the maximization over all initial pairs of state, the non-Markovianity measure defined in Eq. (E.3) is a property of the family of dynamical maps which describes the evolution. Furthermore, this measure of non-Markovianity provides a clear criterion to experimentally detect non-Markovianity: one has to reconstruct, typically by state tomography, different reduced states at different times to check whether the trace distance has increased. No information about the environment or about system-environment interaction is needed. In [215] the transition between Markovian and non-Markovian dynamics by controlling the information flow is realized in an alloptical experiment, while in [216] the dynamics with the highest back flow of information among a class of non-Markovian dynamics is experimentally identified.
The non-Markovianity measure defined in Eq. (E.3) relies on the contractivity of the trace norm under positive and trace preserving maps. This statement can be clarified by means of the following theorem.

Theorem For a bijective evolution $\{\Lambda(t, 0)\}_{t \geq 0}$, i.e. $\Lambda^{-1}(t, 0)$ exists for any $t \geq 0, \mathcal{N}(\Lambda)=$ 0 if and only if the transition map $\Lambda(t, s)$ is a contraction on any traceless self-adjoint operator with respect to the trace norm, for any $t, s \geq 0$.
Proof. Since $\rho_{S}^{1}(s)-\rho_{S}^{2}(s)$ is a traceless operator the " if " part of the theorem is trivial.
Conversely, given an evolution such that $\mathcal{N}(\Lambda)=0$, then

$$
\begin{equation*}
\left\|\Lambda(t, s)\left(\tilde{\rho}_{S}^{1}(s)-\tilde{\rho}_{S}^{2}(s)\right)\right\|_{1} \leq\left\|\tilde{\rho}_{S}^{1}(s)-\tilde{\rho}_{S}^{2}(s)\right\|_{1} \quad \forall \tilde{\rho}_{S}^{1}(s), \tilde{\rho}_{S}^{2}(s) \in \Lambda(s, 0)[\mathcal{S}(\mathcal{H})] \tag{E.4}
\end{equation*}
$$

where $\Lambda(s, 0)[\mathcal{S}(\mathcal{H})]$ indicates the image of the set of statistical operators $\mathcal{S}(\mathcal{H})$ under the map $\Lambda(s, 0)$. Note that $\Lambda(s, 0)[\mathcal{S}(\mathcal{H})]$ and $\mathcal{S}(\mathcal{H})$ have the same dimension since $\Lambda(s, 0)$ is invertible. Then, Eq. (E.4) implies that the same inequality, $\left\|\Lambda(t, s)\left(\rho_{S}^{1}-\rho_{S}^{2}\right)\right\|_{1} \leq\left\|\rho_{S}^{1}-\rho_{S}^{2}\right\|_{1}$, holds for any pair of statistical operators $\rho_{S}^{1}$ and $\rho_{S}^{2}$, which can be shown as follows.
For any pair of states $\rho_{S}^{1}$ and $\rho_{S}^{2}$, there are three states $\tilde{\rho}_{S}^{0}(s), \tilde{\rho}_{S}^{1}(s)$ and $\tilde{\rho}_{S}^{2}(s)$ inside the range of $\Lambda(s, 0)$ such that

$$
\begin{aligned}
\tilde{\rho}_{S}^{1}(s) & =\lambda \rho_{S}^{1}+(1-\lambda) \tilde{\rho}_{S}^{0}(s) \\
\tilde{\rho}_{S}^{2}(s) & =\lambda \rho_{S}^{2}+(1-\lambda) \tilde{\rho}_{S}^{0}(s)
\end{aligned}
$$

with $0 \leq \lambda \leq 1$, where we exploited the convex structure of the set of states and the dimensionality of the range of $\Lambda(s, 0)$. Now, suppose that there is a pair of states $\rho_{S}^{1}$ and $\rho_{S}^{2}$ such that $\| \Lambda(t, s)\left(\rho_{S}^{1}-\right.$ $\left.\rho_{S}^{2}\right)\left\|_{1}>\right\| \rho_{S}^{1}-\rho_{S}^{2} \|_{1}$, but then

$$
\left\|\Lambda(t, s)\left(\tilde{\rho}_{S}^{1}(s)-\tilde{\rho}_{S}^{2}(s)\right)\right\|_{1}=\lambda\left\|\Lambda(t, s)\left(\rho_{S}^{1}-\rho_{S}^{2}\right)\right\|_{1}>\lambda\left\|\rho_{S}^{1}-\rho_{S}^{2}\right\|_{1}=\left\|\tilde{\rho}_{S}^{1}(s)-\tilde{\rho}_{S}^{2}(s)\right\|_{1},
$$

which proves our claim.
The theorem is then proved by observing that any traceless self-adjoint operator can be written as the difference between two statistical operators, by means of the spectral decomposition.

Let us emphasize that this is not enough in order to guarantee that the transition maps $\Lambda(t, s)$ are positive. In the Theorem in Appendix C it is shown that, given a trace preserving map, the positivity is equivalent to the contractivity on every self-adjoint operator. But the contractivity on
traceless self-adjoint operators does not imply the contractivity on all the self-adjoint operators. Consider for simplicity a two-level system, see Sec. (2.2.4). Then, any deformation of the Bloch sphere consisting in a contraction plus a translation such that at least a portion of the Bloch sphere is translated out of the unit ball describes a map which is a contraction on any traceless selfadjoint operator, but which is not positive. Starting from this example, one can see that even if every P-divisible family of dynamical maps $\{\Lambda(t, 0)\}_{t \geq 0}$, see Sec. (4.2), satisfies $\mathcal{N}(\Lambda)=0$, the opposite statement is not true ${ }^{1}$ : there are dynamics with a monotonically decreasing trace distance, but which are not P-divisible. Note that this is the case also for the evolution of the one-point probability of a classical process, where, indeed, the Kolmogorov distance replaces the trace distance, see Sec. (4.1.5) and Appendix C.
Finally, on a two-level system, every bistochastic map which is a contraction on traceless selfadjoint operators is a contraction also on all the self-adjoint operators, so that for a family of bistochastic dynamical maps on a two-level system P-divisibility and Markovianity, according to the measure $\mathcal{N}(\Lambda)$, actually coincide. Any bistochastic map of a two level system can be represented with respect to the basis $\left\{\mathbb{1} / \sqrt{2}, \sigma_{k} / \sqrt{2}\right\}_{k=x, y, z}$, see Eq. (2.77), as

$$
\Lambda=\left(\begin{array}{ll}
1 & \mathbf{0} \\
0 & B
\end{array}\right)
$$

where $B$ is a $3 \times 3$ matrix, while every traceless self-adjoint operator $\gamma$ is associated with a vector $\left(\begin{array}{ll}0 & \boldsymbol{v}\end{array}\right)^{\mathrm{T}}$, with $\boldsymbol{v} \in \mathbb{R}^{3}$. Indeed, $\gamma$ has two opposite eigenvalues, let us say $g$ and $-g$, so that $\|\gamma\|_{1}=|g|$. The operator $\delta=\Lambda \gamma$ is represented by the vector $\left(\begin{array}{cc}0 & B \boldsymbol{v}\end{array}\right)^{\mathrm{T}}$, and let us call its eigenvalues $d$ and $-d$. Then, since $\Lambda$ is a contraction on traceless operators, $\|\delta\|_{1}=\|\Lambda \gamma\|_{1} \leq\|\gamma\|_{1}$, that is $|d| \leq|g|$. Now consider the self-adjoint operator $\gamma^{\prime}$ represented by $\left(\begin{array}{cc}\sqrt{2} a & \boldsymbol{v}\end{array}\right)^{\mathrm{T}}$, with eigenvalues $a+g$ and $a-g$, so that $\left\|\gamma^{\prime}\right\|_{1}=\max \{|a|,|g|\}$. The operator $\delta^{\prime}=\Lambda \gamma^{\prime}$ is represented by $\left(\begin{array}{cc}\sqrt{2} a \quad B \boldsymbol{v}\end{array}\right)^{\mathrm{T}}$, and one has $\left\|\delta^{\prime}\right\|_{1}=\max \{|a|,|d|\}$, so that $\left\|\Lambda \gamma^{\prime}\right\|_{1}=\left\|\delta^{\prime}\right\|_{1} \leq\left\|\gamma^{\prime}\right\|_{1}$. The same can be done for any self-adjoint operator, and then, in the case of bistochastic maps on two-level systems, contractivity on traceless self-adjoint operators guarantees contractivity on every self-adjoint operator. It can be shown that this is no longer true in higher dimensions.

[^35]
## Appendix F

## Fourth order time-convolutionless master equation for the damped two-level system

We here consider the fourth order contribution of the time-convolutionless projection operator technique for the damped two-level system considered in Section 3.2.4. We recall that the third order vanishes for the present model. The fourth order contribution in Eq. (3.88), after expanding $\Sigma(t)$, reads

$$
\begin{align*}
\mathcal{K}_{T C L}^{(4)}(t)= & \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\left[P L(t) L\left(t_{1}\right) L\left(t_{2}\right) L\left(t_{3}\right) P-P L(t) L\left(t_{1}\right) P L\left(t_{2}\right) L\left(t_{3}\right) P\right. \\
& \left.-P L(t) L\left(t_{2}\right) P L\left(t_{1}\right) L\left(t_{3}\right) P-P L(t) L\left(t_{3}\right) P L\left(t_{1}\right) L\left(t_{2}\right) P\right] . \tag{F.1}
\end{align*}
$$

The corresponding contribution to the time-convolutionless master equation for the reduced dynamics is then

$$
\begin{aligned}
K_{\mathrm{TCL}}^{(4)}(t) \rho(t)= & \operatorname{tr}_{E}\left\{\int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\right. \\
& \times\left[P L(t) L\left(t_{1}\right) L\left(t_{2}\right) L\left(t_{3}\right) P \rho(t) \otimes \rho_{E}-P \mathcal{L}(t) L\left(t_{1}\right) P L\left(t_{2}\right) \mathcal{L}\left(t_{3}\right) P \rho(t) \otimes \rho_{E}\right. \\
& \left.\left.-P L(t) L\left(t_{2}\right) P L\left(t_{1}\right) L\left(t_{3}\right) P \rho(t) \otimes \rho_{E}-P L(t) L\left(t_{3}\right) P L\left(t_{1}\right) L\left(t_{2}\right) P \rho(t) \otimes \rho_{E}\right]\right\}
\end{aligned}
$$

We recall that such high order contributions are needed in order to check the appearance, for an environmental state different from the vacuum, of the dephasing term $\sigma_{z} \rho(t) \sigma_{z}-\rho(t)$, which involves expressions with altogether four raising and lowering operators of the two-level system. To consider the fourth order contribution one has to evaluate the four terms given in Eq. (F.2). The last three terms at the right hand side can be obtained applying twice the result Eq. (3.95), thus
obtaining

$$
\begin{align*}
& P L(t) L\left(t_{\alpha}\right) P L\left(t_{\beta}\right) L\left(t_{\gamma}\right) P \rho \otimes \rho_{E}= \\
& {\left[-4 \sigma_{+} \rho \sigma_{-}\left\{\operatorname{Re} f\left(t-t_{\alpha}\right) \operatorname{Re} g\left(t_{\beta}-t_{\gamma}\right)+\operatorname{Re} g\left(t-t_{\alpha}\right) \operatorname{Re} g\left(t_{\beta}-t_{\gamma}\right)\right\}\right.} \\
& -4 \sigma_{-} \rho \sigma_{+}\left\{\operatorname{Re} g\left(t-t_{\alpha}\right) \operatorname{Re} f\left(t_{\beta}-t_{\gamma}\right)+\operatorname{Re} f\left(t-t_{\alpha}\right) \operatorname{Re} f\left(t_{\beta}-t_{\gamma}\right)\right\} \\
& +\sigma_{+} \sigma_{-} \rho f\left(t-t_{\alpha}\right) f\left(t_{\beta}-t_{\gamma}\right)+\rho \sigma_{+} \sigma_{-} f^{*}\left(t-t_{\alpha}\right) f^{*}\left(t_{\beta}-t_{\gamma}\right) \\
& +\sigma_{-} \sigma_{+} \rho g\left(t-t_{\alpha}\right) g\left(t_{\beta}-t_{\gamma}\right)+\rho \sigma_{-} \sigma_{+} g^{*}\left(t-t_{\alpha}\right) g^{*}\left(t_{\beta}-t_{\gamma}\right) \\
& +\sigma_{+} \sigma_{-} \rho \sigma_{+} \sigma_{-}\left\{2 \operatorname{Re}\left[f\left(t-t_{\alpha}\right) f^{*}\left(t_{\beta}-t_{\gamma}\right)\right]+4 \operatorname{Re} g\left(t-t_{\alpha}\right) \operatorname{Re} f\left(t_{\beta}-t_{\gamma}\right)\right\} \\
& +\sigma_{-} \sigma_{+} \rho \sigma_{-} \sigma_{+}\left\{2 \operatorname{Re}\left[g\left(t-t_{\alpha}\right) g^{*}\left(t_{\beta}-t_{\gamma}\right)\right]+4 \operatorname{Re} f\left(t-t_{\alpha}\right) \operatorname{Re} g\left(t_{\beta}-t_{\gamma}\right)\right\} \\
& +\sigma_{-} \sigma_{+} \rho \sigma_{+} \sigma_{-}\left\{f^{*}\left(t-t_{\alpha}\right) g\left(t_{\beta}-t_{\gamma}\right)+g\left(t-t_{\alpha}\right) f^{*}\left(t_{\beta}-t_{\gamma}\right)\right\} \\
& \left.+\sigma_{+} \sigma_{-} \rho \sigma_{-} \sigma_{+}\left\{g^{*}\left(t-t_{\alpha}\right) f\left(t_{\beta}-t_{\gamma}\right)+f\left(t-t_{\alpha}\right) g^{*}\left(t_{\beta}-t_{\gamma}\right)\right\}\right] \otimes \rho_{E} \tag{F.3}
\end{align*}
$$

where the relations $\sigma_{+}^{2}=\sigma_{-}^{2}=0$ have been repeatedly used, together with the assumption $\left[\rho_{E}, n_{k}\right]=0$.
The first term at the right hand side of Eq. (F.2) instead requires the introduction of a four-point correlation function, which is given by

$$
\begin{equation*}
h\left(t_{a}, t_{b}, t_{c}, t_{d}\right)=\mathrm{e}^{i \omega_{0}\left(t_{a}-t_{b}+t_{c}-t_{d}\right)} \operatorname{tr}_{E}\left\{B\left(t_{a}\right) B^{\dagger}\left(t_{b}\right) B\left(t_{c}\right) B^{\dagger}\left(t_{d}\right) \rho_{E}\right\} \tag{F.4}
\end{equation*}
$$

with $B(t)$ as in Eq. (3.91). An explicit evaluation of $P L(t) L\left(t_{1}\right) L\left(t_{2}\right) \mathcal{L}\left(t_{3}\right) P \rho \otimes \rho_{E}$ together with the repeated use of Eq. (F.3) then leads to the desired result, which can be obtained with a straightforward though very lengthy calculation. The fourth order contribution reads

$$
\begin{align*}
K_{\mathrm{TCL}}^{(4)}(t) \rho(t)= & i\left[\mathfrak{p}_{I}(t)+\mathfrak{r}_{I}(t)+\mathfrak{v}_{I}(t)\right]\left[\sigma_{+} \sigma_{-}, \rho(t)\right]+\mathfrak{t}(t)\left[\sigma_{+} \rho(t) \sigma_{-}-\frac{1}{2}\left\{\sigma_{-} \sigma_{+}, \rho(t)\right\}\right] \\
& +\mathfrak{u}(t)\left[\sigma_{-} \rho(t) \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho(t)\right\}\right]+\frac{1}{4}\left[\mathfrak{q}(t)+\mathfrak{s}(t)+2 \mathfrak{v}_{R}(t)\right]\left[\sigma_{z} \rho \sigma_{z}-\rho\right], \tag{F.5}
\end{align*}
$$

where in analogy to the notation of Eq. (3.97) we use the Fraktur character to denote the triple integral over time of the function with the corresponding Roman letter, for example

$$
\begin{equation*}
\mathfrak{p}(t)=\int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3} p\left(t, t_{1}, t_{2}, t_{3}\right) \tag{F.6}
\end{equation*}
$$

The functions determining the coefficients appearing in Eq. (F.5) are given in terms of the above introduced two- and four-points correlation functions of the model according to the expressions

$$
\begin{align*}
p\left(t, t_{1}, t_{2}, t_{3}\right)= & -\sum_{\alpha \beta \gamma} f\left(t-t_{\alpha}\right) f\left(t_{\beta}-t_{\gamma}\right)+h\left(t, t_{1}, t_{2}, t_{3}\right) \\
q\left(t, t_{1}, t_{2}, t_{3}\right)= & -2 \sum_{\alpha \beta \gamma}\left\{\operatorname{Re}\left[f\left(t-t_{\alpha}\right) f^{*}\left(t_{\beta}-t_{\gamma}\right)\right]+2 \operatorname{Re} g\left(t-t_{\alpha}\right) \operatorname{Re} f\left(t_{\beta}-t_{\gamma}\right)-\operatorname{Re} h\left(t_{\alpha}, t, t_{\beta}, t_{\gamma}\right)\right\} \\
r\left(t, t_{1}, t_{2}, t_{3}\right)= & g\left(t-t_{2}\right) g\left(t_{1}-t_{3}\right)+g\left(t-t_{3}\right) g\left(t_{1}-t_{2}\right)+f\left(t_{1}-t\right) f\left(t_{3}-t_{2}\right)-h\left(t_{1}, t, t_{3}, t_{2}\right) \\
s\left(t, t_{1}, t_{2}, t_{3}\right)= & -2 \sum_{\alpha \beta \gamma}\left\{\operatorname{Re}\left[f\left(t-t_{\alpha}\right) f\left(t_{\gamma}-t_{\beta}\right)\right]+2 \operatorname{Re} f\left(t-t_{\alpha}\right) \operatorname{Re} g\left(t_{\beta}-t_{\gamma}\right)-\operatorname{Re} h\left(t, t_{\alpha}, t_{\gamma}, t_{\beta}\right)\right\} \\
t\left(t, t_{1}, t_{2}, t_{3}\right)= & 2 \sum_{\alpha \beta \gamma}\left\{\operatorname{Re}\left[f\left(t-t_{\alpha}\right) f\left(t_{\gamma}-t_{\beta}\right)\right]+\operatorname{Re}\left[g\left(t-t_{\alpha}\right) g\left(t_{\beta}-t_{\gamma}\right)\right]\right. \\
& \left.+2 \operatorname{Re} f\left(t-t_{\alpha}\right) \operatorname{Re} g\left(t_{\beta}-t_{\gamma}\right)-\operatorname{Re} h\left(t, t_{\alpha}, t_{\gamma}, t_{\beta}\right)\right\} \\
& +2\left\{\operatorname{Re}\left[f\left(t_{1}-t\right) f\left(t_{3}-t_{2}\right)\right]-\operatorname{Re}\left[g\left(t-t_{1}\right) g\left(t_{2}-t_{3}\right)\right]-\operatorname{Re} h\left(t_{1}, t, t_{3}, t_{2}\right)\right\} \\
u\left(t, t_{1}, t_{2}, t_{3}\right)= & 2 \sum_{\alpha \beta \gamma}\left\{\operatorname{Re} f\left(t-t_{\alpha}\right) \operatorname{Re} f\left(t_{\beta}-t_{\gamma}\right)+2 \operatorname{Re} g\left(t-t_{\alpha}\right) \operatorname{Re} f\left(t_{\beta}-t_{\gamma}\right)-\operatorname{Re} h\left(t_{\alpha}, t, t_{\beta}, t_{\gamma}\right)\right\} \\
& -2 \operatorname{Re} h\left(t, t_{1}, t_{2}, t_{3}\right) \\
v\left(t, t_{1}, t_{2}, t_{3}\right)= & 2 \sum_{\alpha \beta \gamma}\left\{f\left(t_{\alpha}-t\right) f\left(t_{\gamma}-t_{\beta}\right)-h\left(t_{\alpha}, t, t_{\gamma}, t_{\beta}\right)\right\}, \tag{F.7}
\end{align*}
$$

where the following summation convention has been used

$$
\begin{equation*}
\sum_{\alpha \beta \gamma} \psi\left(t_{\alpha}, t_{\beta}, t_{\gamma}\right)=\psi\left(t_{1}, t_{2}, t_{3}\right)+\psi\left(t_{2}, t_{1}, t_{3}\right)+\psi\left(t_{3}, t_{1}, t_{2}\right) \tag{F.8}
\end{equation*}
$$

Including terms up to fourth order one therefore has the expression Eq. (3.98) with time dependent coefficients given by the identifications

$$
\begin{align*}
\gamma_{s}(t) & =-\mathfrak{f}(t)-\mathfrak{g}(t)+\mathfrak{p}(t)+\mathfrak{r}(t)+\mathfrak{v}(t) \\
\gamma_{+}(t) & =2 \mathfrak{f}_{R}(t)+\mathfrak{t}(t) \\
\gamma_{-}(t) & =2 \mathfrak{g}_{R}(t)+\mathfrak{u}(t) \\
\gamma_{d}(t) & =\mathfrak{q}(t)+\mathfrak{s}(t)+2 \mathfrak{v}_{R}(t) . \tag{F.9}
\end{align*}
$$
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[^0]:    ${ }^{1}$ From now on, we will use the more common expression positive definite operator.

[^1]:    ${ }^{2}$ This is a consequence of the general theory on compact self-adjoint operators on Hilbert spaces (every trace class operator is compact [36]): the nonzero eigenvalues have finite dimensional eigenspaces and, in the case of an infinite dimensional Hilbert space, the sequence of eigenvalues converges to 0 .

[^2]:    ${ }^{3}$ At least in the bipartite case; one can see the above mentioned reference also for a discussion of multipartite entanglement, i.e. the entanglement related to composite quantum systems with more than two parts, associated with Hilbert spaces of the form $\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes \ldots \otimes \mathcal{H}_{n}$.

[^3]:    ${ }^{4}$ All the norms on a finite-dimensional normed space are equivalent [36]. Two norms $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ on a normed space $\mathcal{V}$ are equivalent if there are positive constants $C$ and $C^{\prime}$ such that, for all $v \in \mathcal{V}$, it holds $C\|v\|_{1} \leq\|v\|_{2} \leq$ $C^{\prime}\|v\|_{1}$.

[^4]:    ${ }^{5}$ Strictly speaking, $\Lambda$ has only to preserve the trace of positive definite operators. But if a map is trace preserving on positive operators, then is it so for any operator $A \in \mathcal{L}\left(\mathbb{C}^{N}\right)$. This is shown by writing $A=A^{a}+i A^{b}$, with $A^{a}=\left(A^{\dagger}+A\right) / 2$ and $A^{b}=i\left(A^{\dagger}-A\right) / 2$ self-adjoint operators, then dividing both $A^{a}$ and $A^{b}$ into a positive and a negative part by means of the spectral decomposition and, finally, employing the linearity of the trace.
    ${ }^{6}$ We refer to the case of a finite-dimensional Hilbert space, treated by Choi in [52]. The theorem by Kraus [53] is more general since it applies to linear maps on the $C^{*}$-algebra $\mathcal{B}(\mathcal{H})$ of bounded linear operators on a possibly infinite-dimensional Hilbert space $\mathcal{H}$.

[^5]:    ${ }^{7}$ Indeed, this is the case for every orthonormal basis in $\mathcal{L}\left(\mathbb{C}^{N}\right)$ used to expand the linear map $\Lambda$ in Eq.(2.50): the matrices of coefficients $\Lambda^{\prime}$ and $\bar{\Lambda}^{\prime}$ with respect to two different orthonormal bases are simply related by $\bar{\Lambda}^{\prime}=\mathrm{V} \Lambda^{\prime} \mathrm{V}^{\dagger}$, with V unitary matrix.

[^6]:    ${ }^{8}$ Indeed, from Eqs. (2.58) and (2.59) one can easily generalize the definition of complete positivity to linear maps defined from $\mathcal{T}\left(\mathcal{H}_{S E}\right)$ to $\mathcal{T}\left(\mathcal{H}_{S}\right)$

[^7]:    ${ }^{9}$ This family of dynamical maps is only defined for $t \geq t_{0}$ since the dynamics of an open system is irreversible. More precisely, a linear, trace preserving and completely positive map can be inverted by another linear, trace preserving and completely positive map if and only it is unitary [46].

[^8]:    ${ }^{1}$ In any case, given a stationary $\rho_{E}$, one can always define a new interaction Hamiltonian with a shifted origin of the energy such that this relation holds [63].

[^9]:    ${ }^{2}$ For the sake of clarity, we emphasize that in the following we will refer to this and the next equation to indicate generic integrodifferential and time-local master equations, respectively, not necessarily obtained by projection operator techniques, neither necessarily equivalent to the full unitary evolution. We have employed the notation $\mathcal{K}_{T C L}$ for a time-local generator acting on the total system and obtained by projection operator techniques, while we use $K_{T C L}$ for a generic time-local generator acting on the reduced system and $\mathrm{K}_{\mathrm{TCL}}$ for the matrix associated with its representation given by Eqs. (2.41) and (2.42), see Sec. (2.2.1). Fully analogous notations are used for the memory kernel.

[^10]:    ${ }^{3}$ Given a normed space $X$ and a function $f: \mathbb{R} \rightarrow X$, one says that $f$ can be derived in $\bar{t} \in \mathbb{R}$ if there is an element $x \in X$ such that the following implication holds: $\left\{h_{n}\right\}, h_{n} \in \mathbb{R}, h_{n} \neq 0 \forall n,\left|h_{n}\right| \rightarrow 0 \Rightarrow\left\|\frac{f\left(\bar{t}+h_{n}\right)-f(\bar{t})}{h_{n}}-x\right\| \rightarrow 0$, and $x$ is the derivative of $f$ in $\bar{t}$.

[^11]:    ${ }^{4}$ Positivity would be in general even more difficult to be verified than complete positivity, since it is connected to the action of the map on the whole set of states, rather than to the eigenvalues of the corresponding Choi matrix, see section (2.2).
    ${ }^{5}$ The time-local master equation (3.18) per se implies that the two conditions in Eq. (3.33) are satisfied if $K_{\mathrm{TCL}}(t)$ is applied to operators into the image of $\Lambda(t, 0)$. But if the latter is invertible, than its image has the same dimensionality of $\mathcal{L}\left(\mathbb{C}^{N}\right)$ and then the two conditions can be extended to the whole space of linear operators. For our purposes, one could equivalently start by assuming the validity of Eq. (3.33).

[^12]:    ${ }^{6}$ In fact, the time-local generator in Eq. (3.45) satisfies Eq. (3.33), while the memory kernel in Eq. (3.46) satisfies the analogous relations in Laplace transform. Then, by means of, respectively, Eq. (3.26) and Eq. (3.27), one has that the corresponding evolution maps are trace and hermiticity preserving.

[^13]:    ${ }^{7}$ Every linear map $L \in \mathcal{L}\left(\mathbb{C}^{N}\right)$ on the finite dimensional Hilbert space $\mathbb{C}^{N}$ generates a norm continuous semigroup through Eq. (3.100), see Eq. (B.11).

[^14]:    ${ }^{8}$ Indeed, in physical applications this condition is often not satisfied since the Hamiltonian as well as the linear operators $\sigma_{\alpha}$ can be unbounded. However, all known examples for generators of completely positive quantum dynamical semigroup are in Lindblad form, or can be written in Lindblad form by small modifications.

[^15]:    ${ }^{9}$ In Appendix E it is shown how this concept can be formulated more rigorously by means of trace distance.

[^16]:    ${ }^{10}$ By this expression we mean those states $\rho(s)$ which can be written as $\rho(s)=\Lambda(s, 0) \rho(0)$ for some $\rho(0)$, i.e. those states which belong to the image of the set of states under $\Lambda(s, 0)$.

[^17]:    ${ }^{11} \mathrm{An}$ example is given by the translated gaussian $a+\mathrm{e}^{\left(t-t_{0}\right)^{2} / \sigma^{2}} / b$, for a proper choice of $a, b, t_{0}$ and $\sigma$.

[^18]:    ${ }^{1}$ Even if the conditional probability $p_{1 \mid 1}$ of a given process satisfies the Chapman-Kolmogorov equation, the process is not necessarily Markovian [106, 107]. However, in the following we will focus on a more limited question, namely the different role played by the evolution of, respectively, the one-point probability $p_{1}$ and the conditional probability $p_{1 \mid 1}$.

[^19]:    ${ }^{2}$ A counting process is a stochastic process $\{N(t), t \geq 0\}$ representing the total number of events that occur up to time $t$. More precisely, it is an integer-valued stochastic process such that $N(t) \geq 0$ and if $s<t$, then $N(s) \leq N(t)$. Moreover, for $s<t, N(t)-N(s)$ equals the number of events which occur in the interval $(s, t]$.

[^20]:    ${ }^{3}$ The one-point probability for such a renewal process is given by

    $$
    p(n, t)=\mathrm{e}^{-\lambda t}\left(\frac{(\lambda t)^{2 n}}{(2 n)!}+\frac{(\lambda t)^{2 n+1}}{(2 n+1)!}\right)
    $$

[^21]:    ${ }^{4}$ The problem of detecting those equations of motion for $\boldsymbol{p}(t)$ which describe a well-defined time evolution is as difficult to solve as the corresponding problem for the statistical operator $\rho(t)$, see e.g. [120].

[^22]:    ${ }^{5}$ Moreover, note that the two measures can order in different ways a class of quantum dynamics on the basis of the degree of non-Markovianity [128].

[^23]:    ${ }^{1}$ Note that a selective measurement, see Appendix A, of an observable of the open system associated with a nondegenerate self-adjoint operator actually prepares a product state. However, if the measurement is performed when the open system and the environment are correlated because of their earlier interaction, the state of the environment will be modified as well [132].

[^24]:    ${ }^{2}$ An affine map on the set of statistical operator can always be rewritten as a linear map [49, 147].
    ${ }^{3}$ Depending on the explicit form of the unitary evolution $U(t, 0)$ there can be correlation parameters which does not affect this definition of the reduced maps; namely, those $g_{n m}(0)$ associated with $\sum_{k}\left\langle u_{k}\right| U(t, 0) \sigma_{n} \otimes$ $\tau_{m} U^{\dagger}(t, 0)\left|u_{k}\right\rangle=0$ in Eq. (5.6). In this case, different total initial states $\rho_{S E}^{k}(0)$ that correspond to the same reduced initial state $\rho_{S}(0)$ evolve into possibly different final states $\rho_{S E}^{k}(t)$, but with the same reduced state $\rho_{S}(t)$.

[^25]:    ${ }^{4}$ Note that for a fixed unitary evolution one can have completely positive reduced dynamical maps even for more general class of initial total states. As a peculiar example, it has been proved [153] that one can introduce completely positive reduced dynamical maps for an arbitrary initial total state if (and only if) the overall unitary evolution is locally unitary, i.e. $U(t, 0)=U_{S}(t, 0) \otimes U_{E}(t, 0)$.

[^26]:    ${ }^{5}$ We emphasize that the information as described by means of trace distance has to be understood as a relative information, since it is accessed through the comparison of two different states.

[^27]:    ${ }^{6}$ This is due to the large waist of the laser of our experimental setup [172, 173].

[^28]:    ${ }^{7}$ The polarization of the photons generated in the second crystal can be considered horizontal, with respect to the coordinate system of the laboratory, since we deal with small generation angles.

[^29]:    ${ }^{8}$ Explicitly, the total state evolved from $\tilde{\rho}_{S E}(0)=\rho_{S}^{2}(0) \otimes \rho_{E}^{2}(0)$, for a generic value of the evolution parameter $\alpha$, is given by $\tilde{\rho}_{S E}(\alpha)=\frac{1}{2}\left(\rho_{S E}^{1}(\alpha)+\left|\varphi_{S E}(\alpha)\right\rangle\left\langle\varphi_{S E}(\alpha)\right|\right)$ with

    $$
    \left|\varphi_{S E}(\alpha)\right\rangle=\frac{1}{\sqrt{2}} \int \mathrm{~d} \theta_{s} \mathrm{~d} \theta_{i} g\left(\theta_{s}\right) g\left(\theta_{i}\right) \mathrm{e}^{i f\left(\theta_{s}\right)}\left(\left|H \theta_{s} \omega_{s}\right\rangle\left|H \theta_{i} \omega_{i}\right\rangle+e^{i \alpha \theta_{s}}\left|V \theta_{s} \omega_{s}\right\rangle\left|V \theta_{i} \omega_{i}\right\rangle\right)
    $$

    By taking the partial trace over the momentum degrees of freedom, one can immediately check that $\tilde{\rho}_{S}(\alpha)=\rho_{S}^{1}(\alpha)$.

[^30]:    ${ }^{9}$ Due to the incommensurability of the frequencies, there is no time $t$ at which $D\left(\rho_{S}^{1}(t), \rho_{S}^{2}(t)\right)$ attains the supremum.

[^31]:    ${ }^{1}$ In [194] this is explicitly shown for the dynamics of a quantum Brownian particle, by recasting the total system in a semi-infinite chain with nearest-neighbor interaction.

[^32]:    ${ }^{2}$ Starting from the generalized Lindblad structure in Eq. (6.7), the Lindblad structure in Eq. (6.1) can be seen as the Lindblad structure on an extended Hilbert space introduced in Sec. (5.1.2), that preserves the block diagonal structure, see Eq. (5.20). Note that here the auxiliary Hilbert space is identified with the Hilbert space associated with the internal degrees of freedom.

[^33]:    ${ }^{3}$ The map in Eq. (6.30) is well defined since we are considering bounded generators $L_{k}$, see Eq. (B.11).

[^34]:    ${ }^{1}$ This situation is often described by saying that the outcome of the measurement is not known. But, according to the formulation of quantum mechanics we are adopting here, it is not the mere knowledge of the outcome of a measurement that modifies the state of the system, but, instead, the selection over the ensemble that is performed on the basis of such knowledge.

[^35]:    ${ }^{1}$ In Sec. (4.2.3) we provided some examples of evolutions with non-Markovianity measure $\mathcal{N}(\Lambda)=0$, but which are not CP-divisible. Nevertheless, those evolutions are P-divisible.

