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Introduction

In quantum information and quantum computing the information of a quantum system is encoded in its state \([1]\). The knowledge of the state is equivalent to know the results of the measurements performed on the system. In particular, the state of a quantum system encodes the values of some quantities that are not directly accessible either in principle or due to experimental impediments. This is the case of relevant quantities like the entanglement and purity that cannot correspond to any observable \([2]\) or the coupling constant of a many-body Hamiltonian \([3]\) and the noise parameter in open quantum systems \([4]\).

In all these cases, one has to resort to indirect measurement and infer the value of the quantity of interest from its influence on a given probe. Indeed, when estimating an unknown parameter in a quantum system, we typically prepare a probe, let it interact with the system, and then measure the probe. If the physical mechanism which governs the system dynamics is known, we can deduce the value of the parameter by comparing the input and output states of the probe \([5]\). This process is known as quantum parameter estimation and it can be properly addressed in the framework of the quantum estimation theory (QET) or quantum discrimination theory (QDT) according to the parameter belongs to a continuous or to a discrete set of values.

The powerful theoretical framework of quantum information can be applied to very different physical systems, to discrete and continuous variable systems as for example simple qubits or light modes, as well as to many-body systems either bosonic or fermionic.

The aim of this thesis is to characterize quantum states and parameters of systems that are of particular interest for quantum technologies. In the first part of the thesis, we will consider infinite-dimensional systems, the so-called continuous variable systems, and in particular Gaussian states that are a very significant class of quantum states for two reasons. First, they have a very simple mathematical characterization that allows for the derivation of otherwise highly nontrivial results and second, they describe accurately states of light that are realized with current technology. In this framework, we address the
estimation of quantities characterizing single-mode Gaussian states as the displacement and squeezing parameter and we study the improvement in the parameter estimation by introducing a Kerr nonlinearity. Moreover, we address the discrimination of noisy channels by means of Gaussian states as probe states and consider two problems: the detection of a lossy channel against the alternative hypothesis of an ideal lossless channel and the discrimination of two Gaussian noisy channels.

In the last part of the thesis, we consider a paradigmatic example of a many-body system which undergoes a second order quantum phase transition: the quantum Ising model in a transverse magnetic field. We will exploit the recent results about the geometric approach to quantum phase transitions to derive the optimal estimator of the coupling constant of the model at zero temperature in both cases of few spins and in the thermodynamic limit. We also analyze the effects of temperature and the scaling properties of the estimator of the coupling constant. Finally, we consider the discrimination problem for two ground states or two thermal states of the model.

The thesis is organized in three chapters. In the first chapter we introduce the basic notions that we need to proceed with the quantum state estimation and discrimination. The second and third chapters are devoted to continuous variable systems and to fermionic systems respectively. In both we address the estimation of some quantities of interest for those systems and the discrimination between quantum states.
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In this chapter we introduce the basic concepts and notations used throughout the thesis. We start in section 1.1 by reviewing the fundamental postulates of quantum mechanics given in terms of density matrices, positive operator valued measures and completely positive maps. We then consider some distinguishability measures for quantum states that are widely used in quantum information. In section 1.3 we introduce the fundamental notions about local quantum estimation theory, in particular we review the classical and quantum Cramer-Rao bound along with the definition of the classical and quantum Fisher information. Estimability of a parameter will be then defined in terms of the quantum signal-to-noise ratio and the number of measurements needed to achieve a given relative error. We also discuss the relation existing between quantum estimation and the geometric properties of the Hilbert space, by showing the connections between the quantum Fisher information and the Bures distance. Finally, in section 1.4 we present the main concepts of quantum state discrimination theory and we concentrate on the Bayes minimum error probability strategy by defining the error probability. We review the classical and quantum Chernoff bound and then consider the connections between the quantum Chernoff bound and some distance measures as the fidelity and the trace distance. We also address the Naiman-Pearson strategy as an alternative approach of quantum state discrimination which basically consists into maximizing the detection probability at fixed false alarm.
1. Estimation and discrimination of quantum states

1.1 Basics of quantum mechanics

Quantum theory is a mathematical model of the physical world. It does provide a mathematical and conceptual framework for the development of the laws to which a physical system must obey through some postulates [1, 6, 7]. They, for example, assign an operational meaning to the concept of quantum system that is a useful abstraction, but it does not really exist in nature [8]. In general a quantum system is defined by an equivalence class of preparations. For example, there are many equivalent macroscopic procedures for producing what we call a photon, or a free hydrogen atom, etc. The equivalence of different preparations procedures should be verifiable by suitable tests. Quantum states can be given a clear operational definition, based on the notion of test. A state is characterized by the probabilities of the various outcomes of every conceivable test.

1.1.1 The postulates

The following postulates give a connection between the physical world and the mathematical formalism of quantum mechanics.

1. Each quantum mechanical system is associated to a Hilbert space \( \mathcal{H} \).

A Hilbert space is a complex vector space whose vectors are denoted with \( |\psi\rangle \). It has an inner product \( \langle \psi|\phi \rangle \) that maps a pair of vectors to \( \mathbb{C} \) with the following properties:

- Positivity: \( \langle \psi|\psi \rangle > 0 \) for \( |\psi\rangle = 0 \)
- Linearity: \( |\phi\rangle(a|\psi_1\rangle + b|\psi_2\rangle) = a\langle \phi|\psi_1 \rangle + b\langle \phi|\psi_2 \rangle \)
- Skew symmetry: \( \langle \phi|\psi \rangle = \langle \psi|\phi \rangle^* \)

Moreover, it is complete in the norm \( ||\psi|| = \langle \psi|\psi \rangle^{1/2} \).

2. The physical states of a quantum mechanical system are described by statistical operators acting on the Hilbert space.

3. An observable is a property of the physical system that in principle can be measured. It is described by a self-adjoint operator acting on the Hilbert space.

A self-adjoint operator \( A \) on a Hilbert space \( \mathcal{H} \) is a linear operator \( \mathcal{H} \to \mathcal{H} \) which satisfies

\[
\langle Ax|y \rangle = \langle x|Ay \rangle
\]  

(1.1)
for \( x, y \in \mathcal{H} \). Self-adjoint operators on a finite dimensional Hilbert space \( \mathbb{C}^n \) are \( n \times n \) self-adjoint matrices. A self-adjoint matrix admits a spectral decomposition \( A = \sum \lambda_i |x_i \rangle \langle x_i| \), where \( \lambda_i \) are the different eigenvalues of \( A \) and \( E_i = |x_i \rangle \langle x_i| \) the orthogonal projection onto the subspace spanned by the eigenvectors corresponding to the eigenvalue \( \lambda_i \). The \( E_i \)'s satisfy

\[
E_i E_j = \delta_{ij} E_i \\
E_i^\dagger = E_i
\] (1.2)

Any density matrix \( \varrho \) can be written in the form

\[
\varrho = \sum_i \lambda_i |x_i \rangle \langle x_i|
\] (1.3)

by means of unit vectors \( |x_i \rangle \) and coefficients \( \lambda_i \geq 0, \sum_i \lambda_i = 1 \).

Quantum mechanics is not deterministic. If we prepare two identical systems in the same state and we measure the same observable on each, the result of the measurement may not be the same. This indeterminism or stochastic feature is fundamental.

4. In quantum mechanics, the numerical outcome of a measurement of the observable \( A \) is an eigenvalue of \( A \); right after the measurement, the quantum state is an eigenstate of \( A \) with the measured eigenvalue. If the quantum state just prior to the measurement is \( |\psi \rangle \), then the outcome \( \lambda_i \) is obtained with probability

\[
p(\lambda_i) = \langle \psi | E_i | \psi \rangle
\] (1.4)

and the state after the measurement becomes

\[
|\psi_i \rangle = \frac{E_i |\psi \rangle}{\sqrt{p(\lambda_i)}}
\] (1.5)

5. The time evolution \( U_t \) of a quantum state is unitary; it acts on a quantum state \( |\psi \rangle \) as:

\[
|\phi(t) \rangle = U_t |\psi \rangle
\]

and it is generated by a self-adjoint operator \( H \) called the Hamiltonian of the system \( U_t = \exp\{-iHt\} \). The evolution of the state is given by the Schrodinger equation

\[
\frac{d}{dt} |\psi(t) \rangle = -iH |\psi(t) \rangle.
\] (1.6)

These axioms provide a perfectly acceptable formulation of the quantum theory when we consider a close quantum system. Most of the time the quantum system is not close but it interacts with an environment and then the measurements are not orthogonal projections and the evolution is not unitary.
1. Estimation and discrimination of quantum states

The density operator

The formalism of the density operator provides convenient means for describing quantum systems whose state is not completely known. Suppose a quantum system is in one of a number of states \( \{|\psi_i\rangle\} \), where \( i \) is an index, with respective probabilities \( p_i \). We shall call \( \{p_i, |\psi_i\rangle\} \) an ensemble of pure states. The density operator for the system is defined by the equation (1.3) as

\[
\varrho = \sum_i p_i |\psi_i\rangle\langle\psi_i|
\]

and it has the following properties

- \( \varrho \) is self-adjoint
- \( \varrho \) is positive
- \( \text{Tr}[\varrho] = 1 \).

If the system is in a pure state \( |\psi\rangle \), then \( \varrho = |\psi\rangle\langle\psi| \) and we have that \( \varrho^2 = \varrho \). If the state of the system is not pure (mixed state), then \( \varrho \) describes an ensemble of pure states and \( \varrho^2 \neq \varrho \).

1.1.2 Generalized measurement

Let us examine the properties of a generalized measurement that can be realized on the system \( A \) by performing orthogonal measurements on a larger system that contains \( A \). Consider that the system \( A \) is extended to a tensor product \( \mathcal{H}_A \otimes \mathcal{H}_B \) and that the system \( A \) and \( B \) are described by the density operators \( \varrho_A \) and \( \sigma_B \) respectively. Suppose that the two states are coupled with the unitary evolution \( U \) and that after the interaction a measurement on the system \( B \) is performed by the operator \( I_A \otimes E_i \). The probability for the outcome \( i \) of such a measurement is given by

\[
p_i = \text{Tr}_{AB}[U(\varrho_A \otimes \sigma_B)U^\dagger \Pi_i \otimes E_i] = \text{Tr}_{AB}[(\varrho_A \otimes \sigma_B)U^\dagger \Pi_i \otimes E_i U] = \text{Tr}_A[\varrho_A \Pi_i]
\]

where we have introduced the operator \( \Pi_i \)

\[
\Pi_i = \text{Tr}_B[\Pi_A \otimes \sigma_B U^\dagger \Pi_A \otimes E_k U]
\]

which is an operator that acts on the Hilbert space of the system \( A \) only, allowing us to obtain the statistic of a measure without considering the whole quantum system. Here \( \text{Tr}_A \) and \( \text{Tr}_B \) denote the partial traces over the two subsystems. The operators \( \Pi_i \) are positive operators, i.e. Hermitian operators with nonnegative eigenvalues

\[
\Pi_i \geq 0,
\]
because they are obtained from the partial trace of two positive operators. Moreover they satisfy the relation

$$\sum_i \Pi_i = \mathbb{I}. \tag{1.10}$$

These two properties are the defining properties of a POVM (Positive Operator-Valued Measure). Note that as opposed to the case of a projective measurement (1.2), the set of operators satisfying (1.9) and (1.10) do not need to commute with each other.

There exists a theorem which assures that any POVM can be realized by considering orthogonal measurements in a space larger than $\mathcal{H}_A$.

**Theorem 1 Naimark [9]:** For any given POVM $\sum_x \Pi_x = \mathbb{I}$, $\Pi_x \geq 0$ on a Hilbert space $\mathcal{H}_A$, there exists a Hilbert space $\mathcal{H}_B$, a state $\varrho_B = |\omega_B\rangle\langle\omega_B|$, a unitary operation $U$ in $\mathcal{H}_A \otimes \mathcal{H}_B$ and a projective measurement $P_x$, $P_x P_{x'} = \delta_{xx'}P_x$ on $\mathcal{H}_B$ such that

$$\Pi_x = \text{Tr}_B[I \otimes \varrho_B U^\dagger I \otimes P_x U] \tag{1.11}$$

The meaning of the theorem is the following: in measuring a quantity of interest on a physical system, one generally deals with a larger system that involves additional degrees of freedom besides those of the system itself. These additional physical objects are usually referred to as the apparatus or the ancilla. The measured quantity may be always described by a standard observable on a larger Hilbert space describing both the system and the apparatus. When we trace out the degrees of freedom of the apparatus, we are generally left with a POVM rather than a projective measurement. Conversely, any POVM, i.e. a set of positive operators providing a resolution of the identity, describes a generalized measurement which may be always implemented as a standard measurement in a larger Hilbert space.

### 1.1.3 Completely positive map

Completely positive maps arise naturally in quantum information theory and in other situations in which one wishes to restrict attention to a quantum system that should properly be considered a subsystem of a larger system with which it interacts. In such situations, the system of interest is described by a Hilbert space $\mathcal{H}_A$ and the larger system by $\mathcal{H}_A \otimes \mathcal{H}_B$. The state of the system is described by $\varrho \otimes |\phi\rangle\langle\phi|$ and it evolves by means of a unitary evolution $U$. We are interested in the system $A$ alone, therefore after the
interaction, the density matrix of system $A$ will be

$$
\rho_A' = \text{Tr}_B[U \rho \otimes |\phi\rangle\langle\phi| U^\dagger] \\
= \sum_s \langle s | U \rho \otimes |\phi\rangle\langle\phi| U^\dagger |s \rangle \\
= \sum_s \langle s | U |\phi\rangle \rho_A \langle \phi | U^\dagger |s \rangle \\
= \sum_s M_s \rho_A M_s^\dagger \\
= \mathcal{E}(\rho)
$$

(1.12)

where $\{|s\rangle\}$ is an orthonormal basis for $\mathcal{H}_B$ and $M_s = \langle s | U |\phi\rangle$ is an operator acting on $\mathcal{H}_A$. From the unitarity of $U$ it follows that

$$
\sum_s M_s^\dagger M_s = \mathbb{I}.
$$

(1.13)

Eq. (1.12) defines a linear map that takes linear operators to linear operators and it is called a quantum operation. Then we define a quantum operation a map $\mathcal{E} : \rho \rightarrow \mathcal{E}(\rho)$ which satisfies the following properties:

- $\mathcal{E}$ is linear
- $\mathcal{E}$ is trace preserving: $\text{Tr}[\mathcal{E}(\rho)] = \text{Tr} \left[ \sum_s M_s \rho M_s^\dagger \right] = \text{Tr}[\rho \sum_s M_s^\dagger M_s] = \text{Tr}[\rho]$  
- $\mathcal{E}$ preserves the hermiticity: if $\rho$ is self-adjoint then $\mathcal{E}(\rho)$ is self-adjoint
- $\mathcal{E}$ is completely positive: considering any possible extension of $\mathcal{H}_A$ to a tensor product $\mathcal{H}_B$, then $\mathcal{E}$ is completely positive on $\mathcal{H}_A$ if $\mathcal{E} \otimes \mathbb{I}_B$ is positive for all such extensions.

Such maps are called the Kraus operator [10][11] and they are important because they provide a formalism to discuss the theory of decoherence, the evolution of pure states into mixed states. Unitary evolution of $\rho_A$ is the special case in which there is only one term in the operator sum (1.12) and this is the only case where the operator $\mathcal{E}$ is invertible.

### 1.2 Distinguishability measures for quantum states

In this section we briefly review the notion of distance between quantum states or statistical distance [12], i.e. a distance measure that consider in its definition the statistical fluctuations associated with a sample of measurement. Because of this statistical error, one cannot distinguish between quantum preparations that have a difference in the probabilities smaller than the statistical fluctuations. Wootters first introduced this idea of
distinguishability in [13]: “If a finite ensemble of identically prepared quantum systems
is analyzed by some fixed measuring device, the observed frequencies of occurrence of the
various outcomes typically differ somewhat from the actual probabilities”.

Classical theory gives us several ways to distinguish between two probability distribu-
tions and the idea of determining a quantum distinguishability measure is to start with
the one specified by the classical theory. The probabilities are assumed to be the result of
a measurement on the system described by the quantum states we want to distinguish and
then quantum distinguishability is defined by varying over all the possible measurement
on the system in order to find the one that makes the classical distinguishability the best
it can be. This is the most natural way to discriminate between quantum states and it
leads to the definition of the distance measures reviewed in what follows.

The distance $D(\rho_1, \rho_2)$ between two arbitrary elements $\rho_1$ and $\rho_2$ of an Hilbert space
has to satisfy the following properties:

- positive semi-definiteness

$$D(\rho_1, \rho_2) \geq 0 \quad \forall \rho_1, \rho_2$$  \hspace{1cm} (1.14)

$$D(\rho_1, \rho_2) = 0 \quad \rho_1 = \rho_2$$  \hspace{1cm} (1.15)

- symmetry

$$D(\rho_1, \rho_2) = D(\rho_2, \rho_1)$$  \hspace{1cm} (1.16)

- triangular inequality

$$D(\rho_1, \rho_2) \leq D(\rho_1, \varrho) + D(\varrho, \rho_2)$$  \hspace{1cm} (1.17)

These three properties are always satisfied by an arbitrary norm $\|A\|$ and defining a
distance as

$$D(\rho_1, \rho_2) = K\|(\rho_1 - \rho_2)\|$$

where $K$ is a multiplying constant.

Here we review the definitions and the properties of some distance measures that are
widely used in quantum information: the trace distance, the fidelity, the Bures distance
and the quantum relative entropy that is not a proper distance but it is widely used in the
literature for its relevant properties.
1.2.1 Trace distance

The trace distance (also called the Kolmogorov distance) \[1\] is one of the most natural distance measures. It is intimately related to the problem of distinguishing two states in the following way: the value \( \frac{1}{2} + \frac{1}{2} D_{\text{Tr}}(\rho_0, \rho_1) \) is the average success probability when distinguishing with a measurement two states \( \rho_1 \) and \( \rho_2 \) with equal a priori probability. The trace distance is defined by

\[
D_{\text{Tr}}(\rho_0, \rho_1) = \frac{1}{2} \left\| (\rho_0 - \rho_1) \right\| = \frac{1}{2} \text{Tr} |(\rho_0 - \rho_1)| \tag{1.18}
\]

where \( \|A\| \) is the trace norm defined as

\[
\|A\| = \text{Tr}|A| = \text{Tr}[\sqrt{A^\dagger A}] \tag{1.19}
\]

The trace distance besides satisfying the three properties of a norm, has these additional properties

- \( 0 \leq D_{\text{Tr}}(\rho_1, \rho_2) \leq 1 \)
- subadditivity under tensor product, i.e.

\[
D_{\text{Tr}}(\rho_1 \otimes \sigma_1, \rho_2 \otimes \sigma_2) \leq D_{\text{Tr}}(\rho_1, \rho_2) + D_{\text{Tr}}(\sigma_1, \sigma_2)
\]

As we will see in the following, the connection between the definition and the problem of distinguishing between two quantum states is provided by Helstrom \[14\] who solved a more general problem known as the binary decision problem in the theory of quantum hypothesis testing.

1.2.2 Fidelity

The quantum fidelity (or Uhlmann fidelity) between two arbitrary mixed quantum states \( \rho_1 \) and \( \rho_2 \) is defined in \[16, 17\] as

\[
F(\rho_1, \rho_2) = \left( \text{Tr} \left[ \sqrt{\sqrt{\rho_1} \rho_2 \sqrt{\rho_1}} \right] \right)^2 \tag{1.20}
\]

It is a symmetric, non-negative, continuous, concave function of both states \( \rho_1, \rho_2 \) and also unitarily invariant. For pure states \( \rho_1 = |\psi_1\rangle\langle\psi_1| \) and \( \rho_2 = |\psi_2\rangle\langle\psi_2| \), the fidelity reduces to their overlap

\[
F(|\psi_1\rangle, |\psi_2\rangle) = \left( \text{Tr} \left[ \sqrt{|\psi_1\rangle\langle\psi_1|} |\psi_2\rangle\langle\psi_2| |\psi_1\rangle\langle\psi_1| \right] \right)^2 \\
= |\langle\psi_1|\psi_2\rangle|^2 \text{Tr} \left[ \sqrt{|\psi_1\rangle\langle\psi_1|} \right]^2 \\
= |\langle\psi_1|\psi_2\rangle|^2. \tag{1.21}
\]
1.2. Distinguishability measures for quantum states

so it coincides with the standard distance given by the angle between rays in the Hilbert space, i.e. the so called Fubini-Study distance\(^{18, 19}\)

\[
\mathcal{D}_{FS}(|\psi_1\rangle, |\psi_2\rangle) = \cos^{-1}\sqrt{|\langle \psi_1 | \psi_2 \rangle|^2}.
\] (1.22)

Another function of the fidelity is the Bures angle or the Bures length\(^{20}\) defined as

\[
\mathcal{D}_A(\varrho_1, \varrho_2) = \cos^{-1}\sqrt{\mathcal{F}(\varrho_1, \varrho_2)}.
\] (1.23)

For pure states Eq. (1.23) reduces to the (1.22) one. In the following the Bures distance and the Quantum Chernoff Bound are considered which are strictly related to the fidelity. Moreover, as it will be explained in the next chapters, they are also endowed with a deep physical meaning and thanks to some theorems they will provide the means for the best estimation of physical parameters.

1.2.3 Bures distance

The Bures distance has been defined by Uhlmann as a natural extension of the Fubini-Study metric to impure density matrices. Here we give an account of Uhlmann’s results following\(^{17}\) in a way that does not involve the theory of \(C^*\)-algebras as in\(^{20}\).

Let be \(\varrho\) any mixed state in the Hilbert space \(\mathcal{H}_1\). A purification of \(\varrho\) is any pure state \(|\phi\rangle\) in any extended Hilbert space \(\mathcal{H}_1 \otimes \mathcal{H}_2\) with the property that \(\varrho = \text{Tr}_2[|\phi\rangle\langle \phi|]\), i.e. a purification is any pure state having \(\varrho\) as the reduced density matrix for the subsystem.

**Theorem 2** \(\mathcal{F}(\varrho_1, \varrho_2) = \max |\langle \phi_1 | \phi_2 \rangle|^2\) where the maximum is taken over all the purifications \(|\phi_1\rangle\) and \(|\phi_2\rangle\) of \(\varrho_1\) and \(\varrho_2\) respectively.

Theorem 2 provides a kind of physical interpretation of Eq. (1.20) if we adopt the decoherence point of view, in which any mixed state is really describing the reduced state of a subsystem \(S\) entangled with an environment \(E\), the total system \(S + E\) being in a pure state. Then the fidelity that is also called transition probability provides a measure of distinguishability of the two mixed states in the case that we have no further information about the entanglement with \(E\). By looking for the minimal distance between the purifications of \(\varrho_1\) and \(\varrho_2\) and solving the parallelity condition (that is a condition on the relative phase between the two states, see\(^{20, 21}\) for details) one obtains\(^{20, 22}\) the Bures distance\(^{23}\) given in terms of the fidelity by

\[
\mathcal{D}_B(\varrho_1, \varrho_2) = \sqrt{2 \left(1 - \text{Tr} \left[ \sqrt{\varrho_1 \varrho_2 \sqrt{\varrho_1}} \right] \right)}
= \sqrt{2 \left(1 - \sqrt{\mathcal{F}(\varrho_1, \varrho_2)} \right)}
\] (1.24)
while the infinitesimal Riemanian metric resulting from this distance is given by $ds^2_B$ where

$$ds^2_B = \mathcal{D}^2_B(\varrho, \varrho + d\varrho) = \text{Tr} \, G^2 \varrho = \frac{1}{2} \text{Tr} \, G \, d\varrho$$  \hspace{1cm} (1.25)

and $G$ is related to the solution $\dot{W} = G \, W$ to the extremization of $W(\lambda)$ where $\lambda$ is an affine parameter and $\dot{} = d/d\lambda$.

### The Bures metric

The Bures distance between two infinitesimally close density matrices of size $N$ is computed in [24].

Let us set $\varrho_1 = \varrho$ and $\varrho_2 = \varrho + d\varrho$; then

$$\sqrt{\varrho_1^{1/2} \, \varrho_2 \, \varrho_1^{1/2}} = \varrho + X + Y$$  \hspace{1cm} (1.27)

where the matrix $X$ is of order 1 in $d\varrho$ and $Y$ of order 2. Squaring the precedent equation we obtain

$$\varrho^2 + \varrho^{1/2} \, d\varrho \, \varrho^{1/2} = \varrho^2 + X^2 + Y^2 + \varrho \, X + X \, \varrho + \varrho \, Y + Y \, \varrho + Y \, X + Y \, X$$  \hspace{1cm} (1.28)

The terms $Y^2$, $XY$ and $XY$ are equal to zero because they are of order 3 and 4 in $d\varrho$ and we obtain to first and second order

$$\varrho^{1/2} \, d\varrho \, \varrho^{1/2} = X \, \varrho + \varrho \, X \quad - \quad X^2 = Y \, \varrho + \varrho \, Y$$  \hspace{1cm} (1.29)

and in the basis $\varrho = \sum_n p_n |n\rangle \langle n|$ it becomes

$$X_{n,m} = d\varrho_{n,m} \frac{p_n^{1/2} \, p_m^{1/2}}{p_n + p_m} \quad Y_{n,m} = -(X^2)_{n,m} \frac{1}{p_n + p_m}$$  \hspace{1cm} (1.30)

where $O_{n,m} = \langle m | O | n \rangle$. Since $\text{Tr} [\varrho] = 1$, hence $\text{Tr} [d\varrho] = 0$ and $\text{Tr} [X] = \text{Tr} [d\varrho/2] = 0$, while

$$\text{Tr} \, Y = - \sum_{n,m} \frac{1}{2p_n} |X_{n,m}|^2 = - \sum_{n,m} \frac{1}{4p_n + p_m} |d\varrho_{n,m}|^2$$  \hspace{1cm} (1.31)

and then we arrive to the Bures metric that is given by the square of Eq. \[1.24\], [24]

$$ds^2_B = (\mathcal{D}_B(\varrho, \varrho + d\varrho))^2 = \frac{1}{2} \, \sum_{n,m} \frac{|d\varrho_{n,m}|^2}{p_n + p_m} = \frac{1}{2} \, \sum_{n,m} \frac{|\langle n | d\varrho | m \rangle|^2}{p_n + p_m}. \hspace{1cm} (1.32)$$
Eq. (3.96) can be cast in a form suitable for future elaborations by differentiating the density matrix: 
\[ d\rho = \sum_n (dp_n|n\rangle\langle n| + p_n|dn\rangle\langle dn|). \]
Since \( \langle n|m\rangle = \delta_{n,m} \), we have \( \langle n|dm\rangle = 0 \) and therefore \( \langle dn|m\rangle = -\langle n|dm\rangle \). Using the above identities we have that 
\[ \langle n|d\rho|m\rangle = \delta_{n,m} dp_n + (p_m - p_n)|\langle n|dm\rangle|^2. \]

This relation is interesting because it tells apart the classical and the quantum correlations. The first term in Eq. (1.33) is the Fisher-Rao distance between the probability distributions \( \{p_n\}_n \) and \( \{p_n + dp_n\}_n \), whereas the second term takes into account the generic noncommutativity of \( \rho \) and \( \rho' = \rho + d\rho \). Then we will refer to these two term as the classical and nonclassical one, respectively. When \( [\rho, \rho'] = 0 \), the problem becomes effectively classical and the Bures metric collapses to the Fisher-Rao one being this latter in general just a lower bound [13, 24]. Relevant papers about the relation of the Bures metric with the quantum information theory are due to Braunstein and Caves [25], Vedral and Plenio [26] and more recently a lot of work has been devoted to clarify the role of the Bures metric to characterize quantum phase transitions and to estimate Hamiltonian parameters. In the next chapters we will be more exhaustive about this subject.

### 1.2.4 Quantum relative entropy

Given two quantum states \( \rho_1 \) and \( \rho_2 \), the quantum relative entropy (QRE) is defined as
\[ S(\rho_1\|\rho_2) = \text{Tr}[\rho_1(\log \rho_1 - \log \rho_2)] \]  

(1.34)

As for its classical counterpart, the Kullback-Leibler divergence, it can be demonstrated that \( 0 < S(\rho_1\|\rho_2) < \infty \) if the support of the first state is contained in that of the second one \( \text{supp} \rho_1 \leq \text{supp} \rho_2 \) [6]. In particular, \( S(\rho_1\|\rho_2) = 0 \) iff \( \rho_1 = \rho_2 \). The quantum relative entropy is not a symmetric function of the two arguments.

In the following we will provide some motivation to study this quantity through the quantum Stein lemma which basically affirms that considering two states \( \rho_1 \) and \( \rho_2 \), the probability of confusing the two states after \( N \) measurements performed on \( \rho_1 \) is given by
\[ P_N(\rho_1 \rightarrow \rho_2) \sim \exp\{-NS(\rho_1\|\rho_2)\}. \]  

(1.35)
1.3 Quantum state estimation

A state estimation technique is a method that provides the complete description of a system, i.e., it achieves the maximum possible knowledge of the state, thus allowing one to make the best predictions on the results of any measurement that may be performed on the system. Linearity of quantum mechanics [27] and the Heisenberg uncertainty principle [28] forbid one to devise a procedure consisting of multiple measurements that fully recovers the state of the system. Therefore it is not possible, even in principle, to determine the quantum state of a single system without having some prior knowledge about it [29]. This is consistent with the very definition of a quantum state which prescribes how to gain information of the state: many identical preparations taken from the same statistical ensemble are needed and different measurements should be performed on each of the copies. In the last decade an increasing interest has been devoted to the problem of inferring the state of a quantum system from measurements due to new developments in experimental techniques and to the progresses in quantum information technologies. Since the results of the measurements are subjected to fluctuations, one would like to eliminate or at least to minimize the corresponding errors. However, the precision of any measurement procedure is bounded by fundamental law of statistics and quantum mechanics, and in order to optimally estimate the value of some parameter, one has to exploit the tools provided by quantum estimation theory (QET) [6, 14, 30].

As a matter of fact, many quantities of interest do not correspond to quantum observables. Relevant examples are given by the entanglement or the purity of a quantum state [2] or the coupling constant of an interacting Hamiltonian. In these situations one needs to infer the value of the parameter through indirect measurements. There are two main paradigms in QET: global QET looks for the POVM minimizing a suitable cost functional, averaged over all possible values of the parameter to be estimated. The result of a global optimization is thus a single POVM, independent on the value of the parameter. On the other end, local QET looks for the POVM maximizing the Fisher information, thus minimizing the variance of the estimator, at a fixed value of the parameter [25, 31, 32]. Roughly speaking, one may expect local QET to provide better performances since the optimization concerns a specific value of the parameter, with some adaptive or feedback mechanism assuring the achievability of the ultimate bound.

Local QET has been successfully exploited to the estimation of quantum phase [33] and to estimation problems with open quantum systems: to optimally estimate the noise parameter of depolarizing [34] and for continuous variable systems to estimate the loss parameter of a quantum channel [35, 36, 37] as well as the position of a single photon [31].
1.3. Quantum state estimation

Recently, the geometric structure induced by the Fisher information itself has been exploited to give a quantitative operational interpretation for multipartite entanglement \[38\] and to assess quantum criticality as a resource for quantum estimation \[39\]. In estimating the value of a parameter, one is led to define the Fisher information which represents an infinitesimal distance among probability distributions, and gives the ultimate precision attainable by an estimator via the Cramer-Rao theorem. Its quantum counterpart, the quantum Fisher information (QFI), is related to the degree of statistical distinguishability of a quantum state from its neighbours, and it turns out to be proportional to the Bures metric between quantum states \[13, 17, 20, 23, 25, 40\].

In the next section 1.3.1 we review the Cramer-Rao bound and in 1.3.2 the local QET. In particular we introduce classical and quantum Fisher information. We are interested in the ultimate bound on precision i.e. the smallest value of the parameter that can be discriminated, and to determine the optimal measurement achieving those bounds. Estimability of a parameter will be then defined in terms of the quantum signal-to-noise ratio and the number of measurements needed to achieve a given relative error. General formulas for the symmetric logarithmic derivative and the quantum Fisher information will be derived. In section 1.3.3 we present explicit formulas for sets of pure states and the generic unitary family. Finally in 1.3.4 we will consider the connections between estimability of a set of parameters, the optimization procedure and the geometry of quantum statistical models and review the general ideas advocated in \[39\], i.e. to exploit the geometrical theory of quantum estimation to derive the ultimate quantum bounds to the precision of any estimation procedure thus assessing quantum criticality as a resource for quantum estimation.

1.3.1 Cramer-Rao bound

Suppose one wants to know the value $\lambda$ of a quantity $\Lambda$ that characterize a physical system $S$, and also suppose that this quantity cannot be accessed directly by experiments, either in principle (as it happens for any field) or due to some technical impediments. In this case one should resort to indirect measurement, i.e an estimation procedure, which consists in measuring a different quantity $X$ somehow connected to the quantity of interest and infer the value $\lambda$ by a suitable processing of the experimental sample $\chi = \{x_1, ..., x_M\}$. The solution of an estimation problem thus amounts to seek for a suitable quantity to measure and to choose an estimator, i.e a mapping $\hat{\lambda} = \hat{\lambda}(\chi)$ from the set of measurement outcomes to the space of parameters. The same situation occurs when one wants to characterize a device $\Gamma$, whose action depends on the value of an unknown quantity. In this case one prepares the system in a given known state $S_0$ and aims to estimate $\lambda$ upon measuring
the system after the action with the device (see Fig. 1.1). Classically, optimal estimators are those saturating the Cramer-Rao inequality 

$$\text{Var}(\lambda) \geq \frac{1}{MF(\lambda)},$$

(1.36)

which establishes a lower bound on the variance $$\text{Var}(\lambda) = E[\hat{\lambda}^2] - E[\hat{\lambda}]^2$$ of any unbiased estimator of the parameter $$\lambda$$, i.e. such that $$\int dx \hat{\lambda}(x)p(x|\lambda) = \lambda$$. In the above inequality $$M$$ is the number of independent measurements and $$F(\lambda)$$ the Fisher Information (FI) i.e.

$$F(\lambda) = \int dx p(x|\lambda) \left( \frac{\partial \ln p(x|\lambda)}{\partial \lambda} \right)^2,$$

(1.37)

$$p(x|\lambda)$$ being the conditional probability of obtaining the value $$x$$ when the parameter has the value $$\lambda$$. The proof of the Cramer-Rao bound is obtained by observing that given two functions $$f_1(x)$$ and $$f_2(x)$$, the average

$$\langle f_1, f_2 \rangle = \int dx p(x|\lambda)f_1(x)f_2(x)$$

(1.38)

defines a scalar product. Upon choosing $$f_1(x) = \hat{\lambda} - \lambda$$ and $$f_2(x) = \partial_\lambda \ln p(x|\lambda)$$, we have

$$\|f_1\|^2 = \text{Var}(\lambda)$$
$$\|f_2\|^2 = F(\lambda)$$

$$\langle f_1, f_2 \rangle = 1$$

(1.39)

where we have used that $$\int dx \partial_\lambda p(x|\lambda) = 0$$ and $$\int dx \hat{\lambda}(x)p(x|\lambda) = 1$$ assuming that derivative and integrals may be exchanged. The Cramer-Rao bound for a single measurement thus corresponds to the Cauchy-Schwartz inequality and the general relation from the additivity of Fisher information, i.e. from the fact that being the random variables $$x_1, x_2, \ldots, x_M$$ independent, we have

$$p(x_1, x_2, \ldots, x_M|\lambda) = \prod_{k=1}^M p(x_k|\lambda)$$

and, in turn,

$$F_M(\lambda) = \int dx_1 \ldots dx_M p(x_1, x_2, \ldots, x_M|\lambda)[\partial_\lambda \ln p(x_1, x_2, \ldots, x_M|\lambda)]^2$$

$$= M \int dx p(x|\lambda)[\partial_\lambda \ln p(x|\lambda)]^2 = MF(\lambda).$$

(1.40)
According to the Cramer-Rao bound the optimal measurement to estimate the quantity Λ is the one with conditional distribution $p(x|λ)$ that maximizes the Fisher information. On the other hand, for any fixed measurement an efficient estimator is an estimator that saturates the Cramer-Rao inequality. The optimal estimation of a quantity Λ thus consists in choosing a measurement maximizing the Fisher information and then process the data by an efficient estimator. A question arises on whether such an estimator exists for any measurement. The answer is positive, at least when the sample data is large enough, as an efficient asymptotic ($M \gg 1$) estimator is provided by the maximum-likelihood principle, which will be briefly described in the following.

**Maximum likelihood estimator**

Let $p(x|λ)$ the probability density of a random variable $x$, conditioned to the value of the parameter $λ$. The form of $p$ is known, but the true value of the parameter $λ$ is unknown, and it will be estimated from the result of a measurement of $x$. Let $\{x_1, x_2, ..., x_M\}$ be a random sample of size $M$. The joint probability density of the independent random variable $x_1, x_2, ..., x_M$ (i.e. the global probability of the sample) is given by

$$L(x_1, x_2, ..., x_M|λ) = \prod_{k=1}^{M} p(x_k|λ), \quad (1.41)$$

and is called the likelihood function of the given data sample. The maximum-likelihood estimator (MLE) of the parameter $λ$ is defined as the quantity $λ_{ml} ≡ λ_{ml}(\{x_k\})$ that minimizes $L(λ)$ for variations of $λ$, is given by the solution of the equations

$$\frac{∂L(λ)}{∂λ} = 0; \quad \frac{∂^2L(λ)}{∂λ^2} < 0. \quad (1.42)$$

The meaning of the maximum-likelihood principle is that the observed data have been observed because the overall probability of the sample (the likelihood function) was larger than that for other samples. Thus the value of the parameter that most likely has generated the sample is that one maximizing this function. Since the likelihood is positive, the first equation is equivalent to $∂L/∂λ = 0$ where $L(λ) = \log L(λ) = \sum_{k=M} \log p(x_k|λ)$ is the so-called log-likelihood function. In order to obtain a measure for the confidence interval in the determination of $λ_{ml}$ we consider the variance

$$\text{Var}(λ_{ml}) = \int \left[ \prod_k dx_k p(x_k|λ) \right] (λ_{ml}(\{x_k\}) - λ)^2, \quad (1.43)$$

which, in the limit of large $M$, saturates the Cramer-Rao bound.
1.3.2 Local quantum estimation theory

We now illustrate the fundamental ingredients of local QET following [42]. Any estimation problem that involves quantum systems may be stated by considering a family of quantum states \( \rho_\lambda \) which are defined on a given Hilbert space \( \mathcal{H} \) and labeled by a parameter \( \lambda \) living on a \( d \)-dimensional manifold \( \mathcal{M} \), with the mapping \( \lambda \rightarrow \rho_\lambda \) providing a coordinate system. This is sometimes referred to as a quantum statistical model. The parameter \( \lambda \) does not, in general, correspond to a quantum observable and our aim is to estimate its value through the measurement of some observable on \( \rho_\lambda \). In turn, a quantum estimator \( O_\lambda \) for \( \lambda \) is a selfadjoint operator, which describes a quantum measurement followed by any classical data processing performed on the outcomes. The indirect procedure of parameter estimation implies an additional uncertainty for the measured value, that cannot be avoided even in optimal conditions. The aim of quantum estimation theory is to optimize the inference procedure by minimizing this additional uncertainty. In quantum mechanics, according to the Born rule we have \( p(x|\lambda) = \text{Tr}[\Pi_x \rho_\lambda] \) where \( \{\Pi_x\} \), \( \int dx \Pi_x = I \), are the elements of a positive operator-valued measure (POVM) and \( \rho_\lambda \) is the density operator parametrized by the quantity we want to estimate. Introducing the Symmetric Logarithmic Derivative (SLD) \( L_\lambda \) as the selfadjoint operator satisfying the equation

\[
\frac{L_\lambda \rho_\lambda + \rho_\lambda L_\lambda}{2} = \frac{\partial \rho_\lambda}{\partial \lambda}
\]

we have that \( \partial_{\lambda} p(x|\lambda) = \text{Tr}[\partial_{\lambda} \rho_\lambda \Pi_x] = \text{Re} \text{Tr}[\rho_\lambda \Pi_x L_\lambda] \). The Fisher Information \( F(\lambda) \) is then rewritten as

\[
F(\lambda) = \int dx \frac{\text{Re}(\text{Tr}[\rho_\lambda \Pi_x L_\lambda])^2}{\text{Tr}[\rho_\lambda \Pi_x]}. \tag{1.45}
\]

For a given quantum measurement, i.e. a POVM \( \{\Pi_x\} \), Eqs. (1.36) and (1.45) establish the classical bound on precision, which may be achieved by a proper data processing, i.e. by maximum likelihood, which is known to provide an asymptotically efficient estimator. On the other hand, in order to evaluate the ultimate bounds to precision we have now to maximize the Fisher information over the quantum measurements. We will find a bound and then prove it is achievable:

\[
F(\lambda) \leq \int dx \left| \frac{\text{Tr}[\rho_\lambda \Pi_x L_\lambda]}{\sqrt{\text{Tr}[\rho_\lambda \Pi_x]}} \right|^2 \tag{1.46}
\]

\[
= \int dx \left| \text{Tr} \left[ \frac{\sqrt{\rho_\lambda} \sqrt{\Pi_x}}{\sqrt{\text{Tr}[\rho_\lambda \Pi_x]}} \sqrt{\Pi_x L_\lambda \sqrt{\rho_\lambda}} \right] \right|^2 \tag{1.47}
\]

\[
\leq \int dx \text{Tr}[\Pi_x L_\lambda \rho_\lambda L_\lambda] \tag{1.48}
\]

\[
= \text{Tr}[L_\lambda \rho_\lambda L_\lambda] = \text{Tr}[\rho_\lambda L_\lambda^2] \tag{1.49}
\]
The above chain of inequalities prove that the Fisher information \(F(\lambda)\) of any quantum measurement is bounded by the so-called Quantum Fisher Information (QFI)

\[
F(\lambda) \leq G(\lambda) \equiv \text{Tr}[\partial_\lambda \rho_\lambda^2 L_\lambda^2] = \text{Tr}[\partial_\lambda \rho_\lambda L_\lambda]
\]  

(1.49)

that leads to a more general bound on the variance of the estimator of a quantum parameter, the quantum Cramer-Rao bound

\[
\text{Var}(\lambda) \geq \frac{1}{MG(\lambda)}.
\]  

(1.50)

The quantum version of the Cramer-Rao theorem provides an ultimate bound: it does not depend on the geometrical structure of the quantum statistical model and does not depend on the measurement. Optimal quantum measurements for the estimation of \(\lambda\) thus correspond to POVM with a Fisher information equal to the quantum Fisher information, i.e. those saturating both inequalities (1.46) and (1.47). The first one is saturated when \(\text{Tr}[\rho_\lambda \Pi_x L_\lambda]\) is a real number \(\forall \lambda\). The Ineq. (1.47) is based on the Schwartz inequality

\[
|\text{Tr}[A^\dagger B]|^2 \leq \text{Tr}[A^\dagger A]\text{Tr}[B^\dagger B]
\]

applied to

\[
A^\dagger = \sqrt{\rho_\lambda} \sqrt{\Pi_x} / \sqrt{\text{Tr}[\rho_\lambda \Pi_x]} \quad \text{and} \quad B = \sqrt{\Pi_x} L_\lambda \sqrt{\rho_\lambda}
\]

and it is saturated when

\[
\frac{\sqrt{\Pi_x} \sqrt{\rho_\lambda} \sqrt{\Pi_x}}{\sqrt{\text{Tr}[\rho_\lambda \Pi_x]}} = \frac{\sqrt{\Pi_x} L_\lambda \sqrt{\rho_\lambda} \sqrt{\Pi_x}}{\sqrt{\text{Tr}[\rho_\lambda \Pi_x]}} \quad \forall \lambda.
\]  

(1.51)

This last equation is satisfied iff the POVM operators \(\{\Pi_x\}\) correspond to projectors over the eigenstates of \(L_\lambda\), which thus represents itself the optimal POVM to estimate the parameter \(\lambda\). Notice, however, that \(L_\lambda\) itself may not represent the optimal observable to be measured. In fact, Eq. (1.51) determines the POVM and not the estimator i.e. the function of the eigenvalues of \(L_\lambda\). As we have already mentioned above, this corresponds to a classical post-processing of data aimed to saturate the Cramer-Rao inequality (1.36) and may be pursued by maximum likelihood, which is known to provide an asymptotically efficient estimator. Using the fact that \(\text{Tr}[\rho_\lambda L_\lambda] = 0\), an explicit form for the optimal quantum estimator is given by

\[
O_\lambda = \lambda I + \frac{L_\lambda}{G(\lambda)}
\]  

(1.52)

for which indeed we have

\[
\text{Tr}[\rho_\lambda O_\lambda] = \lambda, \quad \text{Tr}[\rho_\lambda O_\lambda^2] = \lambda^2 + \frac{\text{Tr}[\rho_\lambda L_\lambda^2]}{G^2(\lambda)},
\]

(1.53)

and thus

\[
\langle \Delta O_\lambda^2 \rangle = \frac{1}{G(\lambda)}.
\]
The general solution for the SLD $L_\lambda$ is

$$L_\lambda = 2 \int_0^\infty dt \exp\{-\varrho_\lambda t\} \partial_\lambda \varrho_\lambda \exp\{-\varrho_\lambda t\}$$

(1.54)

which, upon writing $\varrho_\lambda$ in its diagonal basis $\varrho_\lambda = \sum_n \varrho_n |\psi_n\rangle\langle \psi_n|$, leads to

$$L_\lambda = 2 \sum_{nm} \frac{\langle \psi_m | \partial_\lambda \varrho_\lambda | \psi_n \rangle}{\varrho_n + \varrho_m} |\psi_n\rangle\langle \psi_n|$$

(1.55)

where the sums include only terms with $\varrho_m + \varrho_n \neq 0$. The quantum Fisher information is thus given by

$$G(\lambda) = 2 \sum_{nm} \frac{|\langle \psi_m | \partial_\lambda \varrho_\lambda | \psi_n \rangle|^2}{\varrho_n + \varrho_m},$$

(1.56)

or, in a basis independent form,

$$G(\lambda) = 2 \int_0^\infty dt \text{Tr}[\partial_\lambda \varrho_\lambda \exp\{-\varrho_\lambda t\} \partial_\lambda \varrho_\lambda \exp\{-\varrho_\lambda t\}].$$

(1.57)

Notice that both the eigenvalues $\varrho_n$ and the eigenvectors $|\psi_n\rangle$ may depend on the parameter. In order to separate the two contributions to the QFI, we explicitly evaluate $\partial_\lambda \varrho_\lambda$

$$\partial_\lambda \varrho_\lambda = \sum_p \partial_\lambda \varrho_p |\psi_p\rangle\langle \psi_p| + \varrho_p [\partial_\lambda |\psi_p\rangle\langle \psi_p| + \varrho_p |\psi_p\rangle\langle \partial_\lambda |\psi_p\rangle]$$

(1.58)

The symbol $|\partial_\lambda |\psi_p\rangle$ denotes the ket $|\partial_\lambda |\psi_p\rangle = \sum_k \partial_\lambda \psi_{nk} |k\rangle$, where $\psi_{nk}$ are obtained expanding $|\psi_n\rangle$ in arbitrary basis $\{|k\rangle\}$ independent on $\lambda$. Since $\langle \psi_n | \psi_m \rangle = \delta_{nm}$, we have that $\partial_\lambda \langle \psi_n | \psi_m \rangle \equiv \langle \partial_\lambda \psi_n | \psi_m \rangle + \langle \psi_n | \partial_\lambda \psi_m \rangle = 0$ and therefore

$$\text{Re} \langle \partial_\lambda \psi_n | \psi_m \rangle = 0 \quad \langle \partial_\lambda \psi_n | \psi_m \rangle = -\langle \psi_n | \partial_\lambda \psi_m \rangle = 0.$$  

(1.59)

Using Eq. (1.58) and the above identities we have

$$L_\lambda = \sum_p \frac{\partial_\lambda \varrho_p |\psi_p\rangle\langle \psi_p|}{\varrho_p} + 2 \sum_{n \neq m} \frac{\varrho_n - \varrho_m}{\varrho_n + \varrho_m} \langle \psi_n | \partial_\lambda \psi_m \rangle |\psi_m\rangle\langle \psi_n|$$

(1.60)

and in turn

$$G(\lambda) = \sum_p \frac{(\partial_\lambda \varrho_p)^2}{\varrho_p} + 2 \sum_{n \neq m} \sigma_{nm} |\langle \psi_m | \partial_\lambda \psi_n \rangle|^2$$

(1.61)

where

$$\sigma_{nm} = \frac{(\varrho_n - \varrho_m)^2}{\varrho_n + \varrho_m} + \text{any antisymmetric term},$$

(1.62)
as for example,

$$\sigma_{nm} = 2\varrho_n \frac{\varrho_n - \varrho_m}{\varrho_n + \varrho_m} \quad \text{or} \quad \sigma_{nm} = 2\varrho_n \left(\frac{\varrho_n - \varrho_m}{\varrho_n + \varrho_m}\right)^2$$

(1.63)

The first term in Eq. (1.64) represents the classical Fisher information of the distribution \(\{\varrho_p\}\) whereas the second term contains the truly quantum contribution. When the eigenvectors of \(\varrho_\lambda\) do not depend on the parameter \(\lambda\), the second term vanishes. In this case \([\varrho_\lambda, \partial_\lambda \varrho_\lambda] = 0\) and Eq. (1.64) reduces to \(L_\lambda = \partial_\lambda \log \varrho_\lambda\). Finally, upon substituting the above Eqs. in (1.52), we obtain the optimal quantum estimator

$$O_\lambda = \sum_p \left(\lambda + \frac{\partial_\lambda \varrho_p}{\varrho_p}\right) |\psi_p\rangle\langle\psi_p| + \frac{2}{G(\lambda)} \sum_{n\neq m} \frac{\varrho_n - \varrho_m}{\varrho_n + \varrho_m} \langle\psi_m| \partial_\lambda \psi_n \rangle |\psi_m\rangle\langle\psi_n|.$$ 

(1.64)

**Estimability of a parameter**

A large signal is easily estimated whereas a quantity with a vanishing value may be inferred only if the corresponding estimator is very precise i.e characterized by a small variance. This intuitive statement indicates that in assessing the performances of an estimator and, in turn, the overall estimability of a parameter the relevant figure of merit is the scaling of the variance with the mean value rather than its absolute value. This feature may be quantified by means of the signal-to-noise ratio (for a single measurement)

$$R_\lambda = \frac{\lambda^2}{\text{Var}(\lambda)}$$

(1.65)

which is larger for better estimators. Using the quantum Cramer-Rao bound, one easily derives that the signal-to-noise ratio of any estimator is bounded by the quantity

$$R_\lambda \leq Q_\lambda \equiv \lambda^2 G(\lambda)$$

(1.66)

which we refer to as the quantum signal-to-noise ratio. We say that a given parameter \(\lambda\) is effectively estimable quantum-mechanically when the corresponding \(Q_\lambda\) is large. Upon taking into account repeated measurements we have that the number of measurements leading to a 99.9\% (3\(\sigma\)) confidence interval corresponds to a relative error

$$\delta^2 = \frac{9\text{Var}(\lambda)}{M\lambda^2} = \frac{9}{M} \frac{1}{Q_\lambda}.$$ 

(1.67)

Therefore, the number of measurements needed to achieve a 99.9\% confidence interval with a relative error \(\delta\) scales as

$$M_\delta = \frac{9}{\delta^2 Q_\lambda}.$$ 

(1.68)

In other words, a vanishing \(Q_\lambda\) implies a diverging number of measurements to achieve a given relative error, whereas a finite value allows estimation with arbitrary precision at finite number of measurements.
1.3.3 Example: unitary families and pure states

Let us consider the case where the parameter of interest is the amplitude of a unitary perturbation imposed to a given initial state $\rho_0$. The family of quantum states we are dealing with may be expressed as $\rho_\lambda = U_\lambda \rho_0 U_\lambda^\dagger$ where $U_\lambda = \exp\{-i\lambda A\}$ is a unitary operator and $A$ is the corresponding Hermitian generator. Upon expanding the unperturbed state in its eigenbasis $\rho_0 = \sum_n \rho_n |\phi_n\rangle\langle \phi_n|$ we have $\rho_\lambda = \sum_n \rho_n |\psi_n\rangle\langle \psi_n|$ where $|\psi_n\rangle = U_\lambda |\phi_n\rangle$. As a consequence we have

$$\partial_\lambda \rho_\lambda = iU_\lambda [A, \rho_0] U_\lambda^\dagger \quad (1.69)$$

and the SLD may be written as $L_\lambda = U_\lambda L_0 U_\lambda^\dagger$ where $L_0$ is given by

$$L_0 = 2i \sum_{nm} \frac{\langle \phi_m | [A, \rho_0] | \phi_n \rangle \rho_n + \rho_m}{\rho_n + \rho_m} |\phi_n\rangle\langle \phi_m|$$

$$= 2i \sum_{n \neq m} \langle \phi_m | A | \phi_n \rangle \frac{\rho_n - \rho_m}{\rho_n + \rho_m} |\phi_n\rangle\langle \phi_m|. \quad (1.70)$$

The corresponding quantum Fisher information is independent on the value of the parameter and may be written as

$$G = \text{Tr}[\rho_0 L_0^2] = \text{Tr}[\rho_0 [L_0, A]] = \text{Tr}[L_0 [A, \rho_0]] = \text{Tr}[A[\rho_0, L_0]] \quad (1.71)$$

or, more explicitly as

$$G = 2 \sum_{n \neq m} \sigma_{nm} A_{nm}^2 \quad (1.72)$$

where the $\sigma_{nm}$’s are given in Eq. (1.62) and $A_{nm} = \langle \phi_n | A | \phi_m \rangle = \langle \psi_n | A | \psi_m \rangle$ denotes the matrix element of the generator $A$ in either the eigenbasis of $\rho_0$ or $\rho_\lambda$.

For a generic family of pure states, we have $\rho_\lambda = |\psi_\lambda\rangle\langle \psi_\lambda|$. Since $\rho_\lambda^2 = \rho_\lambda$, we have that $\partial_\lambda \rho_\lambda = \partial_\lambda \rho_\lambda \rho_\lambda + \rho_\lambda \partial_\lambda \rho_\lambda$ and thus $L_\lambda = 2\partial_\lambda \rho_\lambda = [\partial_\lambda \rho_\lambda \rho_\lambda + |\psi_\lambda\rangle\langle \psi_\lambda|] \partial_\lambda \rho_\lambda$. Finally we have

$$G(\lambda) = 4[\langle \partial_\lambda \rho_\lambda | \partial_\lambda \rho_\lambda \rangle + (\langle \partial_\lambda \rho_\lambda | \psi_\lambda \rangle)^2]. \quad (1.73)$$

For a unitary family of pure states $|\psi_\lambda\rangle = U_\lambda |\psi_0\rangle$, we have

$$|\partial_\lambda \psi_\lambda\rangle = -iA U_\lambda |\psi_0\rangle = -iA |\psi_\lambda\rangle$$

$$\langle \partial_\lambda \rho_\lambda | \rho_\lambda \partial_\lambda \rho_\lambda \rangle = \langle \psi_0 | A^2 | \psi_0 \rangle$$

$$\langle \partial_\lambda \rho_\lambda | \psi_\lambda \rangle = -i \langle \psi_0 | A | \psi_0 \rangle. \quad (1.74)$$
The quantum Fisher information thus reduces to the form

$$G = 4\langle \psi_0 | \Delta A^2 | \psi_0 \rangle$$  \hspace{1cm} (1.75)

which is independent on $\lambda$ and proportional to the fluctuations of the generator on the unperturbed state $\langle \psi_0 | \Delta A^2 | \psi_0 \rangle = \langle \psi_0 | A^2 | \psi_0 \rangle - (\langle \psi_0 | A | \psi_0 \rangle)^2$. The quantum Cramer-Rao bound can be rewritten in the form

$$\text{Var}(\lambda)\langle \Delta A^2 \rangle \geq \frac{1}{4M},$$  \hspace{1cm} (1.76)

which represents a parameter based uncertainty relation which applies also when the shift parameter in the unitary $U_\lambda = e^{-i\lambda A}$ does not correspond to the observable canonically conjugate to $A$.

### 1.3.4 Geometry of quantum estimation

The estimability of a set of parameters labelling the family of quantum states $\{\rho_\lambda\}$ is naturally related to the distinguishability of the states within the quantum statistical model i.e. with the notions of distance. On the manifold of quantum states, however, different distances may be defined and a question arises on which of them captures the notion of estimation measure. As it can be easily proved it turns out that the Bures distance \cite{17, 20, 23, 30, 35, 40} is the proper quantity to be taken into account. This may be seen as follows: the Bures metric tensor $g_{\mu\nu}$ is obtained upon considering the distance between two infinitesimally close states which differ for slightly different values of the parameter

$$d s_B^2 = D_B^2(\rho_\lambda, \rho_\lambda + d\lambda) = \sum_{\mu\nu} g_{\mu\nu} d\lambda_\mu d\lambda_\nu$$  \hspace{1cm} (1.77)

where $d s_B^2$ is the Bures metric which has been explicitly calculated in Eq. (1.33). Then by comparing Eqs. (1.33) and (1.61), one arrives at

$$g_{\mu\nu} = \frac{1}{4} G_{\mu\nu},$$  \hspace{1cm} (1.78)

that is the Bures tensor metric is simply proportional to the quantum Fisher information, which itself is symmetric, real and positive semidefinite, i.e. represents a metric for the manifold underlying the quantum statistical model. Indeed, a large value of the QFI for a given $\lambda$ implies that the quantum states $\rho_\lambda$ and $\rho_{\lambda+d\lambda}$ should be statistically distinguishable more effectively than the analogue states for a value of $\lambda$ corresponding to a smaller QFI. In other words, optimal estimability (that corresponds to a diverging QFI) corresponds to quantum states that are sent far apart upon infinitesimal variations of the parameters.
1.4 Quantum state discrimination

Consider that we have a quantum system prepared in a state chosen from a discrete set, rather than from the whole set of quantum states as in the quantum estimation case. We want to discriminate the state starting from the results of certain measurements performed on the system. To the extent that the quantum states are nonorthogonal, the problem is highly nontrivial and of practical importance. Moreover, a fundamental theorem of quantum theory tells us that it is not possible to distinguish perfectly between non-orthogonal quantum states. Then the relevant figure of merit is the error rate in discriminating between quantum states and the task of quantum state discrimination is to develop some techniques that keep the error as low as possible.

In this framework, two main strategies have been suggested: the unambiguous quantum discrimination and the (ambiguous) minimum error discrimination. In the first approach, whenever a definite answer is returned after a measurement on the state, the result should be unambiguous, at the expense of allowing inconclusive outcomes to occur. In the second case, one considers that the errors are unavoidable when the states are non-orthogonal. Then, based on the outcome of the measurement on the state in each single case, a guess has to be made as to what the state of the quantum system was. This procedure is known as quantum hypothesis testing. The problem consists into finding the optimum measurement strategy that minimizes the probability of errors. The classical version of this problem was solved about fifty years ago by Herman Chernoff, who proved his famous bound which characterizes the asymptotic behavior of the minimal probability of errors when discriminating two hypothesis given a large number of observations [47]. Its quantum analog, the quantum Chernoff bound (QCB), was recently proven in [48, 49]. The use of QCB in quantum state discrimination is fundamental in several areas of quantum information and it has been exploited as a distinguishability measure between qubits and single-mode Gaussian states [48, 50, 51], to evaluate the degree of nonclassicality for one mode Gaussian states [52] or the polarization of a two-mode state [53]. It has also been applied in the theory of quantum phase transitions to distinguish between different phases of the XY model at finite temperature [54], and to the discrimination of two ground states or two thermal states of the quantum Ising model [55].

In the following we first review the unambiguous state discrimination according to [56], then, in 1.4.2, we address the strategy of quantum hypothesis testing in which we are mostly interested and study both the classical and the quantum Chernoff bounds. We start with the classical hypothesis testing upon defining the error probability and then by reviewing the classical Chernoff bound. We discuss the quantum hypothesis testing both
in the single copy case and in the case when many copies of the two states are given. We consider the connections between the quantum Chernoff bound and some distinguishability measures for quantum states as the fidelity. Moreover we address the discrimination problem for two infinitesimally close quantum states by calculating the quantum Chernoff metric. Finally we consider a different strategy of discrimination between two quantum states, namely the Nayman-Pearson strategy, giving an important result for optimal discrimination in the case of \( N \) measurements performed on one of the two states.

1.4.1 Unambiguous state discrimination

In this section we review schemes for unambiguous discrimination following [56]. We mention that the two main discrimination strategies evolved rather differently from the very beginning. On the one hand, unambiguous discrimination started with pure states and only very recently turned its attention to discriminating among mixed quantum states. On the other hand, minimum-error discrimination addressed the problem of discriminating among two mixed quantum states from the very beginning and the results for two pure states followed as special cases.

Each strategy has its own advantages and drawbacks. While unambiguous discrimination is relatively straightforward to generalize for more than two states, it is difficult to treat mixed states. The error-minimizing approach instead, initially developed for two mixed states, is hard to generalize for more than two states.

Unambiguous discrimination started with the work of Ivanovic [57] who studied the following problem. A collection of quantum systems is prepared so that each single system is equally likely to be prepared in one of two known states, \( |\psi_1\rangle \) or \( |\psi_2\rangle \). Furthermore, the states are not orthogonal, \( \langle \psi_1 | \psi_2 \rangle \neq 0 \). The preparer then hands the systems over to an observer one by one whose task is to determine which one of the two states has actually been prepared in each case. All the observer can do is to perform a single measurement or perhaps a series of measurements on the individual system. Ivanovic came to the conclusion that if one allows inconclusive detection results to occur then in the remaining cases the observer can conclusively determine the state of the individual system. A simple von Neumann measurement can accomplish this task. Let us introduce the projector \( P_1 \) for \( |\psi_1\rangle \) and \( \overline{P}_1 \) for the orthogonal subspace such that \( P_1 + \overline{P}_1 = \mathbb{I} \). Then we know that the state \( |\psi_2\rangle \) was prepared if a click in the \( \overline{P}_1 \) detector occurs. A similar conclusion can be reached for \( |\psi_1\rangle \) by inverting the roles of \( |\psi_1\rangle \) and \( |\psi_2\rangle \). When a click along \( P_1 \) (or \( P_2 \)) occurs, we can say nothing about the state of the system thus corresponding to inconclusive results. The probability of the inconclusive outcome, or failure, is \( R_{IDP} = |\langle \psi_1 | \psi_2 \rangle| \) and
the probability of success is then given by the so called Ivanovich-Dieks-Peres (IDP) limit

\[ P_{IDP} = 1 - R_{IDP} = 1 - |\langle \psi_1 | \psi_2 \rangle|, \]  

(1.79)

This result can be generalized for the case when the a priori probabilities of the states, \( \eta_1 \) and \( \eta_2 \) are different, i.e. \( \eta_1 \neq \eta_2 \). The result of Eq. (1.79) corresponds to the case \( \eta_1 = \eta_2 = 1/2 \).

The von Neumann projective measurement described above has two outcomes. It can correctly identify one of the two states at the expense of missing the other completely and occasionally missing the identifiable one, as well. If we want to do the best prediction we would like to have a measurement with three outcomes: \( |\psi_1\rangle \), \( |\psi_2\rangle \) and the failure. We introduce the operators \( \Pi_1 \), \( \Pi_2 \) and \( \Pi_0 \) such that:

\[ \langle \psi_1 | \Pi_1 | \psi_1 \rangle = p_1 \] is the probability of successfully identifying \( |\psi_1\rangle \), \( \langle \psi_2 | \Pi_2 | \psi_2 \rangle = p_2 \) is the probability of successfully identifying \( |\psi_2\rangle \), \( \langle \psi_1 | \Pi_0 | \psi_1 \rangle = q_1 \) is the probability of failing to identify \( |\psi_1\rangle \) (and similarly for \( |\psi_2\rangle \)).

For unambiguous discrimination we require that \( \langle \psi_1 | \Pi_2 | \psi_1 \rangle = \langle \psi_2 | \Pi_1 | \psi_2 \rangle = 0 \). The operators \( \{\Pi_i\} \) form a POVM

\[ \Pi_1 + \Pi_2 + \Pi_0 = I \]  

(1.80)

These operators can be determined explicitly upon introducing \( |\psi_i^\perp\rangle \) that is the vector orthogonal to \( |\psi_j\rangle \) (\( i \neq j \)) and the final expression is

\[ \Pi_1 = \frac{p_1}{\sin^2 \theta} |\psi_1^\perp \rangle \langle \psi_1^\perp |, \]  
\[ \Pi_2 = \frac{p_2}{\sin^2 \theta} |\psi_2^\perp \rangle \langle \psi_2^\perp |, \]  

(1.81)

where \( \sin \theta = |\langle \psi_1 | \psi_1^\perp \rangle| \) and \( \cos \theta = |\langle \psi_1 | \psi_2 \rangle| \). The positivity of the inconclusive operator

\[ \Pi_0 = I - \Pi_1 - \Pi_2 \]  

(1.82)

leads to the additional condition

\[ q_1 q_2 \geq |\langle \psi_1 | \psi_2 \rangle|^2, \]  

(1.83)

where \( q_1 = 1 - p_1 \) and \( q_2 = 1 - p_2 \) are the failure probabilities for the corresponding input states. The last inequality represents the constraint imposed by the positivity requirement on the optimum detection operators. Let

\[ R = \eta_1 q_1 + \eta_2 q_2 \]  

(1.84)

denotes the average failure probability for unambiguous discrimination. Due to the relation \( P = \eta_1 p_1 + \eta_2 p_2 = 1 - R \), the minimization of \( R \), subject to the constraint \( 1.83 \), gives
the maximum probability of success. We express \( q_2 = \cos^2 \theta/q_1 \) and then insert this expression in (1.81). Optimization of \( R \) with respect to \( q_1 \) gives \( q_{1, POVM} = \sqrt{\eta_2/\eta_1} \cos \theta \) and \( q_{2, POVM} = \sqrt{\eta_1/\eta_2} \cos \theta \) and

\[
R_{POVM} = 2\sqrt{\eta_1 \eta_2} \cos \theta. \tag{1.85}
\]

For \( \eta_1 = \eta_2 = 1/2 \) it reproduces the result of Eq. (1.79). Let us next see how this result compares to the average failure probabilities of the two possible unambiguously discriminating von Neumann measurements that were described at the beginning of this section. The average failure probability for the first von Neumann measurement, with its failure direction along \( |\psi_1\rangle \) can be written by simple inspection as

\[
R_1 = \eta_1 + \eta_2 |\langle \psi_1 | \psi_2 \rangle|^2 \tag{1.86}
\]

and the average failure probability for the second von Neumann measurement, with its failure direction along \( |\psi_2\rangle \) is given by

\[
R_2 = \eta_1 |\langle \psi_1 | \psi_2 \rangle|^2 + \eta_2. \tag{1.87}
\]

The optimum failure probability given by the POVM does perform better than \( R_1 \) and \( R_2 \) when it exists. Indeed, it is subject to the condition for the existence of the POVM solution given by \( q_{1, POVM} \leq 1 \) and \( q_{2, POVM} \leq 1 \) which corresponds to \( \cos^2 \theta/(1 + \cos^2 \theta) \leq \eta_1 \leq 1/(1 + \cos^2 \theta) \). If \( \eta_1 < \cos^2 \theta/(1 + \cos^2 \theta) \) then the optimum failure probability is given by \( R_1 \) and if \( \eta_1 > 1/(1 + \cos^2 \theta) \) the optimum failure probability is \( R_2 \).

### 1.4.2 Bayes strategy: the quantum Chernoff bound

One of the most basic tasks in information theory is the discrimination of two different probability distributions: given a source that outputs variables according one of the two probability distributions, determine which one it is with the minimal possible error. Here we state the problem of classical hypothesis testing by defining the error probability according to the Bayes approach and give the solution found by Chernoff [47].

**The probability of error**

A way of defining a notion of statistical distinguishability concerns the following scenario. Consider an observer that has to choose between two hypotheses \( H_0 \) and \( H_1 \) with probability \( \pi_0 \) and \( \pi_1 \) and his decision is based on a set of data collected from the measurement outcomes \( b = 1, \ldots, n \) he performs on the system. These measurements have probability distributions \( p_0(b) \) and \( p_1(b) \) depending upon the hypothesis that he tests. A notion
of distinguishability should give to the observer some method to distinguishing between the two distributions, for example, a Bayesian-like approach consists in minimizing the two error probabilities i.e. the probability of guessing 1 when the true hypothesis is $H_0$ and the probability of say 0 when the hypothesis is $H_1$. This latter approach which is known as hypothesis testing gives rise to a measure of distinguishability associated with the exponential decreasing of the error probability that is the Chernoff Bound.

A decision function is any function
$$\delta : \{1, \ldots, n\} \rightarrow \{0, 1\}$$
representing the method of guess the observer might use in the problem. The probability that such a guess will be in error is
$$P_e(\delta) = \pi_0 P(\delta = 1|0) + \pi_1 P(\delta = 0|1),$$
where $\pi_0$ and $\pi_1$ denote the a priori probabilities assigned to the occurrence of each hypothesis, $P(\delta = 1|0)$ denotes the probability that the guess is $p_1(b)$ when, in fact the distribution is really $p_0(b)$. Similarly $P(\delta = 0|1)$ denotes the probability that the guess is $p_0(b)$ when the distribution is $p_1(b)$. A natural decision function is the Bayes’ decision function $\delta_B$ that chooses 0 or 1 according to which has the highest posterior probability given the outcome $b$. The posterior probability according the Bayes rule is
$$p(i|b) = \frac{\pi_i p_i(b)}{\pi_0 p_0(b) + \pi_1 p_1(b)},$$
where $i = 0, 1$ and $p(b) = \pi_0 p_0(b) + \pi_1 p_1(b)$ is the total probability for the outcome $b$. Then the Bayes’ decision function gives
$$\delta_B(b) = \begin{cases} 
0 & \text{if } \pi_0 p_0(b) > \pi_1 p_1(b) \\
1 & \text{if } \pi_1 p_1(b) > \pi_0 p_0(b) \\
\text{anything} & \text{if } \pi_0 p_0(b) = \pi_1 p_1(b)
\end{cases}$$
In the following we demonstrate that this decision function is optimal as far as the error probability is concerned [58]. Note that for any decision procedure $\delta$, the error probability of Eq. (1.88) can be written as
$$P_e(\delta) - P_e(\delta_B) = \sum_b (\delta(b) - \delta_B(b)) (\pi_0 p_0(b) - \pi_1 p_1(b)).$$
1.4. Quantum state discrimination

Suppose that $\delta \neq \delta_B$. Then the nonzero terms in the sum occur when $\delta(b) \neq \delta_B(b)$ and $\pi_0 p_0(b) \neq \pi_1 p_1(b)$. When $\delta(b) = 0$ and $\delta_B(b) = 1$, $\pi_0 p_0(b) - \pi_1 p_1(b) < 0$ and the term in the sum is positive; when $\delta(b) = 1$ and $\delta_B(b) = 0$, $\pi_0 p_0(b) - \pi_1 p_1(b) > 0$ and again the term in the sum is positive. Then it follows that

$$P_e(\delta) > P_e(\delta_B),$$

for any decision function and therefore the Bayes’ decision function is optimal. For the outcome $b$ is measured with prior probability $p(b)$, the probability of a correct decision is just the max\{$p(0|b), p(1|b)$\}. Therefore the error probability associated to the Bayes decision function can be expressed as follows

$$P_e = \sum_b p(b) (1 - \max\{p(0|b), p(1|b)\})$$

$$= \sum_b p(b) \min\{p(0|b), p(1|b)\}$$

$$= \sum_{b=1}^n \min\{\pi_0 p_0(b), \pi_1 p_1(b)\}$$

where Eq. (1.95) follows from the relation $p(0|b) + p(1|b) = 1$. Notice that Eq. (1.96) depends on the prior state of knowledge through $\pi_0$ and $\pi_1$ and is not only a function of the probability distributions that have to be distinguished. This depends on the definition of Bayesian probabilities that are always defined with respect to someone’s state of knowledge. The latter Eq. gives a simple operational definition of $P_e$ as we can see in the following example due to Cover [59].

Consider the following four different probability distributions over two outcomes: $p_0 = \{.96, .04\}$, $p_1 = \{.04, .96\}$, $q_0 = \{.90, .10\}$ and $q_1 = \{0, 1\}$. Let us compare the distinguishability of $p_0$ and $p_1$ via Eq. (1.96) to that of $q_0$ and $q_1$ by assuming equal a priori probabilities

$$P_e(p_0, p_1) = \frac{1}{2} \min\{.96, .04\} + \frac{1}{2} \min\{.04, .96\} = .04$$

$$P_e(q_0, q_1) = \frac{1}{2} \min\{.90, 0\} + \frac{1}{2} \min\{.1, 1\} = .05$$

Therefore

$$P_e(p_0, p_1) < P_e(q_0, q_1)$$

and so the distributions $p_0$ and $p_1$ are more distinguishable from each other that the distributions $q_0$ and $q_1$. Now consider that two samples of outcomes are taken before a
guess and therefore we have four possible outcomes. Then the error probability will be

\[
P_e(p_0^2, p_1^2) = \frac{1}{2} \min \{.96 \times .96, .04 \times .04\} + \frac{1}{2} \min \{.96 \times .04, .04 \times .96\} + \frac{1}{2} \min \{.04 \times .96, .96 \times .04\} = .04
\]

(1.100)

\[
P_e(q_0^2, q_1^2) = \frac{1}{2} \min \{.9 \times .9, 0 \times 0\} + \frac{1}{2} \min \{.9 \times .1, 0 \times 1\} + \frac{1}{2} \min \{.1 \times .1, 1 \times 1\} + \frac{1}{2} \min \{.1 \times .9, 1 \times 0\} = .005
\]

(1.101)

Therefore

\[
P_e(q_0^2, q_1^2) < P_e(p_0^2, p_1^2)
\]

(1.102)

the distributions \(q_0\) and \(q_1\) are more distinguishable from each other than \(p_0\) and \(p_1\) when one samples two sets of outcomes in the decision problem. This example suggests that the probability of error, though it is a good measure of distinguishability for the problem of making a decision after one sampling, does not adapt to further data acquisition. Therefore we need a measure that it is not explicitly tied with the number \(N\) of samplings.

**The Chernoff bound**

The optimal probability of error in the decision problem must decrease to zero when the number of samplings increases. It turns out that it decreases asymptotically as an exponential in the number of samplings \(N\). This exponential is called the Chernoff bound and the formal statement is given in the following

**Theorem 3** Let \(P_e(N)\) be the probability of error for Bayes’ decision rule after sampling \(N\) times one of the two distributions \(p_0(b)\) or \(p_1(b)\). Then

\[
P_e(N) \leq \frac{1}{2} \min_{s \in [0,1]} \left( \sum_{b=1}^{n} p_0(b)^s p_1(b)^{1-s} \right)^N
\]

(1.103)

Moreover the bound is approached asymptotically in the large \(N\) limit.

**The quantum Chernoff bound**

In the quantum hypothesis testing problem, one has to decide between two states of a system. The decision is performed by a two-valued measurement. A single copy of the quantum system is not enough for a good decision and one should make independent measurements on several identical copies. Let us address the quantum scenario. Suppose that a quantum system is prepared in two possible states (pure or mixed) \(\varrho_0\) and \(\varrho_1\). The states are known, as well as the \(a\ pri\ıri\) probabilities \(\pi_0\) and \(\pi_1 = 1 - \pi_0\) but we don’t know
which state has been actually sent to the observer. We are given $n$ copies of the state $\rho$ with
the promise that it has been prepared either by the source 0 (with prior probability $\pi_0$) or 1 (with prior probability $\pi_1$) which generate $\rho_0$ and $\rho_1$ respectively. We formulate two hypotheses $H_0$ and $H_1$ about the identity of the source (0 or 1 respectively) and we have to define the minimal error probability to determine which hypothesis better explains the nature of the $n$ copies. The protocol develops in two stages. First, to obtain information about the states we must necessarily make a quantum measurement. Second, one has to provide a classical algorithm which processes the measurement outcomes and produces the best answer ($H_0$ or $H_1$). Quantum mechanics allows for a convenient description of this two-step process by assigning to each answer $H_0$ and $H_1$ an element $E_0$ and $E_1$ respectively, of a two-outcomes POVM $\{E_0, E_1\}$ on the system, where $E_0 + E_1 = I$ and $E_k \geq 0 \forall k$. After observing the outcome $j$ the observer infers that the state of the system is $\rho_j$. The probability of giving the answer $H_k$ conditioned by the state $\rho = \rho_i$ is thus given by $p_i(b) = Tr[\rho_i \otimes n E_b]$ and the problem reduces to find the optimal POVM $\{E_b\}_{b=0}^1$ for the discrimination problem that is the one minimizing the overall probability of a misidentification given in Eq. (1.96) i.e.

$$P_e = \pi_0 p_0(1) + \pi_1 p_1(0).$$ (1.104)

In the simplest case of a single copy $n = 1$ and two equiprobable hypotheses $\pi_0 = \pi_1 = 1/2$, we have

$$P_e = \frac{1}{2}(Tr[\rho_0 E_1] + Tr[\rho_1 E_0])$$ (1.105)

that is to say that the error probability is just the probability that $\rho_0$ is the true state times the conditional probability that the guess is wrong summed to the similar term for $\rho_1$. The minimization of the error probability in the single copy case is due to Helstrom [13]. Since $E_0 = I - E_0$, we can introduce the Helstrom matrix $\Upsilon \equiv \rho_1 - \rho_0$ and write

$$P_e = \frac{1}{2}(1 - Tr[E_1 \Upsilon])$$ (1.106)

which only needs to be optimized with respect to $E_1$. Since $Tr\Upsilon = 0$, the matrix $\Upsilon$ has some negative eigenvalues. This necessarily implies that the minimum error probability is attained if $E_1$ is the projector over the subspace of positive eigenvalues of $\Upsilon$ that we denote with $\Upsilon_+$. Assuming this optimal operator we have $Tr[E_1 \Upsilon] = Tr\Upsilon_+ = \frac{1}{2}Tr|\Upsilon|$ where $|A|$ is the trace norm defined in [13] and

$$A_+ = (|A| + A)/2.$$ (1.107)
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We arrive at the final result \[\text{[14]}\]

\[
P_e = \frac{1}{2} \left( 1 - \frac{1}{2} \text{Tr} |\varrho_1 - \varrho_0| \right).
\] (1.108)

Let us now suppose that \(N\) copies of both \(\varrho_0\) and \(\varrho_1\) are available for the discrimination. The problem may be addressed using the above formulas upon replacing \(\varrho\) with \(\varrho^{\otimes N}\) \[\text{[15]}\]. We thus need to analyze the quantity

\[
P_e(N) = \frac{1}{2} \left( 1 - \frac{1}{2} \text{Tr} |\varrho_1^{\otimes N} - \varrho_0^{\otimes N}| \right).
\] (1.109)

The computation of the trace norm of the Helstrom matrix is rather difficult. Moreover it provides a little information about the large \(n\) behavior of the error probability, which is what the Chernoff bound is about. The quantum Chernoff bound \(Q\) gives an upper bound to the probability of error \(P_e\) \[\text{[15]}\] \[\text{[16]}\]

\[
P_e \leq \frac{Q}{2}
\] (1.110)

where

\[
Q = \min_{0 \leq s \leq 1} \text{Tr} [\varrho_0^{s}\varrho_1^{1-s}].
\] (1.111)

\(Q\) is a very efficient quantity to be computed and it holds for arbitrary density matrices. In the case of \(N\) copies,

\[
P_e(N) \leq \frac{Q^N}{2} = \frac{1}{2} \exp\{-N(\min_{s \in [0,1]} \text{Tr}[\varrho_0^{s}\varrho_1^{1-s}])\}.\] (1.112)

In the limit \(N \to \infty\), the probability of error behaves as

\[
P_e(N) \sim \exp\{-N\xi_{QCB}\}
\] (1.113)

where we called \(\xi_{QCB}\) the quantum Chernoff information

\[
\xi_{QCB} = -\lim_{N \to \infty} \frac{1}{N} P_e(N) = -\min_{s \in [0,1]} \text{Tr}[\varrho_0^{s}\varrho_1^{1-s}].
\] (1.114)

This equality holds because of the asymptotical attainability of bound \[\text{[15]}\] \[\text{[16]}\] as follows from the results in \[\text{[17]}\].

The bound \[\text{[11]}\] can be inferred by the following

**Theorem 4** Let \(A\) and \(B\) two positive operators, then for all \(0 \leq s \leq 1\),

\[
\text{Tr}[A^s B^{1-s}] \geq \frac{1}{2} \text{Tr}[A + B - |A - B|].
\] (1.115)
The proof of this theorem is given in Ref. [48]. Because $\text{Tr}[A \otimes B] = \text{Tr}[A] \text{Tr}[B]$, the upper bound in the case of $N$ copies immediately follows from Eq. (1.110).

Several comments about Eq. (1.110) are in order.

- If the two matrices $\rho_0$ and $\rho_1$ commute, the bound reduces to the classical Chernoff bound (1.103) where the two probability distributions are given by the spectrum of the two density matrices.
- The function $Q_s = \text{Tr}[\rho^s \sigma^{1-s}]$ (whose minimum gives the best bound) is a convex function of $s$ in $[0,1]$ which means that a stationary point will automatically be a global minimum. Indeed the function $s \mapsto x^s y^{1-s}$ is convex for positive scalars $x$ and $y$ as one confirms by calculating the second derivative $x^s y^{1-s} (\log x - \log y)^2$, which is non-negative. Consider then a basis in which $\rho$ is diagonal $\rho = \text{diag}(\lambda_1, \lambda_2, \ldots)$. Let the eigenvalue decomposition of $\sigma$ in that basis given by $\sigma = U \text{diag}(\mu_1, \mu_2, \ldots) U^\dagger$, where $U$ is a unitary matrix. Then $\text{Tr}[\rho^s \sigma^{1-s}] = \sum_{ij} \lambda_i^s \mu_j^{1-s} |U_{ij}|^2$. As this is a sum with positive weights of convex terms $\lambda_i^s \mu_j^{1-s}$, the sum itself is convex.
- $Q$ is jointly concave in $(\rho_0, \rho_1)$, unitarily invariant, and non-decreasing under trace preserving quantum operations.

**Relation to the trace distance**

One may think that, though its difficult computation, the trace distance (1.18) to which is related the definition of the error probability $P_e$, has a more natural operational meaning that the QCB. In spite of this, it does not adapt to the case of many copies; indeed, one can find examples of states $\rho, \sigma, \rho', \sigma'$ such that $\text{Tr}[\rho - \sigma] < \text{Tr}[\rho' - \sigma']$ but $\text{Tr}[\rho^N - \sigma^N] < \text{Tr}[\rho'^N - \sigma'^N]$. By contrast, the QCB does resolve this problem since $Q(\rho, \sigma) < Q(\rho', \sigma')$ implies $Q(\rho^N, \sigma^N) < Q(\rho'^N, \sigma'^N)$. Because of this property, the minimization of the QCB over single-copy states $(\rho$ and $\sigma)$ implies the minimization over multi-copy states $(\rho^N, \sigma^N)$. However, the following upper and lower bounds on $Q$ in terms of the trace norm distance $\mathcal{D}_\text{Tr}$ have been demonstrated in [12].

**Theorem 5** Let $\rho_0$ and $\rho_1$ be density matrices. Then the following relation holds:

$$
\sqrt{1 - Q} \leq \mathcal{D}_\text{Tr}[\rho_0, \rho_1] \leq \sqrt{1 - Q^2}.
$$

The first inequality is proved by defining a POVM $E_Q^*$ that optimizes $Q$ and $E_D^*$ likewise

$$
1 - Q(\rho_0, \rho_1) = 1 - Q(p_0(E_Q^*), p_1(E_Q^*)) \leq \mathcal{D}_\text{Tr}[p_0(E_Q^*), p_1(E_Q^*)]
$$

$$
\leq \mathcal{D}_\text{Tr}[p_0(E_D^*), p_1(E_D^*)] \leq \mathcal{D}_\text{Tr}[\rho_0, \rho_1]
$$

(1.117) (1.118) (1.119)
The second inequality follows from

\[ D_{\text{Tr}}[\varrho_0, \varrho_1] = D_{\text{Tr}}[p_0(E_D^*), p_1(E_D^*)] \]

\[ \leq \sqrt{1 - 1 - Q(p_0(E_D^*), p_1(E_D^*))^2} \]

\[ \leq \sqrt{1 - 1 - Q(p_0(E_Q^*), p_1(E_Q^*))^2} \]

\[ = \sqrt{1 - Q(\varrho_0, \varrho_1)^2}. \]

Relation to fidelity

The fidelity is always an upper bound to \( Q \)

\[ P_e \leq \frac{Q}{2} \leq \frac{\text{Tr}[\varrho_0^{1/2} \varrho_1^{1/2}]}{2} \leq \frac{\text{Tr}[\varrho_0^{1/2} \varrho_1^{1/2}]}{2} = \frac{\mathcal{F}(\varrho_0, \varrho_1)}{2} \]

where \( \mathcal{F}(\varrho_0, \varrho_1) = \left( \text{Tr}\left[ \sqrt{\varrho_0^{1/2} \varrho_1^{1/2}} \right] \right)^2 = \left( \text{Tr}[\varrho_0^{1/2} \varrho_1^{1/2}] \right)^2 \) and it also provides a lower bound to \( P_e \).

\[ 1 - \sqrt{1 - \mathcal{F}(\varrho_0, \varrho_1)} \leq P_e \]

These inequalities translate in the following bounds to the quantum Chernoff information

\[ -\frac{1}{2} \log \mathcal{F}(\varrho_0, \varrho_1) \leq \xi_{QCB}(\varrho_0, \varrho_1) \leq -\log \mathcal{F}(\varrho_0, \varrho_1). \]

When one of the states is pure, the minimum of the \( \text{Tr}[\varrho_0^s \varrho_1^{1-s}] \) is attained for \( s = 0 \) and we have

\[ Q(\varrho_0, \varrho_1) = \mathcal{F}(\varrho_0, \varrho_1) \]

\[ \xi_{QCB}(\varrho_0, \varrho_1) = -\log \mathcal{F}(\varrho_0, \varrho_1). \]

Relation to the relative entropy

The connection between the QCB and the relative entropy can be seen as follows. By differentiating the quantity \( \text{Tr}[\varrho^s \sigma^{1-s}] \) with respect to \( s \), one observes that the minimum, which is unique due to convexity, is obtained when

\[ \text{Tr}[\varrho^s \sigma^{1-s} \log \varrho] = \text{Tr}[\varrho^s \sigma^{1-s} \log \sigma]. \]

One easily verifies that this is equivalent to the condition that

\[ S(\tau_s \| \varrho) = S(\tau_s \| \sigma) \]
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with $S(A\|B)$ the quantum relative entropy as defined in (1.34) and
\[
\tau_s = \frac{\rho^s \sigma^{1-s}}{\tr[\rho^s \sigma^{1-s}]}.
\]
(1.131)

Notice that $\tau_s$ is not a state because it is not even self-adjoint (except in the commuting case). Nevertheless, it has positive spectrum and its entropy and the relative entropies used in (1.130) are well-defined.

**Discriminating infinitesimally close states**

Let us call $d\sigma^2$ the distance between two infinitesimally close density matrices $\rho$ and $\rho + d\rho$. In this case the distinguishability measure defined in Eq. (1.111) defines a metric on the manifold of density operators, i.e. a symmetric nonnegative function that satisfies the triangle inequality, and it has been computed in [50]. It can be demonstrated that, when the difference between the two states is $d\rho \simeq 0$, the $s$ that minimizes $d\sigma^2_{QCB}$ is given by $s^* = 1/2$ and the distance becomes (see for example [50])
\[
d\sigma^2_{QCB} = \frac{1}{2} \sum_{n,m} |\langle \psi_n | d\rho | \psi_m \rangle|^2.
\]
(1.132)

that can also be written as
\[
d\sigma^2_{QCB} = \frac{1}{8} \sum_n \frac{(dp_n)^2}{p_n} + \frac{1}{2} \sum_{n \neq m} \frac{|\langle \psi_n | d\psi_m \rangle|^2 (p_n - p_m)^2}{(\sqrt{p_n} + \sqrt{p_m})^2}.
\]
(1.133)

The choice of Eq. (1.132) as a definition of a distinguishability measure between two infinitesimally close states is then motivated by the underlying description of the measure process as provided by the QCB given in terms of the upper bound to the error probability. The same argument is valid for the choice of the Bures metric in the theory of parameter estimation. A remarkable example of this relation is given in a seminal paper of Braunstein and Caves [25] when they first use the theory of quantum parameter estimation for distinguishing neighboring quantum states. Although the definitions of the QCB in Eq. (1.111) and the Bures distance $D(\rho_0, \rho_1)$ given in Eq. (1.24) look quite different, their infinitesimal versions given by the metrics are strictly related. Indeed for neighboring matrices, by expanding the density matrix $\rho = \sum_n p_n |\psi_n\rangle \langle \psi_n |$, we can put in evidence the relation existing between the Bures metric and the metric induced by the Chernoff bound. In fact recalling the Eq. (3.96) and using the inequalities $(\sqrt{p_m} + \sqrt{p_n})^2 \geq (p_m + p_n)$ and $2(p_m + p_n) \geq (\sqrt{p_m} + \sqrt{p_n})^2$, one sees that
\[
\frac{d\sigma^2_B}{2} \leq d\sigma^2_{QCB} \leq d\sigma^2_B.
\]
(1.134)

For pure states we have that $p_j = \sqrt{p_j} = 1$ and therefore $d\sigma^2_B = d\sigma^2_{QCB}$. 


1.4.3 Neyman-Pearson strategy: the quantum relative entropy

Hypothesis testing refers to a general set of tools in statistics and probability theory for making decisions based on experimental data from random variables. In a typical scenario, an experimentalist is faced with two possible hypotheses and must decide based on experimental observation which one was actually realized. There are two types of errors in this process, corresponding to mistakenly identifying one of the two options when the other should have been detected. A central task in hypothesis testing is the development of optimal strategies for minimizing such errors and the determination of compact formulae for the minimum error probabilities. Here we consider a null hypothesis $H_0$ and an alternative hypothesis $H_1$. The alternative hypothesis is the one of interest and states that "something significant is happening" as for example some case of flu is the avian one, or an e-mail attachment is a computer virus. In contrast, the null hypothesis corresponds to this not being the case: the flu can be treated with an aspirin, and the attachment is just a nice picture. Neyman and Pearson introduced the idea of making a distinction between type I and type II errors. The type I error, or false positive, denoted by $\alpha$, is the error of accepting the alternative hypothesis when in reality the null hypothesis holds and the results can be attributed merely to chance. The type II error or false negative, denoted by $\beta$, is the error of accepting the null hypothesis when the alternative hypothesis is the true state of nature. The cost associated to the the two types of error can be widely different, or even incommensurate. In the previous section we considered a symmetric hypothesis testing, where no essential distinction is made between the two kinds of errors. To wit, in symmetric hypothesis testing, one considers the average, or Bayesian, error probability $P_e$, defined as the average of $\alpha$ and $\beta$ weighted by the prior probabilities of the null and the alternative hypothesis, respectively. Here, we consider the asymmetric hypothesis approach which consists in minimizing the probability of mistakenly identifying $\rho_0$ instead of $\rho_1$ i.e. the type II error probability, while requiring that the false-alarm probability, that is the probability that $\rho_1$ is identified instead of $\rho_0$, is bounded by a small number.

Suppose that $N \gg 1$ copies of a quantum system are prepared identically in the state $\rho_1$. In order to learn the identity of the state the observer measures a two outcome POVM \{\Pi_1, I - \Pi_1\} is measured on each of these. If he obtains the outcome associated to $\Pi_1$ ($I - \Pi_1$), then he concludes that the state was $\rho_1$ ($\rho_0$). The state $\rho_0$ is seen as the null hypothesis, while $\rho_1$ is the alternative hypothesis. There are two types of errors:

- Type I: the observer finds that the state was $\rho_1$ when in reality it was $\rho_0$. This
happens with probability
\[
\alpha = \text{Tr}[\rho_0^N \Pi_1] \tag{1.135}
\]

- Type II: the observer finds that the state was \( \rho_0 \) when in reality it was \( \rho_1 \). This happens with probability
\[
\beta = \text{Tr}[\rho_1^N (\mathbb{I} - \Pi_1)] \tag{1.136}
\]

The Neyman-Pearson approach consists into prescribing a bound \( \epsilon \) for the probability of type I error while the probability of type II error is minimized, i.e. the detection probability is maximized. The relevant error quantity in this case can be written as
\[
\beta(\epsilon) = \min_{0 \leq \Pi_1 \leq \mathbb{I}} \{ \beta(\mathbb{I} - \Pi_1) : \alpha(\Pi_1) \leq \epsilon \} \tag{1.137}
\]
and the quantum Stein’s lemma \[61, 62\] states that for every \( 0 < \epsilon < 1 \)
\[
\lim_{N \to \infty} -\frac{\log \beta(\epsilon)}{N} = S(\rho_0\|\rho_1) \tag{1.138}
\]
where \( S(\rho_0\|\rho_1) \) is the quantum relative entropy (QRE) between the two states \( \rho_0 \) with and \( \rho_1 \) defined in Eq. \[1.34\]. This fundamental result gives a rigorous operational interpretation for the quantum relative entropy and was proved by Hiai and Petz \[61\] and Ogawa and Nagaoka \[62\]. The relative entropy is also the asymptotic optimal exponent for the decay of \( \beta \) when we require that \( \alpha \to 0 \) for \( N \to \infty \) \[63\]. Then, the probability of type II errors in discriminating the states \( \rho_0 \) and \( \rho_1 \) after performing \( N \) measurements on \( \rho_1 \) is for \( N \to \infty \) is
\[
\beta_N(\rho_1 \to \rho_0) = \exp\{-NS(\rho_0\|\rho_1)\} \tag{1.139}
\]
It tells us how difficult it is to distinguish the state \( \rho_0 \) from the state \( \rho_1 \), in particular we have that \( S(\rho_0\|\rho_1) = 0 \) iff \( \rho_0 = \rho_1 \). For a review of the important properties of the QRE we refer the reader to \[64\].

**Neyman-Pearson strategy: discriminating infinitesimally close parameters**

In the limit of \( S(\rho_{\theta+\epsilon}\|\rho_{\theta}) \), i.e. for two infinitesimally close density matrices, the quantum relative entropy can characterize the so-called Kubo-Mori-Bogoljubov (KMB) Fisher information \( \tilde{G}(\theta) \) according to the following relation \[65\]
\[
\tilde{G}(\theta) = \lim_{\epsilon \to 0} \frac{2}{\epsilon} S(\rho_{\theta+\epsilon}\|\rho_{\theta}) \tag{1.140}
\]
where the KMB Fisher information \( \tilde{G}(\theta) \) is defined as [66]

\[
\tilde{G}(\theta) = \text{Tr}[\rho_\theta \tilde{L}_\theta^2] \tag{1.141}
\]

with

\[
\tilde{L}_\theta = \frac{d \log \rho_\theta}{d \theta} \tag{1.142}
\]

The KMB Fisher information provides an upper bound to the quantum Fisher information [65]

\[
\tilde{G}(\theta) \geq G(\theta). \tag{1.143}
\]
In this chapter we consider continuous variable systems and address the quantum estimation of parameters by the class of some probe Gaussian states. We also address the discrimination of noisy channels using Gaussian states as probing signals and in particular consider two problems: the detection of a lossy channel against the alternative hypothesis of an ideal lossless channel and the discrimination of Gaussian noisy channels. The chapter is structured as follows. In section 2.1 we briefly introduce the basic concepts and notation about continuous variable (CV) systems. In particular, Cartesian decomposition of mode operators in the phase space, as well as basic properties of displacement and squeezing operators. Moreover we introduce characteristic functions and Wigner functions along with their basic properties. In section 2.2 we introduce Gaussian states and their main properties. In particular the normal forms of the single-mode and two-mode covariance matrices are given. In 2.3 we describe some criteria to detect entanglement and both quantum and classical correlations whereas section 2.4 gives the evolution of a Gaussian state in a noisy channel and an example of evolution in a lossy channel of the covariance matrix of a single-mode and a two-mode Gaussian state. In section 2.5 we address quantum estimation of displacement and squeezing parameters by the class of probes made of Gaussian states undergoing Kerr interaction. In section 2.6 we evaluate the quantum Chernoff bound to discriminate lossy channels by means of single-mode and two-mode Gaussian states. Finally, in 2.7 we address discrimination of Gaussian noise channels using both minimum error probability (Bayes) and maximum detection probability (Neyman-Pearson) strategies. We also consider the discrimination of channels with infinitesimally close values of the noise parameter and evaluate the metrics associated with the two distinguishability.
notions.

2.1 Continuous variable systems

Let us consider a system of \(n\) bosons described by the mode operators \(a_k, k = 1, \ldots, n\), satisfying the commutation relations \([a_k, a_j^\dagger] = \delta_{kj}I\), where \(\delta_{kj}\) is the kronecker delta and \(I\) is the identity operator over the Hilbert space \(H = \otimes_{k=1}^n H_k\). The free Hamiltonian of the system is \(H = \sum_{k=1}^n (a_k a_k^\dagger + \frac{1}{2}I)\) where from now on we set \(\hbar \omega_k = 1\) and follow the notation of [67]. The position and momentum operators are defined through the Cartesian decomposition of the mode operators

\[
q_k = \frac{1}{\sqrt{2}}(a_k + a_k^\dagger), \quad p_k = \frac{1}{i\sqrt{2}}(a_k - a_k^\dagger)
\]

and the corresponding commutation relations are \([q_j, p_k] = i\delta_{jk}I\). Introducing the vector \(R = (q_1, p_1, \ldots, q_n, p_n)^T\), where \((...)^T\) denotes the transposition operation, the commutation relations become

\[
[R_k, R_j] = i\Omega_{kj}I
\]

(2.1)

where \(\Omega_{kj}\) are the elements of the symplectic matrix

\[
\Omega = \bigoplus_{k=1}^n \omega, \quad \omega = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

(2.2)

For a quantum state \(\rho\) of a system of \(n\) bosons, the covariance matrix \(\sigma = \sigma[\rho]\) of elements \(\sigma_{kj}\) is defined as follows

\[
\sigma_{kj} = \frac{1}{2}\langle \{R_k, R_j\} \rangle - \langle R_k \rangle \langle R_j \rangle
\]

(2.3)

where \(\{A, B\} = AB + BA\) denotes the anticommutator and \(\langle O \rangle = \text{Tr}[\rho O]\) is the expectation value of the operator \(O\). The uncertainty relations among canonical operators impose a constraint to the covariance matrix

\[
\sigma + \frac{i}{2} \Omega \succeq 0,
\]

(2.4)

thus expressing the positivity of the density matrix \(\rho\). The vacuum state of \(n\) bosons is a pure separable state \(|0\rangle\) characterized by the covariance matrix \(\sigma = \frac{i}{2}\mathbb{I}_{2n}\), where \(\mathbb{I}_{2n}\) is the \(2n \times 2n\) identity matrix. A state at thermal equilibrium is described by the density operator \(\nu = \otimes_{k=1}^n \nu_k\) where

\[
\nu_k = \frac{e^{-\beta a_k^\dagger a_k}}{\text{Tr}[e^{-\beta a_k^\dagger a_k}]} = \frac{1}{n_{kT} + 1} \sum_m \left(\frac{n_{kT}}{n_{kT} + 1}\right)^m |m\rangle_{kk} \langle m|.
\]

(2.5)
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\[ n_{kT} = (e^\beta - 1)^{-1} \]

is the average number of thermal quanta at equilibrium in the \( k \)-th mode and \( \{|m\rangle_k \}_{m \in \mathbb{N}} \) are the eigenstates of the number operator \( a_k^\dagger a_k \) which form a basis of each Hilbert space \( \mathcal{H}_k \).

The covariance matrix of a thermal state \( \nu \) is given by

\[
\sigma[\nu] = \text{Diag}\left( n_{1T} + \frac{1}{2}, \ldots, n_{nT} + \frac{1}{2} \right) \tag{2.6}
\]

where \( \text{Diag}(x_1, \ldots, x_n) \) denotes the diagonal matrix with elements \( x_k \), \( k = 1, \ldots, n \).

### 2.1.1 Symplectic transformations

Let us first consider a classical system of \( n \) particles described by the canonical coordinates \((q_1, \ldots, q_n)\) and conjugated momenta \((p_1, \ldots, p_n)\). If \( H \) is the Hamiltonian of the system, the equations of motion are given by

\[
\dot{q}_k = \frac{\partial H}{\partial p_k}, \quad \dot{p}_k = -\frac{\partial H}{\partial q_k} \tag{2.7}
\]

where \( \dot{x} \) denotes the time derivative. For a system of \( n \) particles, the Equations (2.7) can be summarized as

\[
\dot{R}_k = \Omega_{ks} \frac{\partial H}{\partial R_s} \tag{2.8}
\]

where \( \Omega_{ks} \) are the elements of the symplectic matrix (2.2) and \( R \) the vector of coordinates given in the section 2.1. The linear transformation of coordinates \( R' = FR \) is described by \( F_{ks} = \frac{\partial R'_k}{\partial R_s} \) and leads to

\[
\frac{\partial R'_k}{\partial t} = F_{ks} \Omega_{sp} F_{lp} \frac{\partial H}{\partial R'_l}. \tag{2.9}
\]

Therefore the Hamilton equations remain unchanged if and only if \( F \) satisfies

\[
F_{ks} \Omega_{sp} F_{lp} = \Omega_{kl} \quad \text{or} \quad F \Omega F^T = \Omega \tag{2.10}
\]

which characterize symplectic transformations and describe the canonical transformations of coordinates. Let us now consider a quantum state of \( n \) bosons. A mode transformation \( R' = FR \) leaves the kinematics invariant if it preserves the canonical commutation relations (2.1) that means the \( 2n \times 2n \) matrix \( F \) should satisfy the symplectic condition (2.10).

Since \( \Omega^T = -\Omega \), from (2.10) one obtains that \( \text{Det}[F]^2 = 1 \) and therefore \( F^{-1} \) exists. Moreover, it can be also showed that if \( F, F_1 \) and \( F_2 \) are symplectic, then also \( F^{-1}, F^T \) and \( F_1 F_2 \) are symplectic, with \( F^{-1} = \Omega F^T \Omega^{-1} \). Therefore the set of real matrices satisfying (2.10) form the symplectic group \( \text{Sp}(2n, \mathbb{R}) \) with dimension \( n(2n + 1) \). Together with the phase-space translation \( R' = R + \Lambda \) it forms the affine (inhomogeneous) symplectic group \( \text{ISp}(2n, \mathbb{R}) \).
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2.1.2 Linear and bilinear interactions of modes

The physical transformation which generates the whole group of symplectic transformations may be written in the most general form with a Hamiltonian of this type:

\[ H = \sum_{k=1}^{n} g_k^{(1)} a_k^\dagger + \sum_{k>l=1}^{n} g_{kl}^{(2)} a_k a_l + \sum_{k,l=1}^{n} g_{kl}^{(3)} a_k^\dagger a_l^\dagger + \text{h.c.}, \]  

(2.11)

which is at most bilinear in the field modes. Transformations induced by the Hamiltonian (2.11) correspond to unitary representations of the affine symplectic group ISp\((2n, \mathbb{R})\). The first term of the Hamiltonian (2.11) is linear in the field modes \(a_k^\dagger + \text{h.c.}\) and the corresponding unitary transformations are the set of displacement operators. The second block contains terms of the form \(g^{(2)} a_k^\dagger b + \text{h.c.}\) and describes linear mixing of the modes. The third kind of interaction is represented by Hamiltonians of the form \(g^{(3)} a_k^\dagger b + \text{h.c.}\) which describe single-mode and two-mode squeezing.

**Displacement operator**

The displacement operator for \(n\) bosons is defined as

\[ D(\lambda) = \bigotimes_{k=1}^{n} D_k(\lambda_k) \]  

(2.12)

where \(\lambda\) is the column vector \(\lambda = (\lambda_1, \ldots, \lambda_n)^T\), \(\lambda_k \in \mathbb{C}\), \(k = 1, \ldots, n\) and

\[ D_k(\lambda_k) = \exp\{\lambda_k a_k^\dagger - \lambda_k^* a_k\} \]

are single-mode displacement operators. Displacement operator takes its name after the action on the mode operators

\[ D_k^\dagger(\lambda) a_k D(\lambda) = a_k + \lambda_k \quad (k = 1, \ldots, n). \]  

(2.13)

For the single-mode displacement operator the following properties are immediate consequence of the definition

\[ D_k^\dagger(\lambda) = D(-\lambda), \]

\[ \text{Tr}[D(\lambda)] = \pi \delta^{(2)}(\lambda), \]

\[ D(\lambda_1) D(\lambda_2) = D(\lambda_1 + \lambda_2) \exp\{\frac{1}{2}(\lambda_1^* \lambda_2 - \lambda_1^* \lambda_2 + \lambda_2^* \lambda_1 - \lambda_2^* \lambda_1)\}. \]  

(2.16)

The two-dimensional complex \(\delta\)-function is defined as

\[ \delta^{(2)}(z) = \int_{\mathbb{C}} \frac{d^2\lambda}{\pi^2} \exp\{\lambda^* z - z^* \lambda\} = \int_{\mathbb{C}} \frac{d^2\lambda}{\pi^2} \exp\{i(\lambda^* z + z^* \lambda)\} \]  

(2.17)
Matrix elements in the Fock (number) basis are given by

\[ \langle n + d | D(\alpha) | n \rangle = \sqrt{n!} \frac{n!}{(n + d)!} e^{-\frac{1}{2} |\alpha|^2} \alpha^d L^d_n(|\alpha|^2) \] (2.18)

\[ \langle n | D(\alpha) | n + d \rangle = \sqrt{n!} \frac{n!}{(n + d)!} e^{-\frac{1}{2} |\alpha|^2} (-\alpha^*)^d L^d_n(|\alpha|^2) \] (2.19)

\[ \langle n | D(\alpha) | n \rangle = e^{-\frac{1}{2} |\alpha|^2} L_n(|\alpha|^2), \] (2.20)

where \( L^d_n(x) \) is the Laguerre polynomial. The displacement operator is strictly related to coherent states. The coherent state \(|\alpha\rangle\) is defined as the eigenstate of the mode operator \(a\), i.e.

\[ a|\alpha\rangle = \alpha|\alpha\rangle \] (2.21)

where \( \alpha \in \mathbb{C} \) is a complex number. The expansion in terms of the Fock spaces reads

\[ |\alpha\rangle = e^{-\frac{1}{2} |\alpha|^2} \sum_{k=0}^{\infty} \frac{\alpha^k}{\sqrt{k!}} |k\rangle. \] (2.22)

Then, using (2.13) it can be shown that coherent states are generated by unitary evolution of the vacuum through the displacement operator, i.e. \(|\alpha\rangle = D(\alpha)|0\rangle\). Properties of coherent states, i.e. overcompleteness and nonorthogonality, thus follow from that of displacement operator. The expansion (2.22) in the number state is recovered from the definition \(|\alpha\rangle = D(\alpha)|0\rangle\) by the normal ordering of the displacement

\[ D(\alpha) = e^{\alpha a^\dagger} e^{-\frac{1}{2} |\alpha|^2} e^{-\alpha^* a} \] (2.23)

and by explicit calculations. Coherent states are minimum uncertainty states, i.e. they fulfill (2.4) with equality sign and, in addition, with uncertainties that are equal for position- and momentum-like operators. In other words the covariance matrix of a coherent state coincides with that of the vacuum state \(\sigma = \frac{1}{2} \mathbb{I}\). Note that coherent states are not orthogonal and their overlap results

\[ \langle \beta | \alpha \rangle = e^{-\frac{1}{2} (|\alpha|^2 + |\beta|^2 - 2 \beta^* \alpha)}. \] (2.24)

However they satisfy the completeness relation

\[ \int_{\mathbb{C}} \frac{d^2 \alpha}{\pi} |\alpha\rangle \langle \alpha| = \mathbb{I}. \] (2.25)
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Two-mode mixing

The linear mixing described by the Hamiltonian \( H \propto a^\dagger b + b^\dagger a \) is the simplest example of two-mode interaction. For two modes of the radiation field it corresponds to a beam splitter, i.e. to the interaction taking place in a linear optical medium such as a dielectric plate. The evolution operator can be recast in the form

\[
U(\zeta) = \exp\{\zeta a^\dagger b - \zeta^* a b^\dagger\} \tag{2.26}
\]

where \( \zeta = \phi e^{i\theta} \in \mathbb{C} \) is proportional to the interaction time and to the linear susceptibility of the medium. We can use the two-mode boson representation of \( SU(2) \) algebra to disentangle the evolution operator by identifying:

\[
J^+ = a^\dagger b, \quad J^- = (J^+)^\dagger = a b^\dagger \quad \text{and} \quad J_3 = \frac{1}{2}[J^+, J^-] = \frac{1}{2}(a^\dagger a - b^\dagger b) \]

thus obtaining

\[
U(\zeta) = \exp\{\zeta J^+ - \zeta^* J^-\} \tag{2.27}
\]

Eqs. (2.27) are often written introducing the quantity \( \tau = \cos^2 \phi \) which is referred as the transmissivity of the beam splitter. The total number of quanta of the two modes \( a^\dagger a + b^\dagger b \) is a constant of motion; this is usually summarized by saying that the beam splitter is a passive device. It also implies that \( U(\zeta)|0\rangle = |0\rangle \) where \( |0\rangle = |0\rangle \otimes |0\rangle \). The Heisemberg evolution of the modes \( a \) and \( b \) is obtained with the following Baker-Haussdorf formula

\[
e^{\lambda A} B e^{-\lambda A} = B + \lambda [A, B] + \frac{\lambda^2}{2!} [A, [A, B]] + \ldots + \frac{\lambda^n}{n!} [A, [A, \ldots [A, B]]] \tag{2.30}
\]

giving

\[
\begin{pmatrix}
a' \\
'b'
\end{pmatrix} = U^\dagger(\zeta) \begin{pmatrix} a \\ b \end{pmatrix} U(\zeta) = S_\zeta \begin{pmatrix} a \\ b \end{pmatrix} \tag{2.31}
\]

where

\[
S_\zeta = \begin{pmatrix}
\cos \phi & e^{i\theta} \sin \phi \\
-e^{-i\theta} \sin \phi & \cos \phi
\end{pmatrix}. \tag{2.32}
\]

From (2.31) we obtain the symplectic matrix \( F_\zeta \), given by

\[
F_\zeta = \begin{pmatrix}
\text{Re}[S_\zeta] & -\text{Im}[S_\zeta] \\
\text{Im}[S_\zeta]^* & \text{Re}[S_\zeta]
\end{pmatrix}. \tag{2.33}
\]
2.1. Continuous variable systems

Single-mode squeezing

Squeezing transformations correspond to Hamiltonians of the form $H \propto (a^\dagger)^2 + a^2$, the corresponding unitary evolution operator is the single-mode squeezing operator

$$S(\xi) = \exp\left\{\frac{1}{2} \xi (a^\dagger)^2 - \frac{1}{2} \xi^* a^2\right\}$$

(2.34)

corresponding to mode evolution given by

$$S^\dagger(\xi) a S(\xi) = \mu a + \nu a^\dagger, \quad S^\dagger(\xi) a^\dagger S(\xi) = \mu a^\dagger + \nu^* a$$

(2.35)

where $\mu \in \mathbb{R}$, $\nu \in \mathbb{C}$, $\mu = \cosh r$, $\nu = e^{i\psi} \sinh r$, $\xi = re^{i\psi}$. Using the two-boson representation of the SU(1, 1) algebra $K_+ = \frac{1}{2} a^\dagger a^\dagger$, $K_- = (K_+)^\dagger$, $K_3 = -\frac{1}{2} [k_+, K_-] = \frac{1}{2} (a^\dagger a + \frac{1}{2})$, it is possible to disentangle $S(\xi)$, achieving the normal orderings of mode operators

$$S(\xi) = \exp\{\xi K_+ - \xi^* K_-\}$$

$$= \exp\left\{-\frac{\nu}{2\mu} a^2\right\} \mu^{(a^\dagger a + \frac{1}{2})} \exp\left\{\frac{\nu^*}{2\mu} a^\dagger^2\right\},$$

(2.36)

from which one obtains the action of the squeezing operator on the vacuum state $|\xi\rangle = S(\xi)|0\rangle$. The state $|\xi\rangle$ is known as the squeezed vacuum state which expanded over the number basis reads

$$|\xi\rangle = \frac{1}{\sqrt{\mu}} \sum_{k=0}^{\infty} \left(\frac{\nu}{2\mu}\right)^k \sqrt{(2k)!} \frac{1}{k!} |2k\rangle$$

(2.37)

Despite its name, the squeezed vacuum is not empty and the mean photon number is given by $\langle a^\dagger a |\xi\rangle = |\nu|^2 = \sinh^2 r$, which represents the squeezing energy. In general, if $\rho' = S(\xi) \rho S^\dagger(\xi)$ is the state after the squeezer, the mean number of photons is given by

$$\langle a^\dagger a \rangle' = \sinh^2 r + (2 \sinh r + 1) \langle a^\dagger a \rangle_\rho + \sinh(2r) \langle a^2 e^{-i\psi} + a^\dagger a^\dagger e^{-i\psi} \rangle_\rho.$$  

(2.38)

The symplectic matrix obtained from (2.35) is

$$\Sigma_\xi = \begin{pmatrix} \mu + \text{Re}[\nu] & \text{Im}[\nu] \\ \text{Im}[\nu] & \mu - \text{Re}[\nu] \end{pmatrix}$$

(2.39)

which, in the case of real squeezing $\psi = 0$, reduces to $\Sigma_\xi = \text{Diag}(e^r, e^{-r})$.

Two-mode squeezing

Two-mode squeezing operations correspond to Hamiltonian of the form $H \propto a^\dagger b^\dagger + \text{h.c.}$. The evolution operator is written as

$$S_2(\xi) = \exp\left\{\xi a^\dagger b^\dagger - \xi^* a b\right\}$$

(2.40)
where \( \xi = re^{i\psi} \). The corresponding evolution of the modes is given by

\[
S_2^\dagger(\xi) \begin{pmatrix} a \\ b^\dagger \end{pmatrix} S_2(\xi) = S \begin{pmatrix} a \\ b^\dagger \end{pmatrix}
\]

(2.41)

where

\[
S = \begin{pmatrix} \mu & \nu \\ \nu^* & \mu \end{pmatrix}.
\]

As for single squeezing we have \( \mu = \cosh r \), \( \nu = e^{i\psi} \sinh r \). We can disentangle the operator considering a different realization of the SU(1,1) algebra, namely \( K_+ = a^\dagger b^\dagger \), \( K_- = (K_+)^\dagger \), \( K_3 = -\frac{1}{2}[K_+, K_-] = \frac{1}{2}(a^\dagger a + b^\dagger b + \frac{1}{2}) \) thus obtaining

\[
S_2(\xi) = \exp \left\{ \frac{\nu^*}{\mu} a^\dagger b^\dagger \right\} \mu^{-(a^\dagger a + b^\dagger b)} \exp \left\{ -\frac{\nu}{\mu} a b \right\}
\]

(2.43)

The symplectic matrix associated to the squeezing operator is

\[
\Sigma_{2\xi} = \begin{pmatrix} \mu I_2 & R_\xi \\ R_\xi^* & \mu I_2 \end{pmatrix},
\]

(2.44)

with

\[
R_\xi = \begin{pmatrix} \text{Re}[\nu] & \text{Im}[\nu] \\ \text{Im}[\nu] & -\text{Re}[\nu] \end{pmatrix}.
\]

(2.45)

The action of \( S_2(\xi) \) on the vacuum \( |0\rangle = |0\rangle \otimes |0\rangle \) can be evaluated starting from \( |\xi\rangle \rangle \).

The resulting state is given by

\[
S_2(\xi)|0\rangle = |\xi\rangle \rangle = \frac{1}{\sqrt{\mu}} \sum_{k=0}^{\infty} \left( \frac{\nu}{\mu} \right)^k |k\rangle \otimes |k\rangle
\]

(2.46)

and it is known as \textit{two-mode squeezed vacuum} or \textit{twin-beam state} (TWB). The second denomination refers to the fact that TWB shows perfect correlation in the photon number, i.e. it is an eigenstate of the photon number difference \( a^\dagger a - b^\dagger b \) with eigenvalue zero:

\[
(a^\dagger a - b^\dagger b)|\xi\rangle \rangle = 0.
\]

The mean photon number of each mode is given by

\[
\langle a^\dagger a \rangle = \langle b^\dagger b \rangle = \sinh^2 r.
\]

(2.47)
2.1. Continuous variable systems

2.1.3 Characteristic function and Wigner function

The set of displacement operators $D(\lambda)$ with $\lambda \in \mathbb{C}$ is complete in the sense that any operator $O$ that acts on a Hilbert space $\mathcal{H}$ can be written as

$$O = \int_{\mathbb{C}^n} d^{2n} \frac{\lambda}{\pi^n} \chi[O](\lambda) D^\dagger(\lambda)$$

(2.48)

where $\chi[O](\lambda)$ is the characteristic function of an operator $O$

$$\chi[O](\lambda) = \text{Tr}[OD(\lambda)].$$

(2.49)

The Eq. (2.48) is known as Glauber formula [69]. Using Eq. (2.48) and (2.15), it can be shown that for any pair of generic operators acting on the Hilbert space on $n$ modes we have

$$\text{Tr}[O_1 O_2] = \frac{1}{\pi^n} \int_{\mathbb{C}^n} d^{2n} \frac{\lambda}{\pi^n} \chi[O_1](\lambda) \chi[O_2](-\lambda)$$

(2.50)

which allows to evaluate a quantum trace as a phase-space integral in terms of the characteristic function. Other properties of the characteristic function follow from the definition

$$\int_{\mathbb{C}^n} d^{2n} \frac{\lambda}{\pi^{2n}} \chi[O](\lambda) = \text{Tr}[O\Pi],$$

(2.51)

$$\int_{\mathbb{C}^n} d^{2n} \frac{\lambda}{\pi^{2n}} |\chi[O](\lambda)|^2 = \text{Tr}[O^2],$$

(2.52)

where we introduced the $n$-mode parity operator $\Pi = \otimes_{k=1}^n (-a_k^\dagger a_k) = (-)^{\sum_{k=1}^n a_k^\dagger a_k}$.

The so-called Wigner function of the operator $O$ is defined as the Fourier transform of the characteristic function as follows [70]

$$W[O](\alpha) = \int_{\mathbb{C}^n} d^{2n} \frac{\lambda}{\pi^{2n}} \exp\left\{\lambda^* \alpha + \alpha^\dagger \lambda\right\} \chi[O](\lambda).$$

(2.53)

The Wigner function of a density matrix $\rho$ is a quasiprobability distribution for the quantum state. Using Eq. (2.52), we have that $\chi[\rho](\lambda)$ is a square integrable function for any quantum state.
2.2 Continuous variable Gaussian states

2.2.1 Definition and some properties

A state $\rho$ of a continuous variable system with $n$ degrees of freedom is Gaussian if its Wigner function, or equivalently its characteristic function, is Gaussian, i.e.

$$W[\rho](X) = \frac{\exp\left\{ -\frac{1}{2}(X - \overline{X})^T \sigma^{-1}(X - \overline{X}) \right\}}{(2\pi)^n \sqrt{\text{Det}[\sigma]}}$$ (2.54)

$$\chi[\rho](\Lambda) = \exp\left\{ \frac{1}{2} \Lambda^T \sigma \Lambda + \overline{X}^T \Lambda \right\}$$ (2.55)

where $\overline{X}$ is the vector of the quadratures’ average values and $\sigma$ is the covariance matrix. The definitions (2.54) and (2.55) express that Gaussian states are completely characterized by the vector of first moments $\overline{X}$ and the covariance matrix $\sigma$. Pure Gaussian states are easily characterized with the purity $\mu = \text{Tr}[\rho^2]$ in terms of the overlap of the Wigner function:

$$\mu(\sigma) = \frac{1}{2^n \sqrt{\text{Det}[\sigma]}}$$ (2.56)

and a Gaussian state is pure if and only if

$$\text{Det}[\sigma] = 2^{-2n}.$$

Gaussian states are particularly important from an applicative point of view because they can be generated using only the linear and bilinear interactions introduced in Section 2.1.2. Moreover the following theorem ensures us that every covariance matrix can be diagonalized through a symplectic transformation.

**Theorem 6 (Williamson)** [71]: Given $\sigma$, $\sigma^T = \sigma$ and $\sigma > 0$, there exists $S \in \text{Sp}(2n, \mathbb{R})$ and $d_1, \ldots, d_n \in \mathbb{R}$ such that

$$\sigma = S^T WS$$ (2.57)

with $W = \bigoplus_{k=1}^{n} d_k I_2$. The elements $d_k$ are called the symplectic eigenvalues of $\sigma$, while we say that $S$ performs a symplectic diagonalization of $\sigma$. The physical statement implied by the theorem is that every Gaussian state $\rho$ can be obtained from a thermal state (with covariance matrix given by $W$) by performing the unitary transformation $U_S$ associated to the symplectic matrix $S$, which in turn can be generated by linear and bilinear interactions. In formula,

$$\rho = U_S \nu U_S^\dagger, \quad U_S = e^{-iH}$$ (2.58)
where $H$ is an Hamiltonian of the type in Eq. (2.11) and the number of thermal photons $n_{kT}$ is given by $n_{kT} = d_k - \frac{1}{2}$. The Williamson theorem allows to recast the uncertainty principle (2.4), which is invariant under symplectic transformations, into

$$S^TWS + \frac{i}{2} \Omega \geq 0 \Rightarrow W + \frac{i}{2} (S^T)^{-1} \Omega S^{-1} \geq 0.$$  (2.59)

Since if $S$ is symplectic, then $(S^T)^{-1}$ and $S^{-1}$ are also symplectic, hence $(S^T)^{-1} \Omega S^{-1} = \Omega$ and

$$W + \frac{i}{2} \Omega \geq 0 \iff d_k \geq \frac{1}{2}.$$  (2.60)

Pure Gaussian states are obtained only if $\nu$ is pure, i.e. the vacuum state $\nu_k = |0\rangle \langle 0 | \forall k$, with $\nu = \otimes_{k=1}^{n} \nu_k$ and covariance matrix $\sigma = \frac{1}{2} S^T S$. Furthermore from (2.60) we have that, pure Gaussian states, for which we have $d_k = \frac{1}{2}, \forall k$ are minimum uncertainty states.

### 2.2.2 Single-mode Gaussian states

The simplest class of Gaussian states involves a single mode. Decomposition (2.58) for single-mode Gaussian states reads as follows (2.61)

$$\varrho = D(\alpha) S(\xi) \nu S^\dagger(\xi) D^\dagger(\alpha)$$

that is a displaced squeezed thermal state (DSTS) with $\alpha = \frac{1}{2}(x + iy), \xi = re^{i\phi}$ and $\nu$ a thermal state with average photon number $n_T$. A convenient parametrization of Gaussian states can be given expressing their covariance matrix $\sigma$ as a function of $n_T, r, \phi$. Indeed, by using the phase-space representation of the squeezing operator, we have that the covariance matrix for the state $\varrho$ is $\sigma = \Sigma^T_\xi \sigma_\nu \Sigma_\xi$, where $\sigma_\nu$ is the covariance matrix of the thermal state and $\Sigma_\xi$ is given in (2.33). Explicitly, we have

$$\sigma = \begin{pmatrix} a & c \\ c & b \end{pmatrix}$$  (2.62)

where

$$a = (n_T + \frac{1}{2}) [\cosh(2r) - \sinh(2r) \cos \phi]$$

$$b = (n_T + \frac{1}{2}) [\cosh(2r) + \sinh(2r) \cos \phi]$$

$$c = (n_T + \frac{1}{2}) \sinh(2r) \sin \phi.$$  (2.63)

Examples of the most important families of single-mode Gaussian states are obtained from the definition (2.61). For $\alpha = r = \phi = 0$, we obtain thermal states. For $r = n_T = \phi = 0$ we obtain coherent states and squeezed vacuum for $\alpha = n_T = 0$. If also $\phi = 0$, we
have squeezed real vacuum with covariance matrix \( \sigma = \begin{pmatrix} 1/2 \text{Diag}(e^{\text{r}}, e^{\text{r}}) \end{pmatrix} \) and mean photon number given by

\[
n_S = \sinh^2 r. \tag{2.64}\]

The average mean photon number of a DSTS is given by

\[
\text{Tr}[\hat{a}^\dagger \hat{a}] = N = \left(n_T + \frac{1}{2}\right) \cosh(2r) - \frac{1}{2} + |\alpha|^2. \tag{2.65}\]

For a STS \((\alpha = 0)\) the last equation becomes

\[
N = (n_T + \frac{1}{2}) \cosh(2r) - \frac{1}{2} = (n_T + \frac{1}{2})(1 + 2 \sinh^2 r) - \frac{1}{2} = n_T + n_S + 2n_Tn_S. \tag{2.66}\]

From Eq. (2.56), it follows that

\[
\mu = \frac{1}{(2n_T + 1)} \tag{2.67}\]

which means that the purity of a generic Gaussian state depends only on the average number of thermal photons and that since displacement and squeezing are unitary operators, hence they do not affect the trace involved in the definition of purity. The same is true when one considers the von Neumann entropy \(S_V\) of a generic single-mode Gaussian state

\[
S_V = -\text{Tr}[\hat{\rho} \log \hat{\rho}] = h(\sqrt{\det(\sigma/\hat{\rho})}) \tag{2.68}\]

\[
= (1 + n_T) \log(1 + n_T) - n_T \log n_T \tag{2.69}\]

where

\[
h(x) = (x + \frac{1}{2}) \log(x + \frac{1}{2}) - (x - \frac{1}{2}) \log(x - \frac{1}{2}). \tag{2.70}\]

2.2.3 Two-mode Gaussian states

In the following we study bipartite \((1+1)\) Gaussian systems. The main concept to be introduced is that of local equivalence which allows us to introduce normal forms to represent them and in general it holds for \(n+m\) modes Gaussian states. Two states \(\hat{\rho}_1\) and \(\hat{\rho}_2\) of a bipartite system \(\mathcal{H}_A \otimes \mathcal{H}_B\) are locally equivalent if there exist two unitary transformations \(U_A\) and \(U_B\) acting on \(\mathcal{H}_A\) and \(\mathcal{H}_B\) respectively such that \(\hat{\rho}_2 = U_A \otimes U_B \hat{\rho}_1 U_A^\dagger \otimes U_B^\dagger\). The extension to multipartite systems is straightforward. Let us consider the case of bipartite
2.2. Continuous variable Gaussian states

1 + 1 modes system, then the covariance matrix $\sigma$ of any quantum state $\rho$ can be written in the so called standard form $\sigma_{sf}$ by means of solely local operations can be recast, upon the action of local symplectic operations, in the standard form \[73\]

$$
\sigma = \frac{1}{2} \begin{pmatrix}
    a & 0 & c_1 & 0 \\
    0 & a & 0 & c_2 \\
    c_1 & 0 & b & 0 \\
    0 & c_2 & 0 & b
\end{pmatrix}
$$

(2.71)

where $a, b, c_1$ and $c_2$ are determined by the four local symplectic invariants $I_1 = a^2$, $I_2 = b^2$, $I_3 = c_1c_2$. $I_4 = \det[\sigma] = (ab - c_1^2)(ab - c_2^2)$. The normal form \[2.71\] allows us to rewrite the uncertainty principle

$$
I_1 + I_2 + 2I_3 \leq 4I_4 + \frac{1}{4}.
$$

(2.72)

Let us consider an arbitrary two-mode Gaussian state $\rho$. Then it can be shown that the corresponding covariance matrix $\sigma$ can be written as

$$
\sigma = A^T \nu_{d_\pm} A
$$

(2.73)

where $\nu_{d_\pm} = \nu_{d_-} \oplus \nu_{d_+}$ is the covariance matrix of a tensor product of thermal states with average photon numbers $n_{T_\pm} = d_\pm - 1/2$ in the two modes

$$
\nu_{d_\pm} = \text{diag}(d_-, d_-, d_+, d_+)
$$

(2.74)

and

$$
A = \Sigma_L(r_1, r_2)R(\phi_1)\Sigma_L(r, -r)R(\phi_2)S_{loc}.
$$

(2.75)

$S_{loc}$ is a local operation which brings $\sigma$ in its standard form \[2.71\], $\Sigma_L(r_1, r_2)$ is the local two mode squeezing operator given by the direct product of two single-mode squeezing operators with null phase

$$
\Sigma_L(r_1, r_2) = \Sigma_{r_1} \oplus \Sigma_{r_2},
$$

and $R(\phi)$ is the non-local two-mode mixing with a real parameter $\phi$. The symplectic eigenvalues can be evaluated from the local invariants

$$
d_\pm = \sqrt{\Delta(\sigma) \pm \sqrt{\Delta(\sigma)^2 - 4I_4}},
$$

(2.76)

where $\Delta(\sigma) = I_1 + I_2 + 2I_3$. The uncertainty relation then reads

$$
d_- \geq 1/2.
$$

(2.77)
Eq. (2.76) allows us to express the von Neumann entropy (2.67) in a very simple form

\[ S_V = h(d_-) + h(d_+) \]  

(2.78)

where the function \( h(x) \) has been defined in (2.70). A relevant subclass of two-mode Gaussian states is constituted by two-mode squeezed thermal states \( \rho = S_2(r) \nu_{n_1} \otimes \nu_{n_2} S_2^\dagger(r) \) with a real squeezing parameter \( r \in \mathbb{R} \), which corresponds to a covariance matrix

\[ \sigma = \frac{1}{2} \begin{pmatrix} a \sigma_z & c \sigma_z \\ c \sigma_z & b I_2 \end{pmatrix} \]  

(2.79)

with parameters

\[ a = \cosh(2r) + 2n_{T_1} \cosh^2 r + 2n_{T_2} \sinh^2 r \]  

(2.80)

\[ b = \cosh(2r) + 2n_{T_1} \sinh^2 r + 2n_{T_2} \cosh^2 r \]  

(2.81)

\[ c = (1 + n_{T_1} + n_{T_2}) \sinh 2r. \]  

(2.82)

The mean total number of photons for this class of states in terms of the covariance matrix is given by [67]

\[ N = \frac{1}{2}(a + b) - 1 = \frac{1}{2}(1 + 2 \sinh^2 r + 2n_{T_1} (1 + \sinh^2 r) + 2n_{T_2} \sinh^2 r) \]

\[ + \frac{1}{2}(1 + 2 \sinh^2 r + 2n_{T_2} (1 + \sinh^2 r) + 2n_{T_1} \sinh^2 r) - 1 \]

\[ = n_{T_1} + n_{T_2} + 2n_s (1 + n_{T_1} + n_{T_2}) \]  

(2.83)

where we used that \( n_s = \sinh^2 r \). The TWB state (2.46) is recovered when the thermal states are vacuum states, i.e. \( n_1 = n_2 = 0 \), leading to \( a = b = \cosh(2r), c = \sinh(2r) \).
2.3 Some measures of correlations in Gaussian states

Entanglement

Quantum correlations have been the subject of intensive studies in the past two decades, mainly because they are believed to be the fundamental resource in quantum processing tasks. There have been many attempts to address the classification of quantum correlations and in particular, starting from [74], the concept of quantum entanglement has been put on a firm basis. A state of a bipartite quantum system is called entangled if it cannot be written as a separable state as follows

$$\rho = \sum_k p_k \rho_A^k \otimes \rho_B^k$$

(2.84)

where $p_k \geq 0$, $\sum_k p_k = 1$ and $\rho_A^k$, $\rho_B^k$ are generic density matrices describing the states of the two subsystems. The physical meaning of such a definition is that a separable state can be prepared by means of operations acting on the two subsystems separately (i.e. local operations) and classical communication. In the following we will restrict ourselves to the characterization of the entanglement and of some other measures of quantum correlations for two-mode Gaussian states.

The necessary and sufficient separability criterion for such states is the positivity of the partially transposed state $\tilde{\sigma}$ (PPT) criterion [75]. In this last paper, Simon observed that the action of partial transposition amounts, in the phase space, to a mirror reflection of one of the four canonical variables. In terms of the symplectic invariants, this results in flipping the sign of $I_3$. Then we have that the symplectic invariants of the covariance matrix $\tilde{\sigma}$ of the partially transposed state are

$$\tilde{I}_1 = I_1, \quad \tilde{I}_2 = I_2, \quad \tilde{I}_3 = -I_3, \quad \tilde{I}_4 = I_4$$

(2.85)

where $I_j$ are the local invariants of $\sigma$. Together with (2.72), a separable Gaussian two-mode state must obey to

$$I_1 + I_2 + 2|I_3| \leq 4I_4 + \frac{1}{4}$$

(2.86)

and the PPT criterion can be written in terms of $\tilde{d}_-$ the smallest symplectic eigenvalue of $\tilde{\sigma}$ as

$$\tilde{d}_- \geq 1/2$$

(2.87)

where

$$\tilde{d}_- = \frac{1}{2} \left[ \tilde{\Delta} - \sqrt{\tilde{\Delta}^2 - 4I_4} \right]$$

(2.88)
and $\tilde{\Delta} = I_1 + I_2 - 2I_3$. As regards the quantification of the entanglement, a measure that can be computed for arbitrary two-mode Gaussian states is provided by the negativity $\mathcal{N}$, introduced by Vidal and Werner for continuous variable systems [76]. The negativity of a quantum state $\rho$ is defined as

$$\rho = \frac{\|\tilde{\rho}\| - 1}{2}$$

(2.89)

where $\tilde{\rho}$ is the partially transposed state and $\|\tilde{\rho}\| = \text{Tr}\sqrt{\tilde{\rho}^\dagger\tilde{\rho}}$ is the trace norm of an operator $\tilde{\rho}$. The quantity $\mathcal{N}(\rho)$ is equal to the modulus of the sum of the negative eigenvalues of $\tilde{\rho}$ and it quantifies to which $\tilde{\rho}$ fails to be positive. Strictly related to $\mathcal{N}$ is the logarithmic negativity $E_N$ defined as

$$E_N = \log\|\tilde{\rho}\|$$

(2.90)

that is an entanglement monotone, more precisely it is a monotonic decreasing function of $\tilde{d}_-$, quantifying the amount by which Eq. (2.87) is violated.

**Quantum discord**

The quantum discord is defined as the mismatch between two quantum analogues of classically equivalent expressions of the mutual information. For pure quantum states, the quantum discord coincides with the entropy of entanglement. However, the quantum discord can be different from zero also for some separable (mixed) states. In other words, classical communication can give rise to quantum correlations. This can be understood by considering that the states $\rho_{AB}$ and $\rho_{Bk}$ of a bipartite system may be physically nondistinguishable, i.e. nonorthogonal, and thus not all the information about them can be locally retrieved. This phenomenon has no classical counterpart, thus accounting for the quantumness of the correlations in a separable state with quantum discord.

Let us consider two classical random variables $A$ and $B$ with joint probability $p_{AB}(a, b)$; the total correlations between the two variables are measured by the mutual information. The latter can be defined by two equivalent expressions: $I(A; B) = H(A) + H(B) - H(A, B)$ and $I(A; B) = H(A) - H(A|B) \equiv H(B) - H(B|A)$, where $H(X) = -\sum_x p_X(x) \log p_X(x)$ is the Shannon entropy of the corresponding probability distribution and the conditional entropy is defined in terms of the conditional probability $p_{A|B}(a|b)$ as $H(A|B) = -\sum_{ab} p_{AB}(a, b) \log p_{A|B}(a|b)$. The idea of quantum discord grows up of the fact that the quantum version of the mutual information of a bipartite state $\rho_{AB}$ may be defined in two nonequivalent ways. The first is obtained by the straightforward quantization of $I(A; B)$, i.e. $I(\rho_{AB}) = S(\rho_A) + S(\rho_B) - S(\rho_{AB})$ where $S(\rho)$ is the von Neumann entropy of the
state $\rho$ as defined in (2.67) and $\rho_{A(B)} = \Tr_{B(A)}[\rho_{AB}]$ are the partial traces over the two subsystems. The second is obtained with the quantization of the conditional entropy which involves the conditional state of a subsystem after a measurement performed on the other one, and this fact has the consequence that: i) the symmetry between the two subsystems is broken; ii) the quantity depends on the choice of the measurement; iii) the resulting expression is generally different from $I(\rho_{AB})$. Let us denote by $\rho_{Ak} = 1/p_B(k)\Tr_{B}[\rho_{AB}I\otimes\Pi_k]$, with $p_B(k) = \Tr_{AB}[\rho_{AB}I\otimes\Pi_k]$, the conditional state of the system A after having observed the outcome $k$ from a measurement performed on the system B. In turn, $\{\Pi_k\}, \sum_k \Pi_k = I$ denotes a POVM describing a generalized measurement. The quantum analogue of the mutual information defined via the conditional entropy is defined as the upper bound $J_A = \sup_{\{\Pi_k\}} S(\rho_A) - \sum_k p_B(k)S(\rho_{Ak})$ taken over all the possible measurements. Finally the quantum A discord is defined in terms of the mismatch $D(\rho_{AB}) = I(\rho_{AB}) - J_A(\rho_{AB})$. Analogously one is led to define the quantum B discord through the entropy of conditional states of system B.

For a bipartite squeezed thermal state (STS) with covariance matrix as in Eq. (2.71) the quantum discord may be written as [77]

$$D = h(\sqrt{I_2}) - h(d_-) - h(d_+) + h\left(\frac{\sqrt{I_1} + 2\sqrt{I_1I_2} + 2I_3}{1 + 2\sqrt{I_2}}\right)$$

(2.91)

where $h(x) = (x + \frac{1}{2})\log(x + \frac{1}{2}) - (x - \frac{1}{2})\log(x - \frac{1}{2})$.

### Quantum mutual information

The quantum mutual information, which quantifies the amount of total, classical plus quantum, correlations, is given by $I = S(\rho_A) + S(\rho_B) - S(\rho_{AB})$, where $S(\rho)$ is the von Neumann entropy of the state $\rho$ defined in Eq. (2.67). For a Gaussian bipartite state in the canonical form (2.71) the quantum mutual information reduces to

$$I = \frac{1}{2} \left[ h(\sqrt{I_1}) + h(\sqrt{I_2}) - h(d_+) - h(d_-) \right]$$

(2.92)

where the symplectic eigenvalues $d_{\pm}$ are given in Eq. (2.76).
2.4 Gaussian quantum channels

We address the evolution of a Gaussian state in an open quantum system usually called quantum channel that is a completely positive trace-preserving map \( \rho \rightarrow \mathcal{E}(\rho) \) as defined in (1.12) that takes states \( \rho \) into states. We will restrict ourselves to Gaussian quantum channels that are defined as those that map Gaussian states into Gaussian states [78]. In section 2.4 we described all the unitary Gaussian channels, that correspond in the phase space to matrices \( S \) such that \( S \Omega S^T = \Omega \) and comprise the displacement operator, the beam splitter evolutions and the single- and two-mode squeezing operations. The covariance matrix of a quantum state undergone this kind of unitary operations transforms as

\[
\sigma \rightarrow S^T \sigma S. \quad (2.93)
\]

It can be shown that the action of the most general Gaussian channel \( \mathcal{E} \) in the Schrödinger picture \( \rho \rightarrow \mathcal{E}(\rho) \) corresponds to a transformation of the covariance matrix

\[
\sigma \rightarrow X^T \sigma X + Y. \quad (2.94)
\]

\( X \) serves the purpose of amplification or attenuation and rotation in the phase space, whereas the \( Y \) contribution is a noise term which may consists of quantum as well as classical noise. Two important cases of Gaussian channels are:

- the **classical noise channel**, i.e. \( X = I, Y \geq 0 \), that can be represented by a random displacement,
- the **lossy channel**, i.e. \( X = \mathbb{G}^{1/2}, Y = (I - \mathbb{G})(1/2 + N)I \) where \( \mathbb{G} = \bigoplus_{h=1}^{n} e^{-\Gamma h}I_2 \), \( \Gamma \) is the damping rate and \( N \) the mean number of photons in the bath.

The evolution of a Gaussian state in both these channels is described in the following. Let us consider the evolution of a Gaussian state in a dissipative channel \( \mathcal{E}_\Gamma \) characterized by a damping rate \( \Gamma \), which may result from the interaction of the system with an external environment, as for example a bath of oscillators, or from an absorption process. The propagation of a mode of radiation (the **system**) described by the Hamiltonian \( H_S \) in a lossy channel corresponds to the coupling of the mode \( a \) with a finite temperature \( T \) reservoir (bath) described by \( H_R \) made of large number of external modes. The reservoir may be for example the modes of the free electromagnetic field or phonon modes in a solid. There is a weak interaction between the system and the reservoir given by the Hamiltonian \( V \). Thus we have that the total Hamiltonian is

\[
H = H_S + H_R + V \quad (2.95)
\]
2.4. Gaussian quantum channels

The derivation of the Master equation is not dependent on the specific reservoir model. In the particular case of a damped harmonic oscillator we have

\[ H_S = a^\dagger a + \frac{1}{2}, \]  

\[ H_R = \sum_j (b_j^\dagger b_j + \frac{1}{2}), \]  

\[ V = a^\dagger B(t)e^{i\omega_0 t} + aB(t)e^{-i\omega_0 t}, \quad \text{with} \quad B(t) = \sum_j g_j b_j e^{-i\omega_j t} \]

where \([a^\dagger, a] = I, [b_j^\dagger, b_k] = \delta_{jk}I, \omega_0\) the frequency of the system and \(V\) is written in the interaction picture. By writing the evolution equation of the whole system and tracing out the bath we obtain the reduced density matrix of the system that is described by a Gaussian state. By assuming a Markovian reservoir i.e. \(\langle b_j^\dagger(\omega_j)b(\omega_k)\rangle = N\delta(\omega_j - \omega_k)\) and weak coupling between the system and the reservoir the dynamics of the system is described by the Lindblad Master equation \[\tag{2.99}\]

\[ \dot{\rho} = \frac{\Gamma}{2} \{ (N + 1)\mathcal{L}[a] + N\mathcal{L}[a^\dagger] \} \rho \]

where \(\mathcal{L}[a]\rho = 2a\rho a^\dagger - a^\dagger a\rho - \rho a^\dagger a\).

**Lossy channels**

The propagation of a mode of radiation in a lossy channel corresponds to the coupling of the mode \(a\) with a zero temperature reservoir made of large number of external modes. Then the Lindblad Master equation becomes

\[ \dot{\rho} = \frac{\Gamma}{2} \mathcal{L}[a] \rho \]  

\[ \tag{2.100} \]

The general solution of Eq. \[\tag{2.100}\] may be expressed with the operator-sum representation of the associated CP-map i.e., upon writing \(\eta = e^{-\Gamma t}\)

\[ \rho(\eta) = \sum_m V_m \rho V_m^\dagger \]

where

\[ V_m = \sqrt{\frac{(1-\eta)^m}{m!}} a^m \eta^{\frac{1}{2}}(a^\dagger a - m), \]

and \(\rho\) is the initial state. Let us now start with single-mode states. Eq. \[\tag{2.99}\] can be recast into a Fokker-Planck equation for the Wigner function in terms of the quadrature variables \(q\) and \(p\),

\[ \dot{W} = \frac{\Gamma}{2} \left[ \partial_q^T \mathbf{X} + \partial_p^T \sigma_{\infty} \partial_q^T \mathbf{X} \right] W \]  

\[ \tag{2.101} \]
where \( \mathbf{X} = (q,p)^T \), \( \partial \mathbf{X} = (\partial_q,\partial_p)^T \) and we introduced the diffusion matrix \( \mathbf{\sigma}_\infty = \text{diag}(1/2 + N,1/2 + N) \). Solving the equation for the Wigner function of a single-mode Gaussian states one can obtain the evolution equation for \( \mathbf{\sigma} \)

\[
\dot{\mathbf{\sigma}} = -\Gamma(\mathbf{\sigma} - \mathbf{\sigma}_\infty)
\]

which yields to

\[
\mathbf{\sigma}(t) = e^{-\Gamma t} \mathbf{\sigma}_0 + (1 - e^{-\Gamma t})\mathbf{\sigma}_\infty
\]

which describes the evolution of an initial Gaussian state with CM \( \mathbf{\sigma}_0 \) towards the stationary state given by the Gaussian state of the environment with covariance matrix given by \( \mathbf{\sigma}_\infty \). In terms of the matrices introduced in Eq. (2.94) we have

\[
X = e^{-\Gamma t/2} \mathbb{I}_2, \quad Y = (1 - e^{-\Gamma t})\left(\frac{1}{2} + N\right) \mathbb{I}_2.
\]

For \( \Gamma = 0 \) we have a classical noise channel which corresponds to \( X = \mathbb{I} \) and \( Y = 0 \), whereas \( \Gamma \neq 0 \) is the case of a lossy channel. We consider as input state a squeezed thermal state with an average number of thermal photons given by \( n_T \) and a real squeezing parameter \( r \). The covariance matrix is given in Eq. (2.62) with \( \phi = 0 \) and the evolved CM of the single mode case, Eq. (2.103) reads

\[
\mathbf{\sigma}' = e^{-\Gamma t} \mathbf{\sigma} + (1 - e^{-\Gamma t})\mathbf{\sigma}_\infty = \begin{pmatrix} a_{\Gamma} & 0 \\ 0 & b_{\Gamma} \end{pmatrix},
\]

where from now on we omit the index of \( \mathbf{\sigma}_0 \), replace \( \mathbf{\sigma}(t) = \mathbf{\sigma}' \) and, since the loss parameter always appears as \( \Gamma t \), consider that the time \( t \) has been absorbed in \( \Gamma \). The number of thermal photons \( n_\Gamma \) and the squeezing parameter \( r_\Gamma \) after the evolution in the lossy channel is obtained upon rewriting \( \mathbf{\sigma}' \) in the standard form,

\[
n_\Gamma = \sqrt{\det[\mathbf{\sigma}']} - 1/2
\]

\[
r_\Gamma = 1/4 \log \left[ \frac{e^{-\Gamma a} + (1 - e^{-\Gamma})/2}{e^{-\Gamma b} + (1 - e^{-\Gamma})/2} \right]
\]

with

\[
a_{\Gamma} = \frac{1}{2} (1 + 2n_\Gamma) e^{2r_{\Gamma}}
\]

\[
b_{\Gamma} = \frac{1}{2} (1 + 2n_\Gamma) e^{-2r_{\Gamma}}
\]

We now consider the evolution of a two-mode Gaussian state in two noisy channels characterized by the damping \( \Gamma_1 \) and \( \Gamma_2 \) respectively and described by the map \( \mathcal{E}_{\Gamma_1} \otimes \mathcal{E}_{\Gamma_2} \).
At the level of the covariance matrix it corresponds to the following transformation

\[
\sigma_\Gamma = \left( e^{-\Gamma_1/2} I_2 \oplus e^{-\Gamma_2/2} I_2 \right) \sigma \left( e^{-\Gamma_1/2} I_2 \oplus e^{-\Gamma_2/2} I_2 \right)
+ \left( I_4 - e^{-\Gamma_1} I_2 \oplus e^{-\Gamma_2/2} I_2 \right) \sigma_{\infty}
\]

where we have used the same notation introduced for the single-mode case. If the input state is a two-mode squeezed thermal state of the form

\[
\rho_{\Delta 2} = S_2(r) \nu_1 \otimes \nu_2 S_2^\dagger(r)
\]

and covariance matrix given in Eq. (2.71), then also the output state belongs to the same class, with the replacements \( r \rightarrow r_\Gamma, \quad n_{T1} \rightarrow n_{\Gamma 1}, \quad n_{T2} \rightarrow n_{\Gamma 2} \). The covariance matrix in Eq. (2.79) may be recast in the standard form as

\[
\sigma_\Gamma = \frac{1}{2} \left( \begin{array}{cc}
\alpha r_1 I_2 & b r_\sigma z \\
\sigma_{r z} & c r I_2
\end{array} \right)
\]

and the explicit form of the parameters of the evolved state may be obtained from the very definition of the symplectic invariants. For two-mode squeezed thermal states we have

\[
a r_\Gamma - b r_\Gamma = n_1 r_\Gamma - n_2 r_\Gamma,
\]

\[
\sqrt{\det \sigma_\Gamma} = \frac{1}{4} (2n_1 r_\Gamma + 1) (2n_2 r_\Gamma + 1),
\]

\[
c r_\Gamma = (n_1 r_\Gamma + n_2 r_\Gamma + 1) \sinh 2 r_\Gamma.
\]

**Gaussian Noise**

We address the problem of discriminating between two single-mode Gaussian states \( \rho_{\Delta 1} \) and \( \rho_{\Delta 2} \) obtained by the evolution in channels characterized by two different additive Gaussian noises. We consider an initial state that evolves into a state \( \rho_\Delta \) through the mapping described by the so called Gaussian noise map \( \mathcal{G}_\Delta \),

\[
\mathcal{G}_\Delta(\rho_0) = \rho_\Delta = \int d^2 \gamma \frac{e^{-|\gamma|^2/\Delta}}{\pi \Delta} D(\gamma) \rho_0 D(\gamma)^\dagger
\]

\( \Delta \) being the thermal mean number of added photons and \( \rho_0 = D(\alpha_0) S(r_0) \nu(n_0) S^\dagger(r_0) D(\alpha_0) \)

a displaced squeezed thermal state (DSTS) with covariance matrix given by Eq. (2.62) with parameters \( n_0, r_0 \) and \( \phi_0 \). The state \( \rho_{\Delta i} \), is already a DSTS

\[
\rho_{\Delta i} = D(\alpha_i) S(r_i) \nu(n_i) S^\dagger(r_i) D(\alpha_i)
\]

The only modification to the covariance matrix

\[
\sigma_\Delta = \begin{pmatrix}
a' & c' \\
c' & b'
\end{pmatrix}.
\]
of the evolved state given by the mapping (2.111) is an addition of $\Delta$ to the diagonal elements of $\sigma_0$: $a' \rightarrow a + \Delta$ and $b' \rightarrow b + \Delta$ whereas $c' = c$. In terms of the matrices introduced in Eq. (2.94) we have

$$X = I_2, \quad Y = \Delta I_2. \quad (2.114)$$

Notice that for $\Delta = 0$, $Y = I_2$ i.e. the additive Gaussian noise channel converges to the identity channel. The amplitude $\alpha_i = \alpha_0$ because $\text{Tr}[\rho_\Delta a] = \langle a \rangle_{\rho_0}$, $r_i$ is a rather involved function of $r_0$, $n_0$ and $\Delta_i$ and $n_i = \sqrt{\det[\sigma_\Delta]} - 1/2$. The entries $a'$, $b'$ and $c'$ of $\sigma_\Delta$ in Eq. (2.113) can be written in the standard form by solving the following

$$\phi_i = \phi_0$$

$$(n_i + 1/2) \sinh(2r_i) = (n_0 + 1/2) \sinh(2r_0)$$

$$(n_i + 1/2) \cosh(2r_i) = (n_0 + 1/2) \cosh(2r_0) + \Delta_i. \quad (2.115)$$
In this section we address quantum estimation of displacement and squeezing parameters by using two classes of probe states. We first consider displaced squeezed vacuum states and then squeezed vacuum states undergoing Kerr interaction. This last class of nonclassical states of light represents a resource for high precision measurements. They are generally produced in active optical media, which couple one or more modes of the field through the nonlinear susceptibility of the matter. In particular, parametric processes in second order $\chi^{(2)}$ media correspond to Gaussian operations and are used to generate squeezing, hereafter Gaussian squeezing, and entanglement. Gaussian squeezing is the basic ingredient of quantum enhanced interferometry \cite{33, 34, 35, 36, 37, 38, 39} and found several applications in quantum metrology and communication \cite{91, 92, 93, 94, 95, 96}. In addition, Gaussian squeezing is the key resource to achieve precise estimation of unitary \cite{35, 97} and non unitary parameters \cite{85}. In turn, squeezed vacuum state has been addressed as a universal optimal probe \cite{98, 99, 100} within the class of Gaussian states.

On the other hand, the Kerr effect taking place in third-order nonlinear $\chi^{(3)}$ media leads to a non Gaussian operation, and has been suggested to realize quantum nondemolition measurements \cite{99, 100}, and to generate quantum superpositions \cite{101, 102}, as well as squeezing \cite{103} and entanglement \cite{104}. A well known example of Kerr media are optical fibers where, however, nonlinearities are very small and accompanied by other unwanted effects. Larger Kerr nonlinearities have been observed with electro-magnetically induced transparency \cite{105} and with Bose Einstein condensates \cite{106} and cold atoms \cite{107}. Notice that the dynamics in a Kerr medium may be accurately described in terms of the Wigner function in the phase-space \cite{108}.

In the following we first consider the estimation of the displacement and squeezing parameters by evaluating the quantum Fisher information of a displaced squeezed vacuum state. Then we consider a displaced squeezed vacuum state undergoing self-Kerr interaction and investigate their use in estimation of displacement and squeezing parameters. Indeed, displacement and squeezing are basic Gaussian operations in continuous variable systems and represent building blocks to manipulate Gaussian states for quantum information processing. Besides, they represent the ultimate description of interferometric interaction. As a consequence, their characterization, i.e the optimal estimation of displacement and squeezing parameters has been widely investigated \cite{32, 109, 110, 111, 112, 97} by using different tools from quantum estimation theory (QET) \cite{113, 114, 90, 31, 114, 66, 25, 42}. Upon maximizing the quantum Fisher information we find that single-mode squeezed vacuum represents an optimal class of probe states.
Our main goal is to assess Kerr interaction and the resulting non-Gaussianity as a resource for parameter estimation, and to this aim we consider two different situations with different physical constraints. On the one hand we study schemes where we fix the overall energy available to the probe, without posing any constraint on the available Gaussian squeezing; this will be referred to as the fixed energy case. On the other hand, we will analyze the more realistic case where the amount of Gaussian squeezing is fixed, or even absent, and refer to this case as the fixed squeezing case. As we will see, at fixed energy Gaussian squeezing still represents the optimal resource for parameter estimation.

On the other hand, when the amount of Gaussian squeezing is fixed then Kerr interaction turns out to be useful to improve estimation, especially when the probe states have a large number of non-squeezing photons, i.e., large amplitude. In this case precision obtained by Gaussian states is achieved or enhanced.

The section is structured as follows: we first analyze the use of Kerr interaction to improve estimation of the displacement by considering different Gaussian probes and then we address the estimation of squeezing. The results reviewed in this section are reported in [115].

### 2.5.1 Estimation of displacement

Let us first consider the estimation of displacement, i.e., of the real parameter $\lambda \in \mathbb{R}$ imposed by the unitary $U_\lambda = \exp\{-i\lambda A_d\}$, $A_d = a^\dagger + a$ being the corresponding generator. Given a generic pure Gaussian probe, i.e., a displaced squeezed state of the form

$$|\alpha, r\rangle = D(\alpha)S(r)|0\rangle$$

(with $\alpha = |\alpha|e^{i\phi}$ and $r > 0$) where $D(\alpha) = \exp\{\alpha a^\dagger - \bar{\alpha} a\}$ and $S(r) = \exp\{\frac{r}{2}(a^2 - a^\dagger 2)\}$, the quantum Fisher information of $\lambda$ for the state $|\alpha, r\rangle$, that corresponds to the fluctuations of the generator, may be evaluated from Eq. (1.75)

$$G(d) = 4\left(\langle \alpha, r | A_d^2 | \alpha, r \rangle - \langle \alpha, r | A_d | \alpha, r \rangle^2\right)$$

By normal ordering for creation and annihilation operators [116, 117] we have

$$\langle \alpha, r | A_d^2 | \alpha, r \rangle = 4|\alpha|^2 \cos^2 \phi + \cosh(2r) + \sinh(2r)$$

$$\langle \alpha, r | A_d | \alpha, r \rangle = 2|\alpha| \cos \phi$$

Then one obtains

$$G^{(d)} = 4 + 8N\beta + 8\sqrt{N\beta(1 + N\beta)},$$

(2.119)
where $N = \sinh^2 r + |\alpha|^2$ is the number of photons of the probe state and where $\beta = \sinh^2 r/N$ is the corresponding squeezing fraction ($0 \leq \beta \leq 1$). As expected for a unitary family the QFI does not depend on the value of the parameter. Besides, the QFI depends only on the squeezing energy $N_{sq} = \beta N$, and thus increasing the amplitude energy $N_\alpha = |\alpha|^2$, does not lead to any enhancement of precision. Therefore, at fixed energy, the maximum QFI

$$G^{(d)}_s = 4 + 8N + 8\sqrt{N(1 + N)}$$

(2.120)

is achieved for $\beta = 1$, i.e. for squeezed vacuum. In the opposite limit ($\beta = 0$), i.e. for coherent states, the QFI is constant:

$$G^{(d)}_c = 4$$

(2.121)

therefore it does not depend on the energy $N$ and also on the phase.

Let us consider now a generic Gaussian state that undergoes Kerr interaction

$$|\alpha, r, \gamma\rangle = U_\gamma D(\alpha)S(r)|0\rangle$$

where $U_\gamma = \exp(-i\gamma(a^\dagger a)^2)$. The QFI for this class of states can be evaluated numerically upon varying the parameters $\gamma$, $|\alpha|$, $\phi$, and $r$. We found that at fixed energy, the optimal probe state is still the squeezed vacuum state. The optimal QFI is a monotonous decreasing function of $\gamma$ and the Kerr dynamics does not improve estimation precision. In other words, at fixed energy, squeezed vacuum state is the best probe not only among the class of Gaussian states, but also maximizing the QFI over the wider class of states Kerr perturbed Gaussian states.

Let us now address estimation of displacement in the more realistic configuration, where the amount of Gaussian squeezing is fixed or absent. For Kerr modified coherent states $|\alpha, \gamma\rangle$, QFI can be evaluated analytically at fixed energy $N = |\alpha|^2$ and $\gamma$, arriving at

$$G^{(d)}_\gamma = 4 + 8N e^{-4N\sin^2 \gamma} \left\{ e^{4N\sin^2 \gamma} - 1 + \cos[2(\gamma - \phi + N\sin 2\gamma)] - e^{-4N\cos 2\gamma \sin^2 \gamma} \cos[4\gamma - 2\phi + N\sin 4\gamma] \right\}$$

(2.122)

and then optimized numerically over the coherent phase $\phi$. The results are reported in Fig. 2.1 (left panel) as a function of the number of photons $|\alpha|^2$ and for different values of $\gamma$. The QFI increases with $N_\alpha = |\alpha|^2$ and $\gamma$ and the precision achievable with current technology squeezing, say $N_{sq} \lesssim 2$, may be attained and surpassed for realistic values of the Kerr coupling $\gamma$ and large enough signal amplitude, say $\gamma|\alpha|^2 \lesssim 1$. Better performances may be
obtained by considering Kerr modified squeezed states $|\alpha, r, \gamma\rangle$ with fixed squeezing $r$ and large amplitude $|\alpha| \gg 1$. The QFI for this case, as evaluated numerically and optimized over the amplitude phase $\phi$ is reported in Fig. 2.1 (right plot). We observe that, after a regime where QFI oscillates around the value obtained for vanishing $\gamma$, then it increases monotonically with $|\alpha|^2$ and exceed the corresponding Gaussian QFI for large enough values of $|\alpha|^2$ and/or $\gamma$. Due to numerical limitations, we have considered $|\alpha|^2 \leq 100$, and thus we have seen enhancement of precision only for the largest values of $\gamma$. We expect analogue performances by considering smaller values of $\gamma$ and larger numbers of photons.
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**Figure 2.1:** (Color online) **Left:** QFI $G^{(d)}_\gamma$ for displacement estimation by Kerr modified coherent states (solid lines) as a function of the number of photons $N_\alpha$ and for different values of $\gamma$. From top to bottom: (red) $\gamma = 10^{-2}$; (green) $\gamma = 10^{-4}$; (blue) $\gamma = 10^{-6}$. Dashed lines refer to QFI $G^{(d)}_S$ of squeezed vacuum states for different values of squeezing photons. From bottom to top: $N_{sq} = 1, 2, 3$. **Right:** QFI $G^{(d)}_\gamma$ for Kerr modified displaced squeezed states, $N_{sq} = 2$, for different values of $\gamma$: (red) $\gamma = 0.01$; (green) $\gamma = 0.008$; (blue) $\gamma = 0.005$. Dashed lines denote QFI $G^{(d)}_S$ of squeezed vacuum states for different values of squeezing photons. From bottom to top: $N_{sq} = 1, 2, 3$.

### 2.5.2 Estimation of squeezing

Let us now consider estimation of squeezing, that is the estimation of the real parameter $z \in \mathbb{R}$ imposed by the unitary evolution $U_z = \exp\{-iz A_s\}$ with generator $A_s = \frac{1}{2}(a^2 + a^2)$. Given a generic single-mode Gaussian state $|\alpha, r\rangle = D(\alpha)S(r)|0\rangle$, the QFI for squeezing estimation has been evaluated by using the normal ordering for creation and annihilation operators [110]. As in the previous case of displacement estimation with pure states, the quantum Fisher information is equal to the fluctuations of the generator $A_s$, Eq. [110].
which are given by

\[
\langle \alpha, r | A_2^2 | \alpha, r \rangle = \langle a^{\dagger 4} + 2a^{\dagger 2}a^2 + a^4 + 4a^\dagger a + 2 \rangle \\
= \frac{1}{2} [1 + 4\alpha^4(1 + \cos(4\phi)) + 3 \cosh(4r) + 8\alpha^2(\cosh(2r)) \\
+ 2 \cos(2\phi) \sinh(2r)]
\]

(2.123)

\[
\langle \alpha, r | A_2 | \alpha, r \rangle^2 = \langle a^{\dagger 2} + a^2 \rangle = (2\alpha^2 \cos(2\phi) + \sinh(2r))^2
\]

(2.124)

The quantum Fisher information becomes

\[
G^{(s)} = 1 + \cosh(4r) + 4\alpha^2(\cosh(2r) + \cos(2\phi) \sinh(2r)).
\]

(2.125)

Introducing the total energy \(N\) and the fraction of squeezing \(\beta\), the Eq. (2.125) becomes

\[
G^{(s)} = 1 - 4N(\beta - 1)(1 + 2N\beta + 2\sqrt{n\beta(1 + N\beta) \cos(2\phi)}) + 1 + 8N\beta(1 + N\beta)
\]

(2.126)

The maximum is obtained for \(\beta = 1\) (squeezed vacuum) and we have

\[
G^{(s)}_S = 8N^2 + 8N + 2
\]

(2.127)

and is again achieved using squeezed vacuum probe [97]. In order to investigate the effect of Kerr interaction we consider Kerr modified Gaussian states \(|\alpha, r, \gamma\rangle\). At fixed energy QFI has been evaluated and optimized numerically against the squeezing fraction \(\beta\) and phase \(\phi\). In this case, the optimal squeezing fraction decreases monotonically with both \(\gamma\) and the total number of photons \(N\) and the maximized QFI is a decreasing function of \(\gamma\), that is Kerr interaction does not improve, actually degrades, the estimation precision achievable with squeezed vacuum probe.
Let us now consider situations where squeezing is not available, or its amount is fixed, and where the field amplitude may be increased at will. The QFI for probe states of the form $\ket{\alpha, \gamma} = U_\gamma D(\alpha) \ket{0}$ can be evaluated analytically as

$$G^{(s)}_\gamma = 2 + 2N \left\{ 2 + N - Ne^{-4N \sin^2 \gamma (1 + \cos[2(4\gamma - 2\phi + N \sin 4\gamma)])} \right\} + Ne^{-N(1-\cos 8\gamma)} \cos[16\gamma - 4\phi + N \sin 8\gamma],$$

and then maximized numerically over the amplitude phase $\phi$. In Fig. 2.2 we report the optimized QFI together with the QFI of displaced squeezed vacuum states with $N_{sq} \leq 3$ and the same value of $|\alpha|^2$. Results indicate that upon using coherent states with large amplitude we may achieve and improve the precision of squeezed vacuum states already for small, realistic, values of the Kerr coupling $\gamma$. When the amount of Gaussian squeezing is nonzero but fixed we can combine the effects of squeezing and Kerr interaction by considering Kerr modified displaced squeezed states with a large number of amplitude photons ($|\alpha|^2 \gg 1$). As it is apparent from Fig. 2.2 the QFI increases with $|\alpha|^2$ and overtake quite rapidly the values of QFI of the corresponding Gaussian state.
2.6 Quantum discrimination of lossy channels

In this section we address the discrimination of lossy channels for continuous variable systems using Gaussian states as probing signals, and focus to the case when one of the values for the loss parameter is zero, i.e. we address the detection of a possible loss against the alternative hypothesis of an ideal lossless channel. Indeed, one of the main obstacles to the development of quantum technologies is the decoherence associated to losses and absorption processes occurring during the propagation of a quantum signal. The description of the dynamics of systems subject to noisy environments [118], as well the detection, quantification and estimation of losses and, more generally, the characterization of lossy channels at the quantum level, received much attention in the recent years [118, 119, 120, 121]. An efficient characterization of decoherence is relevant for quantum repeaters [122], quantum memories [123], cavity QED systems [124], or superconducting quantum circuits [125]. Here, we consider a situation where the loss (damping) rate of a channel may assume only two possible values and we want to discriminate between them by probing the channel with a given class of signals. In particular, we use Gaussian states as probing signals, and focus attention to the case when one of the values for the loss parameter is zero, i.e. we address the detection of a possible loss against the alternative hypothesis of an ideal lossless channel.

This is a problem of quantum state discrimination and basically consists in looking for the minimum error probability in identifying one of two possible output states from the channel. Upon assuming that repeated probing is possible, i.e. that \( N \) identical copies of the output states are given [14, 56, 126, 127], the quantity which gives the minimal error probability when discriminating two states is the quantum Chernoff bound (QCB).

For continuous variables systems the quantum discrimination of Gaussian states is a central point in view of their experimental accessibility and their relatively simple mathematical description [67, 128]. Upper bounds for the error probability of discrimination of Gaussian states of \( n \) bosonic modes have been investigated [51] and closed formula for the QCB of Gaussian states have been derived [48, 50, 51].

In the following, we deal with the detection of loss in continuous variable systems. In particular, our results apply to quantum optical implementations, where single- and two-mode Gaussian states may be reliably realized in a controlled way with current technology [129]. We address the problem of detecting lossy channels, i.e. we consider that the damping constant of a bosonic channel may be zero or assume a nonzero value, and we want to determine which one on the basis of repeated measurements on the signal exiting the channel. Besides, in order to stay close to schemes feasible with current technology, we
analyze in details the effect of the mixedness of probe states. An analogue problem, namely the estimation of the damping constant of a bosonic channel among a continuous set of possible values that it can assume, has already been addressed in literature \cite{35,130,131}, and recently \cite{132} it was proved that two-mode squeezed vacuum probe states are optimal, i.e. they give the best estimate with respect to coherent, thermal or single-mode squeezed states. Moreover, recent analysis of transmission process in Gaussian continuous variable channels \cite{133} has revealed the importance of assessing the deviation from ideal conditions, i.e the identity channel, in implementing large-scale quantum communication.

The results we report here aim basically at characterizing the kind of states that give the optimal discrimination and whether the improvements obtained in the discrimination using two-mode probes may be ascribed to the correlations between the two modes. We thus focus on single- and two-mode squeezed thermal states, which are feasible signals allowing a fair comparison between single- and two-mode probes at fixed energy. In order to quantify correlations, besides entanglement and mutual information, we exploit the recent results \cite{64,77,134,135,136,137} about quantum discord, which has been defined with the aim of capturing quantum correlations in mixed separable states that are not quantified by entanglement.

In 2.6.1 we specialize the calculation of the QCB to single- and two-mode Gaussian states, and we introduce the discrimination scheme for single-mode and two-mode Gaussian states and calculate the QCB in presence of a lossy channel or an absorber. Section 2.6.1 reports the main results about the QCB of the single and two-mode states as a function of the total energy for squeezed vacuum probe states or squeezed thermal states. Finally, in Section 2.6.2 we analyze the role of correlations in the enhancement of the discrimination by two-mode states.

### 2.6.1 Quantum Chernoff bound for Gaussian states

In the following we will focus on single mode and two-mode squeezed thermal states (STS), namely

\[
\varrho_1 = S(r)\nu S(r)^\dagger \\
\varrho_2 = S_2(r)\nu_1 \otimes \nu_2 S_2(r)^\dagger
\]

As we will see, single- and two-mode STS evolving in a lossy channel lead to a state in the same class and thus the problem of channel discrimination may be reduced to the evaluation of the Chernoff bound for this classes of states. In order to perform this calculation one has to compute the positive power \(\varrho^s\). For single mode it can be written...
as a Gaussian state with a rescaled mean photon number \( f(n, s) \), i.e. [51]

\[
\rho_1^s = S(r)\nu^s S(r)^\dagger = N(n, s)S(r)\nu_{(n, s)}S(r)^\dagger
\]

(2.129)

where

\[
\nu^s = \left( \frac{1}{n+1} \right)^s \sum_{m=0}^\infty \left( \frac{n}{n+1} \right)^m |m\rangle\langle m|
\]

\[
= N(n, s) f(n, s) + 1 \sum_{m=0}^\infty \left( \frac{f(n, s)}{f(n, s) + 1} \right)^m |m\rangle\langle m|
\]

\[
= N(n, s) \nu_{(n, s)},
\]

(2.130)

and

\[
N(n, s) = \text{Tr}[\nu^s] = \frac{1}{(n+1)^s - n^s}
\]

\[
f(n, s) = \frac{n^s}{(n+1)^s - n^s}.
\]

(2.131)

The two mode case follows straightforwardly

\[
\rho_2^s = S_2(r)\nu_1^s \otimes \nu_2^s S_2(r)^\dagger
\]

\[
=N(n_1, s)N(n_2, s)S_2(r)\nu_{(n_1, s)} \otimes \nu_{(n_2, s)} S_2(r)^\dagger.
\]

(2.132)

We then recall that for any given two squeezed thermal Gaussian states \( \rho \) and \( \rho' \), the overlap \( \text{Tr}[\rho \rho'] \) may be written in terms of their covariance matrices

\[
\text{Tr}[\rho \rho'] = [\text{det}(\sigma + \sigma')]^{-1/2}
\]

(2.133)

where \( \sigma, \sigma' \) are the covariance matrices of the two states. Overall, we may write the QCB in the single mode case \( Q_1 = \min Q_{1s} \), where

\[
Q_{1s} = \text{Tr} \left[ \rho_1^s \rho_1^{(1-s)} \right]
\]

\[
=N(n, s)N(n', 1-s)\text{Tr} \left[ S(r)\nu_{(n, s)}S(r)^\dagger S(r')\nu_{(n', 1-s)}S(r')^\dagger \right]
\]

\[
= N(n, s)N(n', 1-s) \frac{\text{det}(\sigma_{(n, s))} + \sigma'_{(n', 1-s))}}{\sqrt{\text{det}(\sigma_{(n, s))}}}.
\]

(2.134)

For the two-mode case we have \( Q_2 = \min Q_{2s} \), where

\[
Q_{2s} = \text{Tr} \left[ \rho_2^s \rho_2^{(1-s)} \right]
\]

\[
=N(n_1, s)N(n_2, s)N(n_1', 1-s)N(n_2', 1-s) \frac{\text{det}(\sigma_{(n_1, n_2, s))} + \sigma'_{(n_1', n_2', 1-s))}}{\sqrt{\text{det}(\sigma_{(n_1, n_2, s))}}}.
\]

(2.135)
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Figure 2.3: Single- and two-mode schemes for the discrimination of lossy channels. Top: a single mode Gaussian state enters in a lossy channel with damping rate $\Gamma$ and then a measurement apparatus detect the output signal $\rho'$. Bottom: the lossy channel acts on a mode of a bipartite two-mode squeezed thermal state $\rho$ and then the final state $\rho'$ is measured.

Gaussian states in a lossy channel

In what follows, we study the evolution of a Gaussian state in a dissipative channel $E_{\Gamma}$ characterized by a damping rate $\Gamma$, which may result from the interaction of the system with an external environment, as for example a bath of oscillators, or from an absorption process. We address the problem of detecting whether or not the dissipation dynamics occurred, i.e. the problem of discriminating between an input state $\rho$ and the final state $\rho' = E_{\Gamma}(\rho)$. We focus to Gaussian states in view of their experimental accessibility and their relatively simple mathematical description. Besides, lossy channels are Gaussian channels, i.e. transform Gaussian states into Gaussian states as we already seen in section 2.4.

We assume to have many copies at disposal and thus use the quantum Chernoff bound $Q$ defined in Eq. (1.111) as a distinguishability measure. A schematic diagram of the measurement schemes we have in mind is shown in Fig. 2.3: we have either a single mode STS evolving in a lossy channel with parameter $\Gamma$ followed by a measurement at the output, or a two-mode STS with the damping process occurring on one of the two modes, followed by a measurement on both of the modes.

The propagation of a mode of radiation in a lossy channel corresponds to the coupling of the mode $a$ with a zero temperature reservoir made of large number of external modes. By assuming a Markovian reservoir and weak coupling between the system and the reservoir the dynamics of the system is described by the Lindblad Master equation given in (2.99) by setting $N = 0$,

$$\dot{\rho} = \frac{\Gamma}{2} \mathcal{L}[a]\rho$$  \hspace{1cm} (2.136)

where $\mathcal{L}[a]\rho = 2a\rho a^\dagger - a^\dagger a\rho - \rho a^\dagger a$. 

\[2.136\]
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Single-mode case

Let us now start with single-mode states. The solution of Eq. (2.136) is given by (2.103) which describes the evolution of an initial Gaussian state with CM $\sigma_0$ towards the stationary state given by the Gaussian state of the environment with covariance matrix $\sigma_\infty$. The input state we considered in the scheme of Fig. 2.3 is a squeezed thermal state with an average number of thermal photons given by $n_T$ and, without loss of generality, a real squeezing parameter $r$. The covariance matrix is described in Eq. (2.62). The evolved covariance matrix of the single mode case, Eq. (2.103) is given in Eq. (2.105) where from now on we omit the index of $\sigma_0$, replace $\sigma(t) = \sigma'$ and, since the loss parameter always appears as $\Gamma t$, consider that the time $t$ has been absorbed in $\Gamma$. At the output the number of thermal photons $n_\Gamma$ and the squeezing parameter $r_\Gamma$ are those given in Eq. (2.106). The quantum Chernoff bound is then obtained from Eq. (2.134) with the substitutions $n \rightarrow n_T$ and $n' \rightarrow n_\Gamma$.

Two-mode case

According to the scheme of Fig. 2.3, the map describing the evolution of a two-mode state is $\mathcal{E}_\Gamma \otimes I_2$. At the level of the CM it corresponds to the transformation of Eq. (2.108) where we have used the same notation introduced for the single-mode case. If the input state is a two-mode squeezed thermal state of the form $\varrho_2 = S_2(r) \nu_1 \otimes \nu_2 S_2^\dagger(r)$ and covariance matrix given in Eq. (2.71), then also the output state belongs to the same class, with the replacements $r \rightarrow r_\Gamma$, $n_T \rightarrow n_\Gamma$, $n_T \rightarrow n_\Gamma$. The covariance matrix in Eq. (2.108) may be recast in the standard form as

$$\sigma_\Gamma = \frac{1}{2} \begin{pmatrix} A_\Gamma I_2 & C_\Gamma \sigma_z \\ C_\Gamma^* \sigma_z & B_\Gamma I_2 \end{pmatrix}$$

where

$$A_\Gamma = \cosh(2r_\Gamma) + 2n_{\Gamma_1} \cosh^2 r_\Gamma + 2n_{\Gamma_2} \sinh^2 r_\Gamma$$
$$B_\Gamma = \cosh(2r_\Gamma) + 2n_{\Gamma_1} \sinh^2 r_\Gamma + 2n_{\Gamma_2} \cosh^2 r_\Gamma$$
$$C_\Gamma = (1 + n_{\Gamma_1} + n_{\Gamma_2}) \sinh 2r_\Gamma,$$

and the explicit form of the parameters of the evolved state may be obtained from the very definition of the symplectic invariants. For two-mode squeezed thermal states we have

$$A' - B' = n_{\Gamma_1} - n_{\Gamma_2}$$
$$\sqrt{\det \sigma'} = \frac{1}{4} (2n_{\Gamma_1} + 1) (2n_{\Gamma_2} + 1)$$
$$C' = (n_{\Gamma_1} + n_{\Gamma_2} + 1) \sinh 2r_\Gamma$$
The QCB is then obtained using Eq. (2.135) and the replacements \( n_1 \rightarrow n_{T_1}, n_2 \rightarrow n_{T_2}, n'_1 \rightarrow n_{\Gamma_1}, n'_2 \rightarrow n_{\Gamma_2} \).

**Detection of lossy channels**

In this section we address the discrimination of lossy channels probed by single- and two-mode STS and evaluate the QCB as a function of the most important parameter of the input state i.e. its total energy and squeezing. In particular, we optimize the discrimination of lossless (\( \Gamma = 0 \)) from a lossy (\( \Gamma > 0 \)) channel by maximizing over thermal probes, i.e. single- and two-modes squeezed thermal states. In our first analysis, we show that for fixed total energy, single- and two-mode squeezed vacuum states are optimal. In particular, we show the conditions where the two-mode state outperforms the single-mode counterpart. Then, by fixing both the total energy and squeezing, we will find the optimal STS. We recall that the minimization of the QCB over single-copy states implies the minimization over multy-copy states. This implies that finding the optimal input state \( \rho \) automatically assures that \( \rho \otimes \rho \otimes \ldots \) is the optimal multi-copy state to be used as input when we consider a multiple access to the unknown channel.

In order to perform our investigation we introduce a suitable parametrization of the input energy. Let us denote by \( N_1 \) and \( N_2 \) the total energy (average total number of photons) of a single- and two-mode state respectively. They are given by Eqs. (2.66) and (2.83)

\[
N_1 = n_T + n_S + 2n_T n_T, \quad (2.140)
\]

\[
N_2 = n_{T_1} + n_{T_2} + 2n_S + 2n_S n_{T_1} + n_{T_2}, \quad (2.141)
\]

where \( n_T \) accounts for the mean number of thermal photons for the single mode, \( n_{T_1} \) and \( n_{T_2} \) the corresponding quantity for the two-mode state, and \( n_S = \sinh^2 r \) denote the energy due to squeezing, i.e. the energy of a single-mode squeezed vacuum. In order to analyze the effect of squeezing and to compare the performances of single- and two-mode states we introduce a different parametrization of the states, based on the total energy and the squeezing fraction \( \beta \), which is defined as the fraction of total energy employed in squeezing. Using Eq. (2.139) we have, for single-mode states

\[
n_S = \beta_1 N_1, \quad (2.142)
\]

\[
n_T = \frac{(1 - \beta_1)N_1}{1 + 2\beta_1 N_1}. \quad (2.143)
\]

Thus the single-mode STS can be parametrized as \( \rho = \rho(N_1, \beta_1) \). Note that for \( \beta_1 = 0 \) the state is completely thermal with energy \( N_1 = n_T \), while for \( \beta_1 = 1 \) the state is a squeezed...
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vacuum with energy $N_1 = n_S$. We denote $Q_1(N_1, \beta_1)$ the output QCB which is computed by using the output state $\varrho(N_1, \beta_1)$.

For two-mode states we also introduce an asymmetry parameter $\gamma \in [0, 1]$, denoting the fraction of the total thermal energy used for the first mode, thus arriving at

$$n_S = \frac{\beta_2}{2} N_2$$

$$n_{T_1} = \gamma \frac{(1 - \beta_2) N_2}{1 + \beta_2 N_2}$$

$$n_{T_2} = (1 - \gamma) \frac{(1 - \beta_2) N_2}{1 + \beta_2 N_2}.$$  \hfill (2.144)

Thus the two-mode squeezed thermal state can be parametrized as $\varrho = \varrho(N_2, \beta_2, \gamma)$. Note that for $\beta_2 = 0$ we have two thermal states with thermal energy $n_{T_1} = \gamma N_2$ and $n_{T_2} = (1 - \gamma) N_2$. For $\beta_2 = 1$ we have instead a squeezed vacuum state with total energy $N_2 = 2 n_S$. We denote by $Q_2(N_2, \beta_2, \gamma)$ the output QCB which is computed by using the input state $\varrho(N_2, \beta_2, \gamma)$.

In order to make a fair comparison between the performances of single- and two-mode probes in discriminating the channels, we fix the mean number of photons in the input state. In other words we set

$$N_1 = N_2 = N$$  \hfill (2.147)

and minimize the output QCB among single-mode and two-mode squeezed thermal states. As a first step we compute the optimal quantities

$$Q_1(N) = \inf_{\beta_1} Q_1(N, \beta_1)$$

$$Q_2(N) = \inf_{\beta_2, \gamma} Q_2(N, \beta_2, \gamma).$$  \hfill (2.148)

Then we compare $Q_1(N)$ with $Q_2(N)$. According to our findings, in the Eqs. \hfill (2.148) and \hfill (2.149), the infima are achieved for $\beta_1 = \beta_2 = 1$. This is numerically shown in Fig. 2.4 for the single-mode case and in Fig. 2.5 for the two-mode case. Thus, we have found that, at fixed input energy $N$, the optimal thermal probes are given by single- and two-mode squeezed vacuum states. In this case, the input state is pure and the QCB corresponds to the fidelity (which is the case when the s-overlap in Eq. \hfill (1.111) is minimized for $s$ approaching the border). Let us adopt the transmissivity $\eta = e^{-\Gamma}$ to quantify the damping of the channel, so that $\Gamma = 0$ (ideal channel) corresponds to $\eta = 1$, and $\Gamma > 0$ (lossy channel) corresponds to $0 \leq \eta < 1$. Then, for single-mode we can write

$$Q_1(N) = \frac{1}{\sqrt{1 + N(1 - \eta^2)}},$$  \hfill (2.150)
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Figure 2.4: Output QCB $Q_1(N, \beta_1)$ optimized over input single-mode squeezed thermal states $\rho = \rho(N, \beta_1)$. From left to right we consider different values of the transmissivity: $\eta = 0.1$ (left panel), $\eta = 0.5$ (middle panel) and $\eta = 0.9$ (right panel). In each panel, we plot $Q_1(N, \beta_1)$ as function of the energy $N$ for different values of $\beta_1$. From top to bottom: $\beta_1 = 0.1$ (dashed line), $\beta_1 = 0.5$ (dotted line) and $\beta_1 = 1$ (solid line). The minimum curve is always achieved for $\beta_1 = 1$, i.e., for an input single-mode squeezed vacuum state.

Figure 2.5: Output QCB $Q_2(N, \beta_2, \gamma)$ optimized over input two-mode squeezed thermal states $\rho = \rho(N, \beta_2, \gamma)$. From left to right we consider different values of the transmissivity: $\eta = 0.1$, 0.5 and 0.9. From top to bottom, we consider different values of the asymmetry parameter $\gamma = 0$, 0.5 and 1. In each panel, we then plot $Q_2$ as function of the energy $N$ for different values of $\beta_2$. From top to bottom: $\beta_2 = 0.1$ (dashed line), $\beta_2 = 0.5$ (dotted line) and $\beta_2 = 1$ (solid line). The minimum curve is always achieved for $\beta_2 = 1$ corresponding to an input two-mode squeezed vacuum state.
and for two-modes we derive
\[ Q_2(N) = \frac{4}{\left[2 + N(1 - \sqrt{\eta})\right]^2}. \] (2.151)

In Fig. 2.6 we show the behaviors of the single-mode QCB \( Q_1(N) \) and two-mode QCB \( Q_2(N) \) as function of the input energy \( N \) for several values of transmissivity \( \eta \) (or, equivalently, the damping rate \( \Gamma \)). As expected the discrimination improves by increasing the input energy \( N \) and decreasing the transmissivity \( \eta \).

![Graph showing the behaviors of QCBs](image)

**Figure 2.6:** (Color online). Single-mode QCB \( Q_1(N) \) (solid lines) and two-mode QCB \( Q_2(N) \) (dashed lines) as a function of the input energy \( N \) for different damping rates. From top to bottom \( \Gamma = 0.1, 0.3, 1 \) (red, green and blue, respectively). By comparing curves with the same color (fixed damping \( \Gamma \)), we can see that \( Q_2(N) \) outperforms \( Q_1(N) \) only after a certain value of the input energy \( N \).

As we can see from Fig. 2.6, for a given value of the transmissivity \( \eta \), the two-mode QCB \( Q_2(N) \) outperforms the single-mode QCB \( Q_1(N) \) only after a threshold energy. In fact, for any value of the transmissivity \( \eta \) larger than a critical value \( \eta_c \), there is a threshold energy \( N_{th} = N_{th}(\eta) \) that makes the two-mode squeezed vacuum state more convenient than the single-mode counterpart. This threshold energy decreases for decreasing values of \( \eta \). In particular, for transmissivities less than the critical value \( \eta_c \), the threshold energy becomes zero, i.e., the two-mode state is always better than single-mode state. We have numerically evaluated the critical value \( \eta_c \approx 0.296 \) (corresponding to \( \Gamma_c \approx 1.22 \)). This
phenomenon is fully illustrated in Fig. 2.7 where we have plotted the threshold energy as function of the transmissivity $N_{th} = N_{th}(\eta)$. For $N > N_{th}$ (dark area), the optimal state is the two-mode squeezed vacuum state, while for $N < N_{th}$ (white area) it is the single-mode squeezed vacuum state. In particular, note that $N_{th} = 0$ at $\eta = \eta_c$. Close to the critical transmissivity we have $N_{th} \simeq -\eta_c + \sinh^2(2.14\eta)$.

Figure 2.7: Threshold energy as a function of the transmissivity $N_{th} = N_{th}(\eta)$. The dark area indicates the values of the energy $N$ for which the two-mode squeezed vacuum state is optimal. The other region indicates where the single-mode squeezed vacuum state is optimal. The dashed line denotes the behavior of the threshold energy $N_{th}$ close to the critical transmissivity $\eta_c$.

It should be said that, in realistic conditions, it is unlikely to have pure squeezing. For this reason, it is important to investigate the performances of the squeezed thermal states by fixing this physical parameter together with the total energy. Thus, in this section, we fix both the input energy and squeezing, i.e., we set

$$N_1 = N_2 = N; \quad \beta_1 = \beta_2 = \beta \quad (0 \leq \beta \leq 1).$$

Clearly we can invert the curve and introduce a threshold transmissivity as function of the energy $\eta_{th} = \eta_{th}(N)$. For values $\eta < \eta_{th}$, the two-mode state is better than the single-mode state, while the opposite happens for $\eta > \eta_{th}$. In this case, we have $\eta_{th} \simeq \eta_c + 0.18 N^{0.7}$ for small $N$ and $\eta_{th} \simeq 1 - 2/N$ for large $N$. 
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Then, we compare the single-mode squeezed thermal state \( \rho = \rho(N, \beta) \) with the two-mode squeezed thermal states \( \rho = \rho(N, \beta, \gamma) \) for various values of \( \gamma \). In other words, we compare \( Q_1(N, \beta) \) and \( Q_2(N, \beta, \gamma) \).

For fixed \( N \) and \( \beta \), we find that the minimum of \( Q_2(N, \beta, \gamma) \) is achieved for \( \gamma = 1 \) (easy to check numerically). This means that two-mode discrimination is easier when all the thermal photons are sent through the lossy channel. In this case we find numerically that \( Q_2(N, \beta, 1) < Q_1(N, \beta) \) for every values of the input parameters \( N \) and \( \beta \), and every value of damping rate \( \Gamma \) in the channel. In other words, at fixed energy and squeezing, there is a two-mode squeezed thermal state (the asymmetric one with \( \gamma = 1 \)) able to outperform the single-mode squeezed thermal state in the detection of any loss. In order to quantify the improvement we introduce the QCB reduction

\[
\Delta Q = Q_1(N, \beta) - Q_2(N, \beta, 1).
\]

The more positive this quantity is, the more convenient is the use of the two-mode state instead of the single-mode one. In Fig. 2.8 we show the behavior of \( \Delta Q \) as function of the input energy and squeezing for two different values of the damping. As one can see from the plot, the QCB reduction is always positive. Its value increases with the energy while reaching a maximum for intermediate values of the squeezing. By comparing the two insets of Fig. 2.8 we can also note that the QCB reduction increases for increasing damping \( \Gamma \) (i.e., decreasing transmissivity). Thus, we have just shown that, for fixed values of \( N \) and \( \beta \), the asymmetric two-mode squeezed thermal state (\( \gamma = 1 \)) is the optimal thermal state.
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Here we also show that this is approximately true for $\gamma \lesssim 1$. In other words, we show that the inequality $Q_2(N, \beta, \gamma) < Q_1(N, \beta)$ is robust against fluctuations of $\gamma$ below the optimal value $\gamma = 1$. This property is clearly important for practical implementations. To study this situation, let us consider the $\gamma$-dependent QCB reduction

$$\Delta Q_\gamma = Q_1(N, \beta) - Q_2(N, \beta, \gamma).$$

(2.154)

In Fig. 2.9 we have specified this quantity for different values of the asymmetry parameter $\gamma$ (each inset refers to a different value of $\gamma$). Then, for every chosen $\gamma$, we have computed $\Delta Q_\gamma$ over a sample of $10^3$ random values of $N$, $\beta$, and $\Gamma$ (in each inset). As one can see from the figure, the quantity $\Delta Q_\gamma$ is approximately positive also when $\gamma$ is quite different from the unity.

Figure 2.9: (Color online) QCB reduction $\Delta Q_\gamma$ for different values of $\gamma$ (top left $\gamma = 0.99$, top right $\gamma = 0.9$, bottom left $\gamma = 0.8$, bottom right $\gamma = 0.7$). In each inset, $\Delta Q_\gamma$ is computed over a sample of $10^3$ random values of $N$, $\beta$, and $\Gamma$.

2.6.2 Quantum Chernoff bound and correlations

Since two-mode probes are always convenient for $\beta \neq 1$ and $\gamma = 1$, a natural question arises on whether this improvement should be ascribed to some kind of correlations, either classical or quantum, as, for example, those quantified by entanglement, quantum discord or quantum mutual information.
In order to quantify the degree of entanglement of a two-mode Gaussian state, it is suitable to use the logarithmic negativity given in Eq. (2.9) \( E = \max \{0, -\log 2 \tilde{d}_-\} \) where \( \tilde{d}_- \) is the smallest symplectic eigenvalue of the partially transposed state \( \tilde{d}_-^2 = \frac{1}{2} \Delta - \sqrt{\Delta^2 - 4I_4} \) where \( \Delta = I_1 + I_2 - 2I_3 \). The quantum discord for a bipartite STS with CM as in Eq. (2.71) is given in (2.91) \( D = h(\sqrt{I_2}) - h(d_-) - h(d_+) + h(\frac{\sqrt{T_1} + \sqrt{T_2} + 2I_3}{1 + 2\sqrt{T_2}}) \) where \( h(x) = \left( x + \frac{1}{2} \right) \log(x + \frac{1}{2}) - \left( x - \frac{1}{2} \right) \log(x - \frac{1}{2}) \). Finally, the quantum mutual information, for a Gaussian bipartite state in the canonical form (2.71) reads (2.92) \( I = \frac{1}{2} \left[ h(\sqrt{T_1}) + h(\sqrt{T_2}) - h(d_+) - h(d_-) \right] \) where the symplectic eigenvalues \( d_\pm \) are given in Eq. (2.76). A bipartite Gaussian state is entangled iff \( \tilde{d}_- < 1/2 \), so that the logarithmic negativity gives positive values for all the entangled states and 0 otherwise. For what concerns the discord, we have that for \( 0 \leq D \leq 1 \) the state may be either entangled or separable, whereas all the states with \( D > 1 \) are entangled. For pure states the previous three measures are equivalent, whereas for mixed states, as in the case under investigation in this section, they generally quantify different kind of correlations.

Here we consider the QCB reduction \( \Delta Q_{\tilde{\gamma}} = Q_1(N, \beta) - Q_2(N, \beta, \tilde{\gamma}) \) between a single-mode squeezed thermal state \( \rho = \rho(N, \beta) \) and a two-mode squeezed thermal state \( \rho = \rho(N, \beta, \tilde{\gamma}) \) with \( \tilde{\gamma} = 0.999 \). By fixing the input squeezing \( \beta \) and varying the input energy \( N \), we study the behaviour of \( \Delta Q_{\tilde{\gamma}} \) as function of the three correlation quantifiers, i.e., quantum mutual information, quantum discord and entanglement (computed over the input two-mode state). As shown in the upper panels of Fig. 2.10, the QCB reduction \( \Delta Q_{\tilde{\gamma}} \) is an increasing function of all the three correlation quantifiers for fixed input squeezing \( (\beta = 0.1 \text{ for the left panel and } \beta = 0.9 \text{ for the right one}) \). Note that, in each panel and for each quantifier, we plot three different curves corresponding to different values of the damping \( \Gamma = 0.9, 0.5 \text{ and } 0.1 \). The monotonicity of the QCB reduction in all the correlation quantifiers suggests that the presence of correlations should definitely be considered as a resource for loss detection, whether these correlations are classical or genuinely quantum, i.e., those quantified by entanglement. In other words, employing the input squeezing in the form of correlations is always beneficial for loss detection when we consider squeezed thermal states as input sources. The importance of correlations is confirmed by the plots in the middle panels. Here we consider again the QCB reduction \( \Delta Q_{\tilde{\gamma}} = Q_1(N, \beta) - Q_2(N, \beta, \tilde{\gamma}) \) for \( \tilde{\gamma} = 0.999 \). Then, by varying input squeezing \( \beta \) and energy \( N \), we study \( \Delta Q_{\tilde{\gamma}} \) as function of both discord and entanglement (damping is \( \Gamma = 0.2 \) in the left panel, and \( \Gamma = 0.8 \) in the right one). These plots show how the QCB reduction is approximately an increasing function of both discord and entanglement. Finally, in the lower panels of Fig. 2.10, we also show how entanglement (left) and discord (right) are increasing functions of the quantum mutual information with good approximation (these
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Figure 2.10: (Color online) Upper panels. QCB reduction $\Delta Q_\bar{\gamma}$ (with $\bar{\gamma} = 0.999$) as a function of the three correlation quantifiers $X=I,D,E$ where $I$ is the quantum mutual information (dotted red), $D$ is the quantum discord (dashed blue) and $E$ is the entanglement (solid black). The plots are for fixed squeezing: $\beta = 0.1$ for the left panel and $\beta = 0.9$ for the right one. For each quantifier we plot three different curves corresponding to different values of the damping (from top to bottom $\Gamma = 0.9, 0.5$ and $0.1$). Each curve is generated by varying the input energy $N$ between 0 and 5 photons. Middle panels. Density plots of the QCB reduction $\Delta Q_\bar{\gamma}$ as a function of the input discord and entanglement. The plots are for fixed damping: $\Gamma = 0.2$ in the left panel and $\Gamma = 0.8$ in the right one. In each panel, the density plot is generated by varying the squeezing $0 \leq \beta \leq 1$ and the energy $0 \leq N \leq 5$. Lower panels. Entanglement (left) and discord (right) as a function of the quantum mutual information. Plots are generated by taking a random sample of $10^4$ two-mode squeezed thermal states, i.e., random values of $N$ and $\beta$ with $\gamma = \bar{\gamma}$.
plots are generated by choosing a random sample of $10^4$ two-mode squeezed thermal states).
2.7 Quantum discrimination of Gaussian noisy channels

In this section we address discrimination of Gaussian noise channels using both minimum error probability (Bayes) and maximum detection probability (Neyman-Pearson) strategies. We focus on the asymptotic regime of many measurements and evaluate the quantum Chernoff bound and the quantum relative entropy, which provide the decreasing rate of the probabilities of discrimination errors and type-II errors in the two strategies respectively. We also consider the discrimination of channels with infinitesimally close values of the noise parameter and evaluate the metrics associated with the two different notions of distinguishability.

Quantum Chernoff bound for Gaussian noise channels

The input states that we consider are single-mode DSTS’s as given in Eq. (2.61). The Gaussian noise map described in Eq. (2.111), acts on a single-mode DSTS by adding $\Delta$ thermal photons to the initial $n_0$ photons of the input state. In terms of the covariance matrix we have that the initial state is described by $\sigma_0$ of Eq. (2.62) and the output state after the evolution in the channel is given by $\sigma_\Delta$ of Eq. (2.113). In order to calculate the Chernoff bound for this class of states it is sufficient to realize that the powers $\varrho_1^s, \varrho_2^{1-s}$ are also Gaussian states with a rescaled mean photon number $N_1, N_2$, i.e.

\[
\varrho_1^s = D(\alpha_1)S(r_1)\nu(n_1)^s S^\dagger(r_1)D^\dagger(\alpha_1)
\]

\[
= g(n_1, s)D(\alpha_1)S(r_1)\nu(N_1)S^\dagger(r_1)D^\dagger(\alpha_1)
\]

\[
\varrho_2^{1-s} = g(n_2, 1-s)D(\alpha_2)S(r_2)\nu(N_2)S^\dagger(r_2)D^\dagger(\alpha_2)
\]

(2.155)

where

\[
\nu(n_1)^s = g(n_1, s)\nu(N_1)
\]

\[
\nu(n_2)^{1-s} = g(n_2, 1-s)\nu(N_2)
\]

(2.157)

(2.158)

and $N_i = \frac{n_i^\nu}{(n_i+1)^2-n_i}$, $g(n_i, x) = \frac{1}{(n_i+1)^2-n_i}$ with $i = 1, 2$ and $x = s, 1 - s$. Then the QCB of Eq. (2.134) becomes

\[
Q_s(\varrho_1, \varrho_2) = g(n_1, s)g(n_2, 1-s) \text{Tr}[S(r_1)\nu(N_1)S^\dagger(r_1)S(r_2)\nu(N_2)S^\dagger(r_2)]
\]

(2.159)

where we used that $\alpha_1 = \alpha_2 = \alpha_0$ to simplify displacement operators and omitted the index 1 in the notation of $Q_s$. Note that $Q_s$ does not depend on displacement. We recall that the inner product $\text{Tr}(\varrho_1 \varrho_2)$ is given by (2.133) and using this last equation, the quantum Chernoff bound (1.111) becomes $Q = \min Q_s$

\[
Q_s = g(n_1, s)g(n_2, 1-s)[\det(\sigma_1' + \sigma_2')]^{-1/2}
\]

(2.160)
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where $\sigma_i$, $i = 1, 2$ are the covariance matrices of the states $\varrho_1^s$ and $\varrho_2^{1-s}$ as given in Eq. (2.162) with mean number of thermal photons $N_i$, squeezing $r_i$ and phase $\phi_i$.

The fidelity defined in Eq. (1.20) for two single-mode STS’s is given by [51, 138, 139]

$$F = \frac{1}{\sqrt{\Sigma + 1} - \sqrt{\delta}}$$

(2.161)

where $\Sigma = \det[\sigma_1 + \sigma_2]$ and $\delta = 4(\det[\sigma_1] - 1/4)(\det[\sigma_2] - 1/4)$.

Since the initial amplitude is not changed by Gaussian noise, it is useless to employ displaced states as probe signals. From now on we consider $\alpha_0 = 0$ and introduce a parametrization based on the total energy $E_i$ and the fraction of squeezing $\beta_i$ (that is the fraction of the total energy employed in squeezing) by defining the number of thermal and squeezed photons $n_T$ and $n_S$ as in Eqs. (2.162) and (2.163). We have

$$n_{T,i} = \frac{(1 - \beta_i)E_i}{1 + 2\beta_iE_i}$$

(2.162)

$$n_{S,i} = \sinh^2 r_i = \beta_iE_i$$

(2.163)

where $0 \leq \beta_i \leq 1$, $i = 1, 2$ is a rather involved function of $E_0, \beta_0$ and $\Delta_i$ and

$$E_i = n_{T,i} + n_{S,i} + 2n_{S,i}n_{T,i}$$

(2.164)

Thus the single-mode squeezed thermal state can be parametrized as $\varrho_i = \varrho_i(E_0, \beta_0, \Delta_i)$, $i = 1, 2$. In our problem of discrimination between two Gaussian noises $\Delta_1$ and $\Delta_2$ we denote $Q(E_0, \beta_0, \Delta_1, \Delta_2)$ the QCB which is calculated by using the states $\varrho_1(E_0, \beta_0, \Delta_1)$ and $\varrho_2(E_0, \beta_0, \Delta_2)$. We note that $\det[\sigma_1 + \sigma_2]^{-1/2}$ is independent on $\phi_i$, therefore the QCB does not depend on the squeeze angle. From numerics we have that $Q(E_0, \beta_0, \Delta_1, \Delta_2) = Q(E_0, \beta_0, \Delta_2, \Delta_1)$, i.e. the QCB is symmetric for change of the parameters. Moreover, denoting with $s^*$ the optimal value of $s$ which minimizes the QCB, we have that $Q(E_0, \beta_0, \Delta_1, \Delta_2)$ is minimized by $s^*$, and that $Q(E_0, \beta_0, \Delta_2, \Delta_1)$ by $1 - s^*$. The minimum value of $Q$ corresponds to the optimal condition of discriminability and it is given by $\beta_0 = 1$ i.e. for initial squeezed vacuum states.

In the following we consider two different cases, first we address the discrimination between an initial single-mode STS $\varrho_0$ and the evolved state $\varrho_\Delta = G_\Delta(\varrho_0)$ i.e. we address the discrimination of the identity channel ($\Delta_1 = 0$) from a channel with Gaussian noise ($\Delta_1 = \Delta > 0$) by evaluating the QCB $Q(E_0, \beta_0, \Delta_1, \Delta_2) = Q(E_0, \beta_0, 0, \Delta)$. Then we will consider the discrimination between two different STS’s $\varrho_{\Delta_1}$ and $\varrho_{\Delta_2}$ evolved in different channels from the same initial probe state through the maps $G_{\Delta_1}^{\Delta_1}(\varrho_0)$ and $G_{\Delta_2}^{\Delta_2}(\varrho_0)$ i.e. we address the discrimination between two channels with different gaussian noises ($\Delta_1$ and $\Delta_2$) by evaluating the QCB $Q(E_0, \beta_0, \Delta_1, \Delta_2)$. 
In the first case ($\Delta_1 = 0$ and $\Delta_2 = \Delta$), the QCB $Q(E_0, \beta_0, 0, \Delta)$ is a monotonic decreasing function of $\beta_0$, $E_0$ and $\Delta$ and therefore the optimal $Q$ is obtained for $\beta_0 = 1$ and $E_0, \Delta \gg 1$. In the latter case, $\Delta_1 \neq 0$, the minimum $Q$ is obtained for $\beta_0 = 1$ and high energies $E_0 \gg 1$. The QCB has a maximum for $\Delta_1 = \Delta_2$ in $Q = 1$ and then it decreases with $\beta_0, E_0$ and $\Delta$. At high energies $E_0 \gg 1$, we have the scaling:

$$Q(E_0, \beta_0, \Delta_1, \Delta_2) = Q \left( E_0, \beta_0, \frac{\Delta_1}{\Delta_2}, 1 \right)$$

$$= Q \left( E_0, \beta_0, 1, \frac{\Delta_2}{\Delta_1} \right).$$

The closer is $\beta \approx 1$, the more accurate is the scaling. We study the behavior of the QCB in the regime of $E_0 \gg 1$, where the scaling holds, by analyzing the ratio

$$R = \frac{Q(E_0, \beta_0, \Delta_1/\Delta_2, 1)}{Q(E_0, \beta_0, \Delta_1, \Delta_2)}.$$ 

In Fig. 2.11, we report $R$ for $10^3$ random values of $\Delta_1$ and $\Delta_2$ and fixed $\beta_0 = 1$ at different energies: $E_0 = 1, 10, 1000$ (black, red and blue points respectively). As it is apparent from the plot, the scaling is valid, i.e. the ratio $R = 1$ for $E_0 = 10^3$ (blue points), whereas in the case of small $E_0$ this is no more valid. The right hand of Fig. 2.11 shows that for fixed energy $E = 1000$ and different values of $\beta_0 = 0.1, 0.5, 1$ (black, red and blue points respectively) the scaling is almost valid, due to the fact that for high energy values the QCB has a low dependence on $\beta_0$. Note also that almost all the points of both the figures are included in the small range $(0.96 - 1.05)$ and therefore for practical scopes one could consider this scaling valid for all the $\beta_0$’s.

In Fig. 2.12, we plot the QCB for $\Delta_1 = 0$, $\Delta_2 = \Delta$ and $\Delta_1 = 1$, $\Delta_2 = \Delta$ as a function of $\Delta$ at different $E_0$ and $\beta_0$. Both the panels show that the case $\Delta_1 = 0$ (dashed
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Figure 2.12: (Color online) Left: Plot of the QCB $Q(E_0, 1, 0, \Delta)$ (dashed line) and $Q(E_0, 1, 1, \Delta)$ (solid line) at different energies $E_0 = 1, 10$ (red and blue respectively). Right: plot of $Q(E_0, 0, 0, \Delta)$ (dashed line) and $Q(E_0, 0, 1, \Delta)$ (solid line) at different energies $E_0 = 1, 10$ (red and blue respectively).

(lines) corresponds to the condition of optimal discriminability i.e. it gives the minimum value of the QCB. In particular, the left panel shows that for $\beta_0 = 1$, i.e. for an initial squeezed vacuum probe state, the increasing of the energy makes the discrimination easier in the case $\Delta = 0$, whereas in the case $\Delta = 1$ it gets worse. The right panel depicts the QCB of an initial thermal state with $\beta_0 = 0$ in the two cases $\Delta_1 = 0$ and $\Delta_1 = 1$. The discrimination is worse than the case $\beta_1 = 1$ but it improves by decreasing the energy.

Since we are discriminating Gaussian states, it is of interest to compare the QCB with two bounds that are easy to compute because they depend only on the symplectic spectra. These bounds are called the Young bound $Y$ and the Minkowski bound $M$ and are derived in [51] for $n$-mode STS’s. Here we report their expression specialized to the single-mode case. Let us introduce the two functions

\[
\Phi_p^\pm (x) = (x + 1/2)^p \pm (x - 1/2)^p
\]
\[
\Gamma_p(x) = 2[(2x + 1)^{2p} - (2x - 1)^{2p}]^{-1/2}
\]

The so called Minkowski bound is then $M = \inf_s M_s$, where

\[
M_s = 2 \left[ \Phi_s^+(d_1)\Phi_{1-s}^-(d_2) + \Phi_{1-s}^+(d_2)\Phi_s^-(d_1) \right]^{-1}
\]

and $d_j = n_{T,j} + 1/2$, $j = 1, 2$ is the symplectic spectrum of $\varphi_j$. The Young bound is defined as $Y = \inf_s Y_s$ where

\[
Y_s = \Gamma_s(d_1)\Gamma_{1-s}(d_2).
\]
Figure 2.13: (Color online) Plot of $Q$ (red), $F_-$ (black), $F_+$ (gray), $M$ (green) and $Y$ (blue) for $\Delta_1 = 0$ and $\Delta_2 = \Delta = 5$ as a function of the energy $E_0$ and $\beta_0 = 0.999$ (left), $\beta_0 = 0$ (right).

In Figs. 2.13 and 2.14 we plot the bounds to $Q$ given by $F$, $F_+$, $Y$ and $M$, reported in Eqs. (2.161), (2.168), (2.169) and signed with $X$ in the figure. In the left panel of Fig. 2.13 we illustrate the case of an initial nearly pure squeezed vacuum with $\beta = 0.999$ that evolves into a state $\rho_\Delta$ with $\Delta = 5$. Note that for a pure squeezed vacuum $\beta = 1$, $Q = F$ whereas for a slightly different value of $\beta = 0.999$ the quantum fidelity becomes a lower bound. $M$ (green line) is a tighter bound to $Q$ than $Y$ (blue) and $F_+$ (gray). For $\beta_0 = 0$, i.e. an initial thermal state without squeezing, we have that $Q = M = \sqrt{F}$, $\forall E_0$ and that the Young bound becomes a lower bound to $Q$: $Y < F \leq Q$.

The discrimination between two STS's $\rho_{\Delta_1}$ and $\rho_{\Delta_2}$ evolved in different channels from $\rho_0$ is analyzed in Fig. 2.14. We have that for $\beta_0 = 1$, $M, F_+ \geq Q$ and $M = F_+ = Q$ at $\beta_0 = 0$, whereas $F < Q \forall E_0$ and $\forall \beta_0$.

**Quantum Chernoff metric**

Let us consider two infinitesimally close STS's $\rho_\Delta$ and $\rho_\Delta + d\rho_\Delta$ which result from the interaction with a channel characterized by a Gaussian noise $\Delta$ and $\Delta + d\Delta$ respectively. For STS's, the quantum Chernoff metric $d\gamma_{QCB}^2$ of Eq. (1.132) is given by [30]

$$d\gamma_{QCB}^2 = g_{QCB}(\Delta)d\Delta^2 = \frac{(\beta_\Delta')^2}{32\sinh^2 \frac{\beta_\Delta}{2}} + \frac{(r_{\Delta}')^2}{2},$$

where $x'_{\Delta} = \frac{d}{d\Delta} x_{\Delta}, \beta_\Delta = \log \left( \frac{n_{\Delta} + 1}{n_T} \right)$, being $n_T = \frac{(1-\beta)E}{1+2\beta E}$ the number of thermal photons as given in Eq. (2.162) and $r_{\Delta} = \sinh^{-1} \sqrt{3E}$, with $E = E_0 + \Delta$ the total energy and $0 \leq \beta \leq 1$. 
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Figure 2.14: (Color online) Plot of $Q$ (red), $F_-$ (black), $F_+$ (gray), $M$ (green) and $Y$ (blue) for $\Delta_1 = 1$ and $\Delta_2 = \Delta = 10$ as a function of the energy $E_0$ and $\beta_0 = 1$ (left), $\beta_0 = 0.01$ (right).

For two thermal states $\nu_\Delta$ and $\nu_\Delta + d\nu_\Delta$ with mean number of photons given by $n_T = E_0 + \Delta$, where $E_0$ is the mean energy before the interaction with the Gaussian noisy channel, the quantum Chernoff metric reads

$$ds_{QCB}^2 = \frac{1}{8(E_0 + \Delta)(1 + E_0 + \Delta)} d\Delta^2$$  \hspace{0.5cm} (2.171)

Since for thermal states $ds_B^2/2 = ds_{QCB}^2$ and, from Eq. (1.78), $g_\Delta = \frac{1}{4} G_\Delta$, we obtain the expression of the quantum Fisher information

$$G_\Delta = \frac{1}{n_T(1 + n_T)}.$$  \hspace{0.5cm} (2.172)

For a pure squeezed vacuum state $\rho_0$, with $\beta = 1$, the quantum Chernoff metric diverges for $\Delta = 0$ and its behavior is

$$g_{QCB}(\Delta) \simeq \frac{1}{4\Delta} \left(\frac{1}{2} + E_0\right) + O(\Delta^0)$$  \hspace{0.5cm} (2.173)

where we expanded around $\Delta = 0$. From Eq. (2.173) we see that the statistical distance between a pure state ($\Delta = 0$) and a neighboring impure state ($\Delta > 0$) diverges as $\Delta \to 0$. This feature has been found in a similar calculation of the Bures metric by Twamley [22]. For $\beta = 1$, $\Delta \neq 0$ and $E_0 = 0$ we have a thermal state again as in $ds_{QCB}^2$.

Moreover, the metric tensor $g_{QCB}$ for $\beta = 1$ and $\Delta \neq 0$ scales at high energies as

$$g_{QCB}(\Delta) = \frac{1}{16\Delta^2} + O(1/E).$$  \hspace{0.5cm} (2.174)
Quantum relative entropy

As we have already seen in section 1.4.3, an alternative approach to the binary decision problem is provided by the Neyman-Pearson strategy. In this context, the quantum relative entropy (1.34) between two states ̺₀ and ̺₁ gives the asymptotic optimal exponent for the decay of the probability of errors in discriminating ̺₀ and ̺₁ after performing n measurements on ̺₁, when n → ∞. The QRE for two STS’s ̺₁ and ̺₂ is

\[ S(\eta || \nu) = - \left[ (n_{T,2} + 1) \log(n_{T,2} + 1) - n_{T,2} \log(n_{T,2}) \right] + \frac{1}{2} \log(n_{T,1}(n_{T,1} + 1)) \]

\[ + \frac{2}{2n_{T,1} + 1} \left\{ (\tilde{A}_1 + 1/2)(\tilde{A}_2 + 1/2) - \Re[\tilde{B}_1\tilde{B}_2^*] \right\} \log \left( \frac{n_{T,1} + 1}{n_{T,1}} \right) \]  

where \( \tilde{A}_i = (n_{T,i} + \frac{1}{2}) \cosh(2r_i) - 1/2 \), \( \tilde{B}_i = -(n_{T,i} + 1/2) \sinh(2r_i) \), \( i = 1,2 \) are the coefficients of the characteristic functions corresponding to \( \eta_i \). As in the case of the quantum Chernoff bound, the condition of maximal discriminability is achieved for \( \beta_0 = 1 \), i.e. the optimal probes states are squeezed vacua, and \( \Delta_1 = 0 \). We set \( E_0 = 0 \) and consider that the total energy of the two states is given by \( E_1 = \Delta_1 \) and \( E_2 = \Delta_2 \). Then the quantum relative entropy is given by

\[ S = \Delta_2 \log \left( \frac{\Delta_1 + 1}{\Delta_1} \right) + \log(\Delta_1 + 1) + \Delta_2 \log \Delta_2 - (1 + \Delta_2) \log(1 + \Delta_2), \]

and, around \( \Delta_1 = 0 \) it diverges as

\[ S = \Delta_2 \log(\Delta_2) - \log(\Delta_1) - (1 + \Delta_2) \log(1 + \Delta_2) + (1 + \Delta_2) \Delta_1 + O(\Delta_2^3) \]

where we expanded up to first order in \( \Delta_1 \).

Let us consider the problem of discriminating two thermal states \( \eta_1 = \nu_1 \) with mean number of photons \( n_{T,1} = E_0 + \Delta_1 \) (\( \beta_0 = 0 \)) and \( \eta_2 = \nu_2 \) with \( n_{T,2} = E_0 + \Delta_2 \). The behavior of the QRE is given by

\[ S(\nu_1 || \nu_2) = \log(1 + n_{T,1}) + n_{T,2} \log \left( \frac{n_{T,2}(1 + \frac{1}{n_{T,1}})}{n_{T,1}} \right) - (1 + n_{T,2}) \log(1 + n_{T,2}). \]

Kubo-Mori-Bogoljubov metric

We now consider a thermal state \( \nu_\Delta \) with mean photon number given by \( n_T = E_0 + \Delta \). By expressing \( \nu_\Delta = e^{-\Delta a^\dagger a}/Z_\Delta \), \( Z_\Delta = \text{Tr}[e^{-\eta_\Delta a^\dagger a}] \), the logarithmic derivative of Eq. \[ \text{1.142} \] is

\[ \tilde{L}_\Delta = -\frac{Z_\Delta^*}{Z_\Delta} - \beta_\Delta^* a^\dagger a \]
where $x' = \frac{d}{d\Delta} x$. Then the KMB Fisher information is given by

$$
\tilde{G}(\Delta) = \left(\frac{Z'_\Delta}{Z_\Delta}\right)^2 + (\beta'_\Delta)^2 \text{Tr}[\nu_\Delta (a^\dagger a)^2] + 2\frac{Z'_\Delta \beta'_\Delta}{Z_\Delta} \text{Tr}[\nu_\Delta (a^\dagger a)^2] = \frac{1}{n_T(n_T + 1)} \quad (2.180)
$$

where $\text{Tr}[\nu_\Delta (a^\dagger a)^2] = 2n_T(n_T + 1)$ and $\text{Tr}[\nu_\Delta a^\dagger a] = n_T$. According to the definition (1.140), by expanding the r.h.s. of Eq. (2.178) to the second order in $\epsilon$ with $\Delta_1 = \Delta + \epsilon$ and $\Delta_2 = \Delta$ we obtain the same result. By comparing Eq. (2.180) with (2.172), we conclude that for thermal states the KMB Fisher information is equal to the quantum Fisher information thus saturating the bound (1.143).
2. Estimation and discrimination in continuous variable systems

2.8 Conclusions and Outlooks

In this chapter we considered the estimation of parameters and the discrimination problem for Gaussian states. We have addressed the use of Kerr interaction to improve estimation of displacement and squeezing parameters and analyzed in details the behaviour of the quantum Fisher information as a function of probe and interaction parameters. We found that at fixed energy, with no constraint on the available Gaussian squeezing, Kerr dynamics is not useful and performances of Gaussian states are superior. On the other hand, in the more realistic case where the amount of Gaussian squeezing is fixed, or absent, then Kerr interaction improves estimation, especially for probe states with large amplitude. It should be noticed that Gaussian squeezing in $\chi^{(2)}$ media is obtained by parametric processes and the amount of squeezing linearly increases with the pump intensity. On the other hand, in $\chi^{(3)}$ media, the energy needed to obtain significant nonlinear effects is provided by the signal itselfs. Overall, our results indicate that precision achievable with current technology Gaussian squeezing may be attained and surpassed for realistic values of the Kerr coupling and large enough signal amplitude.

For what concerns the discrimination problem, we have focused to the case when one of the two channels is the identity, i.e., the problem of discriminating the presence of a damping process from its absence (loss detection). For this kind of discrimination we have considered thermal probes as input, i.e., single- and two-mode squeezed thermal states. The performance of the channel discrimination has been quantified using the QCB, computed over the two possible states at the output of the unknown channel for a given input state. Finding the optimal input state $\rho$ which minimizes this bound gives automatically the optimal multi-copy state $\rho \otimes \rho \otimes \cdots$ when we consider many accesses to the unknown channel. In this scenario, we have fixed the mean total energy of the input state and optimized the discrimination (detection of loss) over the class of single- and two-mode squeezed thermal states. We have found numerically that the optimal states are pure, thus corresponding to single- and two-mode squeezed vacuum states. Furthermore, we have determined the conditions where the two-mode state outperforms the single-mode counterpart. This happens when the input energy exceeds a certain threshold, which becomes zero for suitably low values of the transmissivity (i.e., high values of damping).

In our investigation we have then considered the problem of loss detection in more realistic conditions, where it is unlikely to have pure squeezing. In this case, we have studied the optimal state for fixed total energy and squeezing, i.e., by fixing all the relevant resources needed to create the input state. Under these constraints, we have shown that a two-mode squeezed thermal state which conveys all the thermal photons in the dissipative
channel is the optimal thermal probe. In addition, this result is robust against fluctuations, i.e., it holds approximately also when the thermal photons are distributed in a more balanced way between the probe mode (sent through the dissipative channel) and the reference mode (bypassing the channel).

Finally we have closely investigated the role of correlations in our problem of loss detection. We have found that, for fixed input squeezing, the reduction of the QCB is an increasing function of several correlation quantifiers, such as the quantum entanglement, the quantum discord and the quantum mutual information. We then verify that employing the input squeezing in the form of correlations (quantum or classical) is always beneficial for the detection of loss by means of thermal probes.

We finally addressed the problem of discriminating Gaussian noise channels using both minimum error probability and maximum detection probability strategy. For what concerns discriminability with the quantum Chernoff bound, we studied two cases: the discrimination between an initial single-mode STS and the evolved state through the Gaussian noise map and the discrimination between two different STS’s evolved with in two different channels. We have found that the condition of maximal discriminability is obtained for initial squeezed vacuum states in both the situations and that in the second case the quantum Chernoff bound has a scaling behavior at high energies. We also found that discrimination in the first case is better than in the second one. We have considered the discrimination of channels with infinitesimally close values of the noise parameter and evaluated the metrics associated to the two distinguishability notions. We found that the quantum Chernoff metric diverges for $\Delta = 0$ and analyzed the scaling behavior for pure squeezed states and for thermal states. Moreover, for what concerns the KMB metric, we found that in the case of thermal states the KMB Fisher information is equal to the quantum Fisher information thus saturating the upper bound
3

Estimation and discrimination in fermionic systems

This chapter is devoted to the problem of estimating the parameters of many-body Hamiltonians which undergo a second-order quantum phase transition and discriminating between two ground states or two thermal states of those systems. In particular, we will consider the Ising model in a transverse magnetic field as a paradigmatic example of such a system both at zero and finite temperature. In Section 3.1, we introduce the XY model that reduces to the Ising model for a particular value of the anisotropy coefficient, explain the phase diagram and the properties of magnetization. We then introduce in Sec. ?? the basic concepts of the geometric approach to quantum phase transitions and provide the Bures metric tensor for the quantum Ising model. By exploiting the results about the relation between quantum Fisher information and Bures metric tensor, in Section 3.3 we derive the optimal estimator of the coupling constant of the quantum Ising model at zero temperature both for the case of few spins and in the thermodynamical limit and also analyze the effects of temperature and derive the scaling properties of the QFI. We also address the measurement of total magnetization as an estimator of the Hamiltonian parameter and show its optimality. Finally, in Section 3.4 we study the distinguishability of two quantum states of the quantum Ising model at zero and finite temperature.

3.1 The XY model

We consider the XY model describing a one-dimensional chain of spins with nearest-neighbor coupling, in a constant and uniform magnetic field. The XY model is a class of Hamiltonians distinguished by a different value of the anisotropy coefficient $\gamma$, which
introduces a different coupling between the $x$ and $y$ components of the spins. In particular, the case $\gamma = 1$ is known as Ising model, the case $\gamma = 0$ is the so called XX model. The Hamiltonian is

$$H = -\sum_{i=1}^{L} \left[ J \left( \frac{1 + \gamma}{2} \right) \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x + J \left( \frac{1 - \gamma}{2} \right) \hat{\sigma}_i^y \hat{\sigma}_{i+1}^y + h \hat{\sigma}_i^z \right]$$

(3.1)

where $\hat{\sigma}_i^x$, $\hat{\sigma}_i^y$ and $\hat{\sigma}_i^z$ may be represented by the usual Pauli spin matrices

$$\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

(3.2)

acting on spin $i$, with

$$[\sigma_i^\mu, \sigma_j^\nu] = 2i\delta_{ij} \sum_{\tau=x,y,z} \epsilon_{\mu\nu\tau} \sigma_i^\tau.$$  

(3.3)

In the following we treat the ends of the chain as a cyclic chain, in which case $1 \leq i \leq L$ and $\sigma_{L+1}^\mu = \sigma_1^\mu$, $\mu = x, y, z$ (periodic boundary conditions). To solve the model, we first introduce the raising and lowering operators

$$\sigma_i^+ = \frac{\hat{\sigma}_i^x + i\hat{\sigma}_i^y}{2}, \quad \sigma_i^- = \frac{\hat{\sigma}_i^x - i\hat{\sigma}_i^y}{2}$$

(3.4)

(3.5)

which satisfy the commutation rules for $i \neq j$

$$[\sigma_i^+, \sigma_j^\pm] = \pm 2\delta_{ij} \sigma_i^\pm, \quad [\sigma_i^+, \sigma_j^-] = \delta_{ij} \sigma_i^+, \quad [\sigma_i^-, \sigma_j^+] = \delta_{ij} \sigma_i^-.$$  

(3.6)

and anticommutation rules on the same site

$$\{\sigma_i^+, \sigma_i^-\} = 1 \quad (\sigma_i^+)^2 = \sigma_i^2 = 0.$$  

(3.7)

In terms of which the Pauli spin operators they are

$$\hat{\sigma}_i^x = \sigma_i^+ + \sigma_i^-, \quad \hat{\sigma}_i^y = (\sigma_i^+ - \sigma_i^-)/i, \quad \hat{\sigma}_i^z = \sigma_i^+ \sigma_i^- - 1/2$$

(3.8)

and substituting into (3.1) we obtain

$$H = -\sum_{i=1}^{L} \left[ J(\gamma \sigma_i^+ \sigma_{i+1}^+ + \sigma_i^+ \sigma_{i+1}^- + \text{h.c.}) + h \hat{\sigma}_i^z \right].$$

(3.9)

Note that

$$J = \gamma_x + \gamma_y, \quad \gamma J = \gamma_x - \gamma_y$$

(3.10)
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where \( \gamma_x = J\left(\frac{1+\gamma}{2}\right) \), \( \gamma_y = J\left(\frac{1-\gamma}{2}\right) \). In the thermodynamic limit, the diagonalization of the XY model is achieved by means of three transformations: the Jordan-Wigner (JW), Fourier and Bogoliubov (BGV) transformations. The JW transformation is based on the observation that there exists a unitary mapping between the Hilbert space of a system of \( N \) spins and the fermion Fock space of spinless fermions on \( L \) sites. By virtue of this identification, we can consider the canonical annihilation JW fermion operators \( c_i \),

\[
\sigma^+_i = c_i \exp\left\{ i\pi \sum_{j=1}^{i-1} c_j^\dagger c_j \right\},
\]

\[
\sigma^-_i = c_i \exp\left\{ -i\pi \sum_{j=1}^{i-1} c_j^\dagger c_j \right\},
\]

\[
\delta z_i = 2c_i^\dagger c_i - 1.
\]

Observe that the JW operators satisfy anticommutation relations \( \forall i, j \)

\[
\{c_i, c_j^\dagger\} = \delta_{ij}, \quad c_i^2 = (c_i^\dagger)^2 = 0,
\]

whereas the \( \sigma^\pm_i \) anticommutate only on a site. Note also that the boundary term depends on the number of spin of the chain,

\[
\sigma^+_i \sigma^-_j = c_j^\dagger c_i, \quad \forall j
\]

\[
\sigma^+_i \sigma^+_i = c_i^\dagger c_{i+1}^\dagger \quad \text{for} \quad i = 1, \ldots, L - 1, \quad \sigma^+_L \sigma^+_i = -c_L^\dagger c_i^+ \exp\{i\pi N\},
\]

\[
\sigma^-_i \sigma^-_i = c_i^\dagger c_{i+1} \quad \text{for} \quad i = 1, \ldots, L - 1, \quad \sigma^-_L \sigma^-_i = -c_1^\dagger c_i^\dagger \exp\{i\pi N\}.
\]

where \( N = \sum_{i=1}^{L} c_i^\dagger c_i = \sum_{i=1}^{L} (\sigma^+_i + 1)/2 \). We have also that \( \exp\{i\pi N\} c_j = c_j \) and \( \exp\{i\pi N\} c_j^\dagger = -c_j^\dagger \).

The Hamiltonian \( H \) becomes

\[
H = -J \sum_{i=1}^{L-1} \left[ (\gamma c_i^\dagger c_{i+1}^\dagger + c_i^\dagger c_{i+1}) + \text{h.c.} \right] + Je^{i\pi N} \left[ (\gamma c_L^\dagger c_1^\dagger + c_L^\dagger c_1) + \text{h.c.} \right] - 2\hbar \sum_{i=1}^{L} c_i^\dagger c_i + L\hbar.
\]

The Hamiltonian \( (3.1) \) with \( L \) spins and periodic boundary conditions can be mapped into a fermionic model with

- anti-periodic boundary conditions (ABC) on the fermionic operators \( c_i \), in the sector with an even number of fermions: \( \exp\{i\pi N\} = 1 \),

- periodic boundary conditions (PBC) for the \( c_i \) in the sector with an odd number of fermions: \( \exp\{i\pi N\} = -1 \).

Note that the number of fermionic operators is not invariant

\[
[N, H] \neq 0,
\]

(3.19)
while the parity operator $\mathcal{P} = e^{i\pi N}$ satisfies
\[ [e^{i\pi N}, H] = 0 . \] (3.20)

The operator $\mathcal{P}$ can be written as
\[ \mathcal{P} = P_+ - P_- \] (3.21)
where $P_+$ and $P_-$ are the projection operators associated to the eigenvalues $\pm 1$ of $\mathcal{P}$ and satisfy the following properties:
\[ P_+ + P_- = 1 \]
\[ P_+ P_- = 0 . \] (3.22)

Then the Hamiltonian (3.1) preserves the parity sectors and can be decomposed as
\[ H = P_+ HP_+ + P_- HP_- = H^+ + H^- . \] (3.23)

One can study separately the two parity sectors where $\mathcal{P}$ acts as a c-number. In the thermodynamic limit the boundary terms $\propto c_L c_1, c_L^\dagger c_1 + \text{h.c.}$ can be neglected since they introduce corrections of order $1/L$ which go to zero for $L \to \infty$. For the diagonalization of the model with the boundary term see [142]. The problem is then reduced to the diagonalization of the so-called c-cyclic Hamiltonian [143] and can be achieved by means of a discrete Fourier transform. We set in the parity sector $P^z = e^{i\pi N} = 1$ which implies anti-periodic conditions for the $c_i$ and define the Fourier transform
\[ c_j = \frac{1}{\sqrt{L}} \sum_{k=0}^{L-1} e^{i\phi_k j} c_k . \] (3.24)

In this case (ABC) we have that $\phi_k = \frac{(2k+1)\pi}{L}$ with $k = 0, \ldots, L-1$, whereas for PBC the parameter $\phi_k$ is $\phi_k = \frac{2k\pi}{L}$ with $k = 0, \ldots, L-1$. Notice that
\[ \sum_{i=1}^{L} (c_i^\dagger c_{i+1} + \text{h.c.}) = \sum_k (e^{i\phi_k} c_k^\dagger c_{-k}^\dagger + \text{h.c.}), \]
\[ \sum_k (e^{i\phi_k} c_k^\dagger c_{-k}^\dagger) = \left( \sum_{k=1}^{L} + \sum_{k=-L}^{L-1} \right) (\cos(\phi_k) + i \sin(\phi_k)) c_k^\dagger c_{-k}^\dagger \]
\[ = \sum_k (i \sin(\phi_k)) c_k^\dagger c_{-k}^\dagger . \] (3.25)

The index $k = 0, \ldots, L-1$ labels the sites of the chain in the momentum space. Then, due to the translational symmetry of the system, one can choose $k = -M, \ldots, M$ and $L = 2M + 1$. Then we have
\[ H = \sum_{k=-M}^{M} \left[ (-J \cos(\phi_k) - h)(c_k^\dagger c_k + c_{-k}^\dagger c_{-k}) - i J \gamma \sin(\phi_k)(c_k^\dagger c_{-k}^\dagger + c_k c_{-k}) + h \right] , \] (3.26)
and we can write
\[ H = \sum_{k=1}^{M} \tilde{H}_k = \sum_{k=1}^{M} \left( \tilde{H}_k^{(+)} + \tilde{H}_k^{(-)} \right), \]  
where
\[ \tilde{H}_k^{(\pm)} = \left\{ \alpha_k(c_k^\dagger c_k + c_{-k}^\dagger c_{-k}) + i\delta_k(c_k^\dagger c_{-k}^\dagger + c_k c_{-k}) + 2h \right\} \]
\[ \alpha_k = 2(-J \cos \phi_k^{(\pm)} - h), \quad \delta_k = -2J\gamma \sin \phi_k^{(\pm)} \]
\[ \phi_k^{(+)} = \frac{(2k+1)\pi}{L}, \quad \phi_k^{(-)} = \frac{2k\pi}{L} \]  
where we cancelled the boundary terms whose contribution is of order \( O(1/L) \). By exploiting the following relation
\[ \sum_k \left( \begin{array}{c} c_k^\dagger \\ W_k^* \\ \epsilon_{-k} \end{array} \right) \left( \begin{array}{c} \epsilon_k \\ W_k \\ c_{-k}^\dagger \end{array} \right) = \sum_k \left[ (\epsilon_k + \epsilon_{-k})c_k^\dagger c_k + W_k c_k^\dagger c_{-k} + W_{-k}^* c_{-k} c_k - \epsilon_k \right], \]
and setting
\[ \epsilon_k = -(J \cos \phi_k + h), \quad W_k = -iJ \gamma \sin \phi_k, \]
we obtain the following quasi-particle spectrum
\[ \tilde{\Lambda}_k = \sqrt{\epsilon_k^2 + |W_k|^2} = \sqrt{J^2 \gamma^2 + h^2 + J^2(1 - \gamma^2) \cos^2 \phi_k + 2Jh \cos \phi_k}. \]  
A final unitary matrix \( U_k \) such that
\[ U_k \left( \begin{array}{c} \epsilon_k \\ W_k^* \\ \epsilon_{-k} \end{array} \right) U_k^\dagger = \left( \begin{array}{cc} \tilde{\Lambda}_k & 0 \\ 0 & -\tilde{\Lambda}_k \end{array} \right), \quad \left( \begin{array}{c} \eta_k \\ \eta_{-k}^\dagger \end{array} \right) = U_k \left( \begin{array}{c} c_k \\ c_{-k}^\dagger \end{array} \right) \]  
is needed to cast the Hamiltonian (3.26) into a free particle theory. This is the so-called Bogoliubov transformation that maps the \( c_k \)'s into a new set of fermionic operators whose number is conserved. We then obtain
\[ H = \sum_k \tilde{\Lambda}_k \left( \eta_k^\dagger \eta_k - \eta_{-k} \eta_{-k}^\dagger \right) = \sum_k \Lambda_k (\eta_k^\dagger \eta_k - \frac{1}{2}), \quad \tilde{\Lambda}_k = 2\Lambda_k. \]  
The \( U_k \) which diagonalized the XY Hamiltonian has the following form
\[ U_k = \left( \begin{array}{cc} u_k & v_k \\ -v_k^* & u_k^* \end{array} \right), \]  
and the new fermionic operators become
\[ \eta_k = u_k c_k + v_k c_{-k}^\dagger. \]
One possible choice for $u_k$ and $v_k$ may be

$$u_k = \cos(\theta_k/2), \quad v_k = i \sin(\theta_k/2) \tag{3.36}$$

where $\theta_k = \tan^{-1}\epsilon_k/W_k$. The equation (3.36) holds in the sector with an even number of fermions. In this case periodic boundary conditions on the spins induce antiperiodic BC on the fermions and the momenta satisfy $\phi_k = \frac{(2n+1)\pi}{L}$. In the sector with an odd number of particles, instead, one has $\phi_k = \frac{2n\pi}{L}$ and the Hamiltonian becomes

$$H = (-2J - 2h)c_0^\dagger c_0 + (2J - 2h)c_{\pi}^\dagger c_{\pi} + 2h + \sum_{k \neq 0,\pi} \Lambda_k (\eta_k^\dagger \eta_k - \frac{1}{2}) \tag{3.37}$$

therefore one must carefully treat the excitations at $\phi_k = 0$ and $\phi_k = \pi$.

In any case, we are interested into the ground state of the system that belongs to the even sector so that, at zero temperature, we can use Eq. (3.33) for any finite $L$. At positive temperature, we are primarily interested in large system sizes and therefore we can neglect boundary terms in the Hamiltonian and use Eq. (3.33) in the whole Fock space. The ground state energy is then (in the sector with even $N$)

$$E = \frac{1}{L} \sum_k \Lambda_k = \frac{\sqrt{J^2\gamma^2 + h^2 + J^2(1 - \gamma^2) \cos^2(k) + 2Jh \cos \phi_k}}{2J(1 - \gamma^2)}$$

$$= \frac{\sqrt{(\gamma_x - \gamma_y)^2 + h^2 + 4\gamma_x\gamma_y \cos^2 \phi_k + 2(\gamma_x + \gamma_y)h \cos \phi_k}}{2J(1 - \gamma^2)} \tag{3.38}$$

With this expression the correlators $\langle \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x \rangle$ and $\langle \hat{\sigma}_i^y \hat{\sigma}_{i+1}^y \rangle$ can be obtained by differentiating with respect to $\gamma_x$ and $\gamma_y$, i.e

$$\langle \sigma_i^\alpha \sigma_{i+1}^\alpha \rangle = -\frac{1}{L} \frac{\partial E}{\partial \gamma^\alpha}, \quad \alpha = x, y; \quad \langle \hat{\sigma}_i^x \rangle = -\frac{1}{L} \frac{\partial E}{\partial h} \tag{3.39}$$

and we obtain

$$\langle \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x \rangle = \frac{1}{L} \sum_k \frac{J\gamma + J(1 - \gamma) \cos^2 \phi_k + h \cos \phi_k}{\Lambda_k} \tag{3.40}$$

$$\langle \hat{\sigma}_i^y \hat{\sigma}_{i+1}^y \rangle = \frac{1}{L} \sum_k \frac{-J\gamma + J(1 + \gamma) \cos^2 \phi_k + h \cos \phi_k}{\Lambda_k} \tag{3.41}$$

$$\langle \hat{\sigma}_i^z \rangle = \frac{1}{L} \sum_k \frac{h + J \cos \phi_k}{\Lambda_k} \tag{3.42}$$

**Phase diagram of the quantum Ising model**

Let us consider the case $\gamma = 1$, that is the so-called Ising model. As the temperature and the field are varied, one may identify different physical regions. At zero temperature, the system undergoes a QPT for $h = J$. For $h < J$ the system is in a magnetically
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Figure 3.1: Phase diagram of the Ising model with $J = 1$ in a transverse field taking into account both critical points at $h = \pm 1$ and the purely classical Ising line $h = 0$. The arrows define the direction along which the fidelity decreases most rapidly: the latter represents the direction of highest distinguishability between two nearby Gibb’s states (see the next section 3.2 for details).

ordered phase i.e. the spins are either all up or down (in eigenstates of $\hat{\sigma}^z$), instead for $h > 1$ the magnetic field dominates, and excitations are given by spin flip over a paramagnetic ground state. A signature of the ground state quantum phase diagram remains also at finite temperature \[144\] where for $T \ll \Delta = |J - h|$ the system behaves quasi-classically whereas for $T \gg \Delta$ quantum critical effects dominate. In each of the above described regions of the $(h,T)$ plane the system displays very different dynamical as well thermodynamical properties. For example, in the quantum critical region the specific heat approaches zero linearly with temperature, whereas in the quasi-classical regions the approach is exponentially fast. We report in Fig. 3.1 an interesting phase diagram of the Ising model in transverse field in the $(h,T)$ plane taken from \[145\]. The coupling constant is fixed to $J = 1$ and there has been taken into account both the quantum critical points $h = \pm 1$. The arrows define the direction along which the fidelity decreases most rapidly, that represents the points of maximal distinguishability between two states, i.e. the overlap decreases when the distance between two quantum states increases.

It is possible to show \[146\] that the transverse magnetization $m^z = \langle \hat{\sigma}^z_i \rangle$ in 3.42, obtained differentiating the energy with respect to the parameter $h$, for $J = 1$ has the following expression near the transition point $h = 1$

$$m^z \simeq \frac{2}{\pi} - \frac{h - 1}{\pi} (\ln |h - 1| + 1 + \ln 8).$$

As expected, $m^z$ is a continuous function at the transition point whereas the next $h$-derivative exhibits a logarithmic divergence, as it is related to the specific heat in the
Figure 3.2: The transverse magnetization $\langle \hat{\sigma}_i^z \rangle$, is plotted for different sizes $L$ ranging from 20 to 100 in steps of 10. The black thick line corresponds to the thermodynamic limit and the arrows indicate the direction of increasing $L$. The inset shows the derivative with respect to $h$ which has a cusp at the pseudo quantum critical point $h = 1$.

The corresponding 2D classical model. In the critical regime $L \ll \xi$, where $\xi$ is the correlation length given by the formula $\sinh(1/2\xi) = |1 - h||h|^{-1/2}/2$ which can be obtained from the dispersion relation [146], the finite-size expression for the transverse magnetization is

$$m_h^z(L) \simeq \frac{2}{\pi} + \frac{\ln(L) + \ln(8/\pi) + \gamma_C - 1}{\pi} (h - 1) + \frac{1}{12} \frac{1}{L^2} \ln(L) + O(L^{-1}) \quad (3.44)$$

where $\gamma_C = 0.5772\ldots$ is the Euler-Mascheroni constant. In Fig. [146], we report the plot of $m^z$ for different sizes $L$ of the Ising model. The inset shows the susceptibility which is given by $\partial\langle \hat{\sigma}_i^z \rangle/\partial h$ plotted for different sizes of $L$. The black thick line corresponds to the thermodynamic limit and the function has a cusp at $h = 1$. The finite-size expression of the susceptibility at $h = 1$ is then obtained from (3.44)

$$\left. \frac{\partial\langle \hat{\sigma}_i^z \rangle}{\partial h} \right|_{h=1} = -\frac{1 + \gamma_C + \ln(8/\pi)}{\pi} + \frac{1}{\pi} \ln L + O(L^{-1}). \quad (3.45)$$
3.2 Geometry of quantum phase transitions

In this Section we consider the so-called metric (or fidelity) approach to critical phenomena which basically consists into approaching quantum phase transitions from a geometrical point of view through the definition of distance functions between infinitesimally close quantum states. In the following we provide the general theoretical framework of this strategy according to \[147\] and then provide an example of characterization of the quantum phase transitions in terms of the metric tensor by considering the example of the quantum Ising model.

The analysis of quantum phase transitions has benefited from tools of quantum information theory. The von Neumann entropy and fidelity applied to many-body systems can identify phase transitions and reveal different scaling behaviors at different regions of the phase diagram \[148\], \[149\], \[150\], \[151\], \[152\]. More recently, it has been shown that quantum fidelity between quantum states, \textit{i.e.} the overlap between ground state wave functions, can identify the quantum phase transition by comparing two ground states corresponding to slightly different values of the coupling constants \{\lambda\} \[39\], \[153\], \[154\], \[155\], \[156\], \[147\], \[145\], \[157\], \[158\]. The intuition behind this is simple: the quantum critical points mark the separation between regions of the parameter space which correspond to ground states having deeply different structural properties, \textit{i.e.} order parameters. This difference is then quantified by the simplest Hilbert-space geometrical quantity that is the overlap between the corresponding ground states. This new approach provides an alternative to the study of quantum phase transitions using order parameters and symmetry breaking patterns, which depends on \textit{a priori} knowledge of the physics of the problem \[159\]. On the other hand, some systems fail to fall into this conceptual framework. This can be due to the difficulty of identifying the proper order parameter for systems whose symmetry breaking pattern is unknown or to the absence of a local order parameter, \textit{i.e.} in the case of quantum phase transitions involving some kind of topological order \[160\]. Moreover, the fidelity approach to QPTs differently from bipartite entanglement measure approach \[148\], \[149\], considers the system as a whole, without resorting to bipartitions.

Let us consider a family of Hamiltonians \{H(\lambda)\}, \lambda \in \mathcal{M} (where \mathcal{M} is the parameter manifold) in the Hilbert space \mathcal{H} of the system. If \ket{\Psi_0(\lambda)} \in \mathcal{H} denotes the ground state (unique for simplicity) of \(H(\lambda)\), one has defined the map \(\Psi_0 \rightarrow \mathcal{M} \rightarrow \ket{\Psi_0(\lambda)}\) associating to each set of parameters the ground state of the corresponding Hamiltonian. This map can be seen also as a map between \mathcal{M} and the projective space \(P\mathcal{H}\) (the manifold of rays of \(\mathcal{H}\)). This space is a metric space equipped with the Fubini-Study distance \(D_{FS}(\ket{\psi}, \ket{\phi}) = \arccos \sqrt{|\langle \psi | \phi \rangle|^2}\) as defined in Eq. \[1.22\]. In Ref. \[13\], Wootters showed
that this metric has a deep operational meaning: it quantifies the maximum amount of statistical distinguishability between the pure quantum states $|\psi\rangle$ and $|\phi\rangle$. More precisely, $D_{FS}(\psi, \phi)$ is the maximum over all the possible projective measurements of the Fisher-Rao statistical distance between the probability distributions obtained from $|\psi\rangle$ and $|\phi\rangle$. Moreover the result extends to mixed states by replacing the pure state fidelity (1.21) with the Uhlmann fidelity (1.20) and the projective measurements with generalized ones [25], thus defining the Bures distance (1.23):

$$D_{A}(\rho, \sigma) = \cos^{-1} \sqrt{\mathcal{F}(\rho, \sigma)}.$$  

(3.46)

where $\rho$ and $\sigma$ are two mixed quantum states. There results allow the identification of Hilbert-space geometry with a geometry in the information space: the bigger the Hilbert space distance between $\rho$ and $\sigma$, the higher the degree of statistical distinguishability of these two states. From this perspective we have that a single real number, i.e. the distance, virtually encodes information about all the observables one may think to measure. This remark contains the main intuition of the metric approach to quantum phase transitions: at the critical points, a small difference between the control parameters results in a greatly enhanced distinguishability in the corresponding ground states, which should be revealed by the behavior of their distance.

The projective manifold $PH$, besides the structure of metric space, has the structure of a Riemannian manifold, i.e. it is equipped with a metric tensor. An elementary way of getting the form of the Riemannian metric over $PH$ is by means of Eq. (1.22). For $\mathcal{F}$ very close to unity we have $D_{FS}^{2}(\psi, \psi + d\psi) \simeq 2(1 - \langle \psi|\psi + d\psi\rangle)$. Since $\langle \psi|\psi + d\psi\rangle \simeq |1 + \langle \psi|d\psi\rangle + 1/2\langle \psi|d^{2}\psi\rangle|^{2}$, using this expression and the normalization of $|\psi\rangle$ one finds

$$ds^{2} = D_{FS}^{2}(\psi, \psi + d\psi) = \langle d\psi|d\psi\rangle - |\langle \psi|d\psi\rangle|^{2}.$$  

(3.47)

By considering the ground state mapping $\Psi_{0}$ introduced above, we have $d|\Psi_{0}(\lambda)\rangle = \sum_{\mu} (\partial_{\mu}\Psi_{0}) d\lambda^{\mu}$, with $\partial_{\mu} = \partial/\partial\lambda^{\mu}$, $\mu = 1, \ldots, \dim M$. Using Eq. (3.47), one obtains

$$ds^{2} = \sum_{\mu\nu} g_{\mu\nu} d\lambda^{\mu} d\lambda^{\nu}.$$  

(3.48)

where

$$g_{\mu\nu} = \text{Re} \left[ \langle \partial_{\mu}\Psi_{0}|\partial_{\nu}\Psi_{0}\rangle - \langle \partial_{\mu}\Psi_{0}|\Psi_{0}\rangle \langle \Psi_{0}|\partial_{\nu}\Psi_{0}\rangle \right].$$  

(3.49)

The same derivation of the metric tensor for the case of two mixed states $\rho$ and $\sigma = \rho + d\rho$
leads to the Bures metric of Eq. (3.96):

$$
\frac{ds_B^2}{d_\theta} = D_B(\rho, \varrho + d\varrho) = \frac{1}{2} \sum_{m,n} \frac{|\langle \psi_n | d\varrho | \psi_m \rangle|^2}{\varrho_m + \varrho_n}
$$

$$
= \frac{1}{4} \sum_n \frac{p_n^2}{p_n} + \frac{1}{2} \sum_{n \neq m} \frac{(p_m - p_n)^2}{p_n + p_m} \left| \langle \psi_n | d\psi_m \rangle \right|^2
$$

where \( \varrho = \sum_n p_n |\psi_n \rangle \langle \psi_n | \).

We now provide a simple perturbative argument for which one should expect a divergent behavior of the metric tensor (3.49) at quantum phase transitions. By using the first order perturbative expansion

$$
|\Psi_0(\lambda + d\lambda)\rangle \sim |\Psi_0(\lambda)\rangle + \sum_{n \neq 0} (E_0 - E_n)^{-1} |\Psi_n(\lambda)\rangle \langle \Psi_n(\lambda) | dH | \Psi_0(\lambda)\rangle,
$$

where \( dH = H(\lambda + d\lambda) - H(\lambda) \), one obtains for the entries of (3.49) the following expression

$$
g_{\mu \nu} = \text{Re} \sum_{n \neq 0} \frac{(\langle \Psi_0(\lambda) | \partial_\mu H | \Psi_n(\lambda) \rangle)^2}{|E_n(\lambda) - E_0(\lambda)|^2}.
$$

Continuous QPTs are known to occur when, for some specific values of the parameters and in the thermodynamical limit, the energy gap above the GS closes. This amounts to a vanishing denominator in Eq. (3.52) which may break down the analyticity of the metric tensor entries.

In order to show explicitly the divergences in \( g_{\mu \nu} \), we consider the example of the XY model and in particular the quantum Ising model reviewing the derivation of the Bures metric given in [145]. We start by considering the Bures metric for a quantum statistical model defined by the set of thermal states \( \rho_\lambda = e^{-\beta H(\lambda)}/Z, Z = \text{Tr}[e^{-\beta H(\lambda)}] \) associated to a family of Hamiltonians \( \{H(\lambda)\} \) depending on a set of parameters \( \lambda \) living in some manifold \( \mathcal{M} \). First notice that \( \rho_\lambda = Z^{-1} \sum_n e^{-\beta E_n} |\psi_n \rangle \langle \psi_n | \) where \( E_n \) and \( |n\rangle \) are the eigenvalues and eigenvectors of the Hamiltonian \( H \). By differentiating the Hamiltonian eigenvalue equation one has \( \langle \psi_i | d\psi_j \rangle = \langle \psi_i | dH | \psi_j \rangle (E_i - E_j) \). Moreover, \( dp_i = d(e^{-\beta E_i}/Z) = -Z p_i [dE_i - \langle \sum_j dE_j p_j \rangle] \), therefore the first term in Eq. (3.49) can be written as \( \beta^2/4 \sum_i p_i (dE_i^2 - \langle dE_i \rangle^2) \) where \( \langle dE_i \rangle = \sum_j dE_j p_j \). This means that the first term of (3.96), i.e. the Fisher Rao distance is expressed as the variance of the diagonal observable \( \langle dH_\beta \rangle = \sum_j dE_j |j\rangle \langle j| \).

Summarizing we have

$$
\frac{ds_B^2}{d_\theta^2} = \frac{\beta^2}{4} (\langle dH_\beta \rangle^2 - \langle dH_\beta \rangle^2) + \frac{1}{2} \sum_{n \neq m} \frac{|\langle \psi_n | dH | \psi_m \rangle|^2}{E_n - E_m} \left( \frac{e^{-\beta E_n} - e^{-\beta E_m}}{Z(e^{-\beta E_n} + e^{-\beta E_m})} \right)^2.
$$

We recall that the quasifree Hamiltonian we consider is given in [383] by \( H = \sum_k \Lambda_k \eta_k^\dagger \eta_k - 1/2 \). One has that \( k \) is a suitable quasiparticle label, that for translationally invariant
systems amounts to a linear momentum. The ground state is the vacuum of $\eta_k$ operators i.e. $\eta_k| GS \rangle = 0, \forall k$. The dependence on the parameters $h$ and $J$ is both through $\Lambda_k$ and the $\eta_k$'s. To derive the Bures metric, we first observe that the first and second terms in Eq. \ref{eq:3.96} depend on $\beta$, $h$ and $J$. For simplicity, we will consider only a single parameter in the derivation of $g_{\mu \nu}$, in particular $\mu = \nu = h$. The Bures metric then can be expressed in terms of the classical and non classical part

$$g_{hh} = g_{hh}^c(\beta, J, h) + g_{hh}^nc(\beta, J, h)$$  \hspace{1cm} (3.54)

such that $ds_H^2 = g_{hh}dh^2$. The Hamiltonian eigenvalues are given by $E_j = \sum_k n_k \Lambda_k$, where the $n_k$'s are fermion occupation numbers, i.e. $n_k = 0, 1$. Then we have that $dE_j = \sum_k n_k d\Lambda_k$ and $\langle E_j \rangle_\beta = \sum_k (n_k) \beta d\Lambda_k$. Furthermore, $\langle n_\mu n_\nu \rangle_\beta - \langle n_\mu \rangle_\beta \langle n_\nu \rangle_\beta = \delta_{\mu \nu} \langle n_\nu \rangle_\beta (1 - \langle n_\nu \rangle_\beta)$ where $\langle n_\nu \rangle_\beta = [\exp(\beta \Lambda_k) + 1]^{-1}$. The final result for the classical part is \ref{eq:3.55}

$$\frac{1}{4} \sum_k \frac{(dp_n)^2}{p_n} = \frac{\beta^2}{16} \sum_k \frac{(\partial_j \Lambda_k)^2}{\cosh(\beta \Lambda_k/2)} dh^2$$  \hspace{1cm} (3.55)

In order to compute the nonclassical part of Eq. \ref{eq:3.96}, one has to explicitly consider the eigenvectors of Eq. \ref{eq:3.56}. Following the notation of Ref. \ref{161} one has $| m = \{ \alpha_k, \alpha_{-k} \}_{k>0} \rangle = \otimes_{k>0} | \alpha_k, \alpha_{-k} \rangle$, where,

$$| 0_k 0_k \rangle = \cos(\theta_k/2) | 00 \rangle_{k,-k} - \sin(\theta_k/2) | 11 \rangle_{k,-k},$$

$$| 0_k 1_{-k} \rangle = | 01 \rangle_{k,-k}, \quad | 1_k 0_{-k} \rangle = | 10 \rangle_{k,-k},$$

$$| 1_k 1_k \rangle = \cos(\theta_k/2) | 11 \rangle_{k,-k} + \sin(\theta_k/2) | 00 \rangle_{k,-k}.$$  \hspace{1cm} (3.56)

We assume that the parameter dependence is only in the angles $\theta_k$'s which is true for all the translationally invariant systems and we find that the nonvanishing matrix elements $\langle \psi_n | d \psi_m \rangle$ are given by $\langle 0_k 0_{-k} | d | 1_k 1_{-k} \rangle = d\theta_k/2$ and that the thermal factor $(p_n - p_m)^2/(p_n + p_m)$ has the form $\sinh^2(\beta \Lambda_k)/\{[\cosh(\beta \Lambda_k) + 1][\cosh(\beta \Lambda_k)]\} = [\cosh(\beta \Lambda_k) - 1]/\cosh(\beta \Lambda_k)$. Putting all together

$$\frac{1}{2} \sum_{n \neq m} \frac{(p_n - p_m)^2}{p_n + p_m} | \langle \psi_n | d \psi_m \rangle |^2 = \frac{1}{4} \sum_{k>0} \cosh(\beta \Lambda_k) - 1 \cosh(\beta \Lambda_k)(d\theta_k)^2 dh^2.$$  \hspace{1cm} (3.57)

The two elements \ref{eq:3.55} and \ref{eq:3.56} define the metric element \ref{eq:3.54}. This result can be applied to any quasifree fermionic model $H \propto \sum_k \Lambda_k \eta_k^\dagger \eta_k$. The analysis of the behavior of the metric tensor $g$ for the Ising model allows one to conclude that, for the specific model studied, the quantum critical and quasiclassical regions can be clearly identified in terms of the markedly different temperature behavior of the geometric tensor $g$. Indeed
one has that for fixed $J = 1$, in the quantum-critical region $\beta \Delta \simeq 0$, $\Delta = |J - h|$ the low temperature expansion

$$g_{hh}^c = \frac{\pi}{96 h^2} T + \mathcal{O}(T^2)$$

with $\mathcal{O}$ being the order of the error term.

$$g_{hh}^{nc} = \frac{1}{\pi^2} \left[ \frac{C}{\pi^2} T^{-1} - \frac{1}{16} + \mathcal{O}(T) \right]$$

where $C$ is the Catalan constant. Note that the in the limit $T \to 0$, the nonclassical part of the metric tensor matches the behavior of the metric tensor in the ground state.

We reported this result of [145], to give an example of the metric (or fidelity) approach to quantum phase transitions whose main result is that the set of critical parameters can be identified and analyzed in terms of the scaling and finite-size scaling behavior of the metric. More precisely the metric has the following properties:

- In the thermodynamical limit and in neighborhood of the critical values $\lambda_c$, the zero temperature metric has the scaling behavior

$$ds^2_B \sim L d |\lambda - \lambda_c|^{-\nu \Delta g},$$

where $L$ is the system size, $d$ the spatial dimensionality, $\nu$ is the correlation length exponent $\xi = |\lambda - \lambda_c|^{-\nu}$ and $\Delta_g = 2\zeta + d - 2\Delta_V$. Here $\zeta$ is the dynamical exponent and $\Delta_V$ the scaling dimension of the operator coupled to $\lambda$.

- At the critical points, or more generally in the critical region defined by $L \ll \xi$, the finite-size scaling is

$$ds^2_B \sim L^{d+\Delta_g}.$$ 

The main point is that for a wide class of QPTs, $\Delta_g$ can be greater than zero thus giving a superextensive behavior of the metric in the critical region whereas at regular points the scaling is always extensive:

$$ds^2_B \sim L^d.$$ 

The superextensive behavior gives rise for $L \to \infty$ to a peak of the metric (or a drop of the fidelity) that allows one to identify the boundaries between the different phases.

- Moreover, when the temperature is turned on, one can still see signatures of the criticality. This is true when the temperature is low but bigger than the system’s energy gap and one has

$$ds^2_B \sim T^{-\beta}$$

with $\beta > 0$. 

3.3 Estimation of parameters in the quantum Ising model

It is a general fact that the coupling constant of a many-body Hamiltonian does not correspond to any observable and one has to infer its value through indirect measurements. For many-body quantum systems, changing the coupling constant drives the system into different phases. In particular, close to critical points, quantum states belonging to different phases should be distinguished more effectively than states belonging to the same phase \cite{145, 147, 153, 154, 155, 156, 162}. Distinguishability is usually quantified by fidelity.

In estimating the value of a parameter, one is led to define the Fisher information which represents an infinitesimal distance among probability distributions, and gives the ultimate precision attainable by an estimator via the Cramer-Rao theorem. Its quantum counterpart, the quantum Fisher information (QFI), is related to the degree of statistical distinguishability of a quantum state from its neighbours, and it turns out to be proportional to Bures metric between quantum states \cite{13, 20, 25, 163, 164, 165, 166}.

As noticed in \cite{39} one can exploit the geometrical theory of quantum estimation to derive the ultimate quantum bounds to the precision of any estimation procedure, and the fidelity approach to QPTs to find working regimes achieving those bounds. Indeed, precision may be largely enhanced at the critical points in comparison to the regular ones. In this Section we show that the general idea advocated in \cite{39} can be successfully implemented in systems of interest for quantum information processing. To this aim we address a paradigmatic example of a many-body system exhibiting a (zero temperature) QPT: the one-dimensional Ising model with a transverse magnetic field.

In most physical situations, some parameters of the Hamiltonian, \textit{e.g.} the coupling constant, are unaccessible, whereas others may be tuned with reasonable control by the experimenter (\textit{e.g.} external field). Therefore, the idea is to tune the controllable parameters in order to maximize the QFI and thus the distinguishability and the estimation precision. In doing this we consider the system both at zero and finite temperature, and fully exploit QET to derive the optimal quantum measurement for the unobservable coupling constant in terms of the symmetric logarithmic derivative. In the thermodynamic limit we find that optimal estimation is achieved tuning the field at the critical value, in accordance with \cite{39}, whereas at finite size $L$, the request of maximum QFI defines a pseudo-critical point which scales to the proper critical point as $L$ goes to infinity. In turn, a precision improvement of order $L$ may be achieved with respect to the non critical case.

The optimal measurement arising from the present QET approach may be not achievable with current technology. Therefore, having in mind a practical implementation, we consider estimators based on feasible detection schemes, and show, for systems of few
spins, that the measurement of the total magnetization allows for estimation of the coupling constant with precision at the ultimate quantum level.

The section is structured as follows: we first derive the ultimate quantum limits to the precision of coupling constant estimation at zero temperature, both for the case of few spins and then in the thermodynamical limit. In subsection 3.3.2 we analyze the effects of temperature and derive the scaling properties of QFI. Finally we address the measurement of total magnetization in 3.3.4 as estimator of the Hamiltonian parameter and show its optimality. The results reviewed in this section are reported in [3].

### 3.3.1 Criticality as a resource

To the aims of the following work, it is crucial to notice that the quantum Fisher information (QFI) is proportional to the Bures metric. Indeed, by evaluating the trace defining the QFI in the eigenbasis of \( \rho_\lambda \) one readily finds \[ g_{\mu\nu} = \frac{1}{4} G_{\mu\nu} \] (3.64)
as we have already seen in (1.78). This remark, along with the results of the metric approach to criticality summarized in the previous section, lead to the following conclusion: *the estimation of a physical quantity driving a quantum phase transition is dramatically enhanced at the quantum critical point.*

In order to accurately assess the improvement in the estimation accuracy, we focus on the single parameter case and in particular we consider the coupling constant of the quantum Ising model which is defined by the Hamiltonian

\[
H = -J \sum_{i=1}^{L} \sigma_i^x \sigma_{i+1}^x - h \sum_{i=1}^{L} \sigma_i^z.
\]

(3.65)
The quantum statistical model is then defined by \( \rho_\lambda = Z^{-1} e^{-\beta H(\lambda)} \) and the particular case we will consider is \( \lambda = J \), i.e. we are going to calculate the quantum Fisher information of the coupling constant \( J \) of the Ising model in order to estimate \( J \) with the best precision.

The QFI for the parameter \( J \) may be evaluated starting from Eq. (3.60)

\[
G_J = \sum_n \left( \frac{\partial J p_n}{p_n} \right)^2 + 2 \sum_{n \neq m} |\langle \psi_n | \partial J \psi_m \rangle|^2 \left( \frac{(p_n - p_m)^2}{p_n + p_m} \right),
\]

(3.66)
from the Bures metric tensor

\[
g_{\lambda} = \frac{1}{2} \sum_{nm} \left| \langle \psi_n | \partial \lambda \psi_m \rangle \right|^2 \frac{1}{p_n + p_m}.
\]

(3.67)
Then one has that the QFI at finite temperature (remind that we only need differentiation with respect to $J$) is given by

$$G_J(J, h, \beta) = \frac{\beta^2}{4} \sum_k \frac{(\partial J \Lambda_k)^2}{\cosh^2(\beta \Lambda_k/2)} + \sum_k \frac{\cosh(\beta \Lambda_k) - 1}{\cosh(\beta \Lambda_k)} (\partial J \theta_k)^2. \quad (3.68)$$

where $\theta_k = \tan^{-1} \frac{\epsilon_k}{\Delta_k}$.

### 3.3.2 Quantum estimation at zero temperature

We begin to test the idea of estimating the coupling constant $J$ of the Ising model by finding the maximum of QFI at zero temperature where the system is in the ground state. At first we consider few spins and then we turn to address the thermodynamic limit.

#### Small $L$

We start with the case of $L = 2, 3$ and 4 in Eq. (3.65). In the following we review in detail the calculations carried out for $L = 2$. The cases $L = 3, 4$ follow straightforwardly. The QFI is obtained from Eq. (3.66) by explicit diagonalization of the Ising Hamiltonian where $p_n = e^{-\beta E_n}/Z$, $E_n$ and $|\psi_n\rangle$ are the eigenvalues and eigenvectors of $H$. For example, for $L = 2$ we have $E_n = \pm 2J, \pm \sqrt{J^2 + h^2}$ and $Z = 2\cosh(2\beta J) + 2\cosh(2\beta \sqrt{J^2 + h^2})$. Taking the $T \to 0$ limit of the QFI, one gets

$$G_J(J, h, 0) = \frac{h^2}{(h^2 + J^2)^2}, \quad L = 2 \quad (3.69)$$

$$G_J(J, h, 0) = \frac{3h^2}{4(h^2 - hJ + J^2)^2}, \quad L = 3 \quad (3.70)$$

$$G_J(J, h, 0) = \frac{h^2(h^4 + 4h^2 J^2 + J^4)}{(h^4 + J^4)^2}, \quad L = 4. \quad (3.71)$$

Maxima of the QFI $G_J$ are obtained for $h^* = J$ for $L = 2, 3, 4$. Actually, this is true for any $L$ (see also the next section), and the pseudocritical point $h^*$, which maximizes $\mathcal{H}_J$, turns out to be independent of $L$ and equal to the true critical point. i.e. $h_c = J, \forall L$. At its maximum $G_J$ goes like $1/J^2$, as also required by dimensional analysis, and the ultimate lower bound to precision (variance) of any quantum estimator of $J$ scales as $J^2$.

#### Large $L$

In the following we discuss the QFI for a system of size $L$. We analyze the behavior of $G_J$ near the critical region at $T = 0$. Taking the limit $T \to 0$ in Eq. (3.68), the classical elements of the Bures metric, which depends only on thermal fluctuations, vanishes due
to the factor of \((\cosh(\beta \Lambda_k/2))^{-2}\). Therefore, at zero temperature, only the nonclassical part of Eq. (3.68) survives and one obtains

\[
G_J = \sum_k (\partial_j \theta_k)^2, \tag{3.72}
\]

where \(\partial_j \theta_k = \frac{1}{1+(\Delta_k/\epsilon_k)^2}(\partial_j \Delta_k) = -\frac{h \sin k}{\Lambda_k^4}\). Since we are in the ground state, the allowed quasi-moments are \(k = \frac{(2n+1)\pi}{L}\) with \(n = 0, \ldots, L/2 - 1\). Explicitly we have

\[
G_J = \sum_k \frac{h^2 \sin(k)^2}{\Lambda_k^4}. \tag{3.73}
\]

We are interested in the behavior of the QFI in the quasi-critical region \(\xi \gg L\) where the correlation length \(\xi\) scales as \(\xi \sim |h - J|^{-\nu}\). In the Ising model \(\nu = 1\) so the critical region is described by small values of the scaling variable \(z \equiv L(h - J) \approx L/\xi\), that is \(z \approx 0\). Conversely the off-critical region is given by \(z \to \infty\). We substitute \(h = J + z/L\) in Eq. (3.73) and expand around \(z = 0\) to obtain the scaling of \(G_J\) in the quasi-critical regime

\[
G_J = \sum_k \frac{(J + zL)^2 \sin(k)^2}{4J^2 L^2 \sin^2(k/2)} \equiv \sum_k f_k(z). \tag{3.74}
\]

Since \(\partial_z f(0) = 0\), the maximum of \(G_J\) is always at \(z = 0\) for all values of \(L\), in turn, the pseudo-critical point is \(h^*_{L^*} = J = h_c\ \forall L\). As already noticed previously, the statement \(h^*_{L^*} = h_c\) is peculiar to this particular situation. For instance, introducing an anisotropy \(\gamma\) so as to turn the Ising model into the anisotropic XY model, the pseudo-critical point gets shifted and one recovers the general situation \(h^*_{L^*} = h_c + O(L^{-\delta})\). The exponent \(\delta\) is universal, i.e. independent on the anisotropy (and given by \(\delta = 2\) in this case), while the prefactor explicitly depends on \(\gamma\), vanishing for \(\gamma = 0\) [39]. Going to second order one obtains

\[
\sum_k (\partial_j \theta_k)^2 = \sum_k \frac{1}{4J^2} \cot^2(k/2) \left(1 - \frac{z^2}{2J^2 L^2 \sin^2(k/2)}\right) + O(z^3). \tag{3.75}
\]

Using Euler-Maclaurin formula one can show that

\[
\sum_{n=0}^{L/2-1} \cot^2 \left(\frac{(2n+1)\pi}{2L}\right) = \frac{L^2}{2} - \frac{L}{2} + O(L^0)
\]

\[
\sum_{n=0}^{L/2-1} \frac{\cos^2 \left(\frac{(2n+1)\pi}{2L}\right)}{\sin^4 \left(\frac{(2n+1)\pi}{2L}\right)} = \frac{L^4}{48} - \frac{L^2}{12} + O(L^0) \tag{3.76}
\]

and we get

\[
G_J = L^2 \left(\frac{1}{8J^2} - \frac{z^2}{384J^4}\right) - \frac{L}{8J^2} + O(L^0). \tag{3.77}
\]
This shows explicitly that at $h = J$ the Fisher information has a maximum and there it behaves as

$$G_J(L, T = 0, h^* = J) \simeq \frac{L^2}{8J^2} + O(L).$$  (3.78)

We observe that superextensive behavior of the QFI in the quasi-critical region around the QPT, $G_J \sim L^2$, implies that the estimation accuracy scales like $L^{-2}$ at the critical points, while it goes like $L^{-1}$ at regular points. Notice that, in assessing the estimability of a parameter $\lambda$, the quantity to be considered is the quantum signal-to-noise ratio (QSNR) given by $Q(\lambda) \equiv \lambda^2 G(\lambda)$ which takes into account of the scaling of the variance and the mean value of a parameter rather than its absolute value. We say that a parameter $\lambda$ is effectively estimable when the corresponding $Q(\lambda)$ is large and that to a diverging QFI corresponds the optimal estimability. In both cases of few and many spins, at the critical point the QFI goes like $1/J^2$, this means that it is independent on $Q(J)$ and one can estimate small values of parameters without loss of precision.

### 3.3.3 Quantum estimation at finite temperature

We now consider the problem of estimating the coupling constant $J$ of the Ising Hamiltonian at finite temperature. We first discuss in some detail the small size case where $L = 2, 3, 4$ and then we treat the case where $L \gg 1$.

**Small $L$**

As a warm-up let us first focus on the simplest, $L = 2$ case. A first step in the computation of the symmetric logarithmic derivative (SLD) from Eq. (1.54) for two qubit is to find the SLD in the single qubit case. Consider a system with "Hamiltonian" $H = \frac{1}{2} (\mathbb{I} + a \cdot \sigma)$ where $\sigma = (\sigma^x, \sigma^y, \sigma^z)^T$ is the vector of the Pauli matrices and $a = (a_1, a_2, a_3)^T$, in the state $\rho = e^{-H} Z^{-1} = \frac{1}{2} (\mathbb{I} - \hat{a} \cdot \sigma \tanh(a))$ where $Z = \text{Tr} e^{-H} = 2 \cosh(a)$, and the three-component vector $a$ depends on parameter $J$. The SLD relative to this state turns out to be

$$\Lambda = -\tanh(a) \left( \partial_J \hat{a} \cdot \sigma \right) - \left[ 1 + \tanh(a) - 2 \tanh(a)^2 \right] (\partial_J a) (\hat{a} \cdot \sigma).$$  (3.79)

where $a$ is the modulus of $a$ and $\hat{a} = a / a$. Now note that the Hamiltonian (3.65) for $L = 2$ (with PBC), has the following block-diagonal form in the basis $\{|++\}, |--\}, |--\}, |--\}$:

$$H = -2\beta \begin{pmatrix} J\sigma^x + h\sigma^z & 0 \\ 0 & J\sigma^x \end{pmatrix}.$$  (3.80)
3.3. Estimation of parameters in the quantum Ising model

We can then apply formula (3.79) in each subspace to obtain the full SLD. After some algebra one realizes that the SLD has the following form

$$\Lambda = c_1 \sigma_x \otimes \sigma_x + c_2 \sigma_y \otimes \sigma_y + c_3 (\sigma_z \otimes 1I + 1I \otimes \sigma_z),$$  \hspace{1cm} (3.81)

where $c_{1,2,3}$ are constants which depend on $\beta, J,$ and $h$. When the temperature is sent to zero the above expression becomes

$$\Lambda_{T=0} = \frac{h}{2(J^2 + h^2)^{3/2}} \left[ h(\sigma_x \otimes \sigma_x - \sigma_y \otimes \sigma_y) - J(\sigma_z \otimes 1I + 1I \otimes \sigma_z) \right].$$  \hspace{1cm} (3.82)

We see that, already in the simple two-qubit case, the SLD is a complicated operator both at positive and at zero temperature. More involved expressions are obtained for $L = 3, 4$ and larger.

We do not report here the analytic expression of the corresponding QFIs $G_J$ for $L = 2, 3, 4$ since they are a bit involved. Rather, in order to assess estimation precision at finite temperature compared to that at $T = 0$, we consider the ratio $\gamma_J = G_J(\beta, J, h)/G_J(\infty, J, h)$, for some fixed values of $J$ and illustrate its behavior in Fig. 3.3. As it is apparent from Fig. 3.3 for small $h$ the ratio is less than 1, i.e. estimation of $J$ is more precise at zero temperature, whereas, for increasing $h$, a finite temperature may be preferable. In turn, for any value of $J$ and $\beta$, there is a field value that makes finite temperature convenient: this is true also for low temperature as proved by the presence of a global maximum for small $h$, besides the local maximum at $h = J$. For $\beta \to \infty$ the maxima at small $h$ disappear and we recover the zero temperature results. Notice that, in view of Eqs. (3.80), the ratio $\gamma_J$ is proportional to the QSNR. Besides, since maxima of $\gamma_J$ vary with $\beta$ as described above, we conclude that the optimal field $h^*$, which maximizes $G_J(\beta)$, varies with temperature. For high temperature the maxima are located at a field value close to zero, whereas for decreasing temperature they switch towards values close to the critical one $h^* = J$. This may be explicitly seen for $L = 2$ by expanding the Fisher information at high and low temperatures respectively,

$$G_J(J, h, \beta) \simeq \beta^2 [4 - (h^2 + 3J^2)] + \mathcal{O}(\beta^6),$$  \hspace{1cm} (3.83)

$$G_J(J, h, \beta) \simeq G_J(J, h, \infty)(1 - e^{-\beta \Delta}) + 2e^{-\beta \Delta} \beta^2 \left( 1 - \frac{h}{\sqrt{h^2 + J^2}} \right) \times \left[ 2 + e^{-\beta \Delta} \left( 1 + \coth \frac{\beta \Delta}{2} \right) \right] \hspace{1cm} (3.84)
$$

with $\Delta = \Delta(J, h) = 2(\sqrt{J^2 + h^2} - J)$. Upon looking for extremal points we have that $h^* \simeq 0$ for high temperature and $h^* = J + \mathcal{O}(e^{-\beta \Delta(J, J)})$ for low temperature.
Figure 3.3: The ratio $\gamma_J$ as a function of the external field $h$ for $L = 2$ [(a), (b)], $L = 3$ [(c), (d)], $L = 4$ [(e), (f)] and $J = 5$ [(a), (c), (e)], $J = 0.5$ [(b), (d), (f)]. The curves refer to different values of $\beta = 1$ (black dashed), $\beta = 10$ (gray dashed), $\beta = 100$ (solid gray) and $\beta = 1000$ (solid black).
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Large L

At positive temperature and \( L \) large, the sums in equation (3.68) are replaced by \( L \int dk \). The quantity \( \tilde{G}_J \equiv G_J/L \) is always convergent, the convergent rate being exponentially fast in \( L \) in the (renormalized classical) region \( T \ll \Delta \) whereas is effectively only algebraic when \( T \gg \Delta \) (the quantum-critical region). Thus, up to contribution vanishing with \( L \), \( \tilde{G}_J = \tilde{G}^1_J + \tilde{G}^2_J \) is a bounded function of its arguments as long as \( T > 0 \), given by

\[
\tilde{G}^1_J = \frac{\beta^2}{8\pi} \int_0^\pi \frac{dk}{\cosh^2(\beta \Lambda_k/2)} \frac{(J + h \cos(k))^2}{\Lambda_k^2}. \tag{3.85}
\]

\[
\tilde{G}^2_J = \frac{1}{2\pi} \int_0^\pi \frac{dk}{\cosh(\beta \Lambda_k) - \frac{1}{8}h^2 \sin^2(k)} \frac{1}{\Lambda_k^4}. \tag{3.86}
\]

For any \( T > 0 \) the function \( \tilde{G}_J \) has a cusp in \( h = J \) where it achieves its maximum value. Changing variable from momentum to energy, the integrals above can be approximately evaluated in the quantum critical region \( \beta |J - h| \ll 1 \) (actually we also require low temperature, i.e. \( \beta |J + h| \gg 1 \)). The result is

\[
\tilde{G}^1_J = \frac{9\zeta(3)}{8\pi} \frac{T}{J^2 |J + h|} + O(T^0) \tag{3.87}
\]

\[
\tilde{G}^2_J = \frac{C |J + h|}{\pi^2 T J^2} - \frac{1}{8J^2} + O(T), \tag{3.88}
\]

where \( C \) is Catalan’s constant \( C = 0.915 \) and the Riemann Zeta-function gives \( \zeta(3) = 1.202 \).

Summarizing, for large sizes and at positive temperature, the maximum of the QFI as a function of \( h \) is always located at \( h = J \) for all values of \( J,T \). At the maximum, the QFI is approximately given by

\[
G_J \simeq \frac{2C L}{\pi^2 T J}. \tag{3.89}
\]

As a consequence, the QSNR scales as \( Q_J \sim J L/T \), in other words, at finite temperature, the estimation of small values of the coupling constant is unavoidably less precise than the estimation of large values. As expected, large \( L \) and/or low temperature improve the precision of estimation.

3.3.4 Practical implementations

The SLD represents an optimal measurement, i.e. the corresponding Fisher information is equal to the QFI. However, as we have seen (see e.g. Eq. 3.82), generally the SLD does not correspond to an observable whose measurement can be easily implemented in practice. Therefore, in this section, we consider the total magnetization \( M_z = \frac{1}{T} \sum_i \sigma^z_i \), as a feasible and natural measurement to be performed on the system in order to estimate the coupling \( J \). We assume that the system is at thermal equilibrium, \( \rho = Z^{-1}e^{-\beta H} \), and consider
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Figure 3.4: The ratio $F_J(\beta, J, \tilde{h})/G_J(\beta, J, h^*)$ as a function of $J$ for $L = 2$ (solid lines), $L = 3$ (dotted lines) and $L = 4$ (dashed lines). The bottom group of lines (gray) is for $\beta = 3$, whereas the top group (black) is for $\beta = 10$.

short chains $L = 2, 3, 4$. We illustrate the procedure in detail for the simplest $L = 2$ case. Upon measuring $M_z$, the possible outcomes are $m = \{1, 0, -1\}$ with eigenprojectors $P_m$ given by

$$
P_1 = |00\rangle\langle 00| \quad P_{-1} = |11\rangle\langle 11|$$

$$
P_0 = |10\rangle\langle 10| + |01\rangle\langle 01|,
$$

and corresponding probabilities $p(m|J) = \text{Tr}(\rho P_m)$,

$$
p(\pm 1|J) = \frac{\cosh(2\beta \sqrt{J^2 + \tilde{h}^2})}{2 \left[ \cosh(2\beta J) + \cosh(2\beta \sqrt{J^2 + \tilde{h}^2}) \right]} \times \left( 1 \pm \frac{h(J^2 + \tilde{h}^2)^{-1/2} \tanh(2\beta \sqrt{J^2 + \tilde{h}^2})}{\cosh(2\beta J) + \cosh(2\beta \sqrt{J^2 + \tilde{h}^2})} \right)
$$

$$
p(0|J) = \frac{\cosh(2\beta J)}{\cosh(2\beta J) + \cosh(2\beta \sqrt{J^2 + \tilde{h}^2})}.
$$

The FI is then obtained by substituting $p(m|J)$ into Eq. (1.37). The resulting expression provides a bound for the variance of any estimator of $J$ based on $M$ measurements of magnetization: $\text{Var}(J) \geq 1/2MF_J$. The Braunstein-Caves inequality says that the FI of any measurement $F_J$ is upper bounded by the quantum Fisher information $G_J$. For the magnetization this is illustrated in Fig. 3.4, where we plot the ratio $F_J(\beta, J, \tilde{h})/G_J(\beta, J, h^*)$ for $L = 2, 3, 4$, $\tilde{h}$ being the field maximizing the FI. Notice that for increasing $J$ the FI of the magnetization saturates to the QFI, i.e. magnetization measurements become optimal. The saturation is faster for lower temperatures (we report the ratio for $\beta = 3$ and $\beta = 10$).
3.3. Estimation of parameters in the quantum Ising model

Notice also that for low temperature the dependence of the ratio on the size $L$ almost disappears. In summary, for any temperature, there is a threshold value for $J$, above which the measurement of the magnetization is optimal for the estimation of $J$ itself. This threshold value decreases with temperature, and for zero temperature magnetization is optimal for any $J$. Indeed, after explicit calculation of the Fisher information of Eq. (1.37) for $L = 2, 3, 4$, we found that in the limit $T \to 0$, $F_J(h, T = 0) = G_J(h, T = 0)$, i.e. the FI of the magnetization is equal to the QFI. In other words, estimation based on magnetization measurements may achieve the ultimate bound to precision imposed by quantum mechanics. Besides, at finite temperature, despite the fact that the equality does not hold exactly, $F_J$ is only slightly greater than $G_J$ almost in the whole parameter range $(J, T)$. This may be also seen in the behavior of $F_J$ versus temperature: the ratio $\delta_J = F_J(\beta, J, h)/F_J(\infty, J, h)$ at fixed $J$ may be greater than 1 for some values of the magnetic field, namely, magnetization measurements may be more precise at finite $T$, as it happens for the optimal measurement with precision bounded by the QFI. Of course, for $T \to 0$, $\delta_J \to 1$.

Overall, we conclude that the magnetization $M_z$ is a good candidate for nearly optimal estimation. Of course we still need an efficient estimator, that is an estimator actually saturating the (classical) Cramer-Rao bound. To this aim we employ a Bayesian analysis, since Bayes estimators are known to be asymptotically efficient \cite{167}, i.e. $\text{Var}(J) = 1/MF_J$ for $M \gg 1$. According to the Bayes rule, given a set of outcomes $\{m\}$ from

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig35.png}
\caption{The ratio $F_J(\beta, J, \tilde{h})/G_J(\beta, J, h^*)$ as a function of $J$ for $L = 2$ (solid lines), $L = 3$ (dotted lines) and $L = 4$ (dashed lines). The bottom group of lines (gray) is for $\beta = 3$, whereas the top group (black) is for $\beta = 10$.}
\end{figure}
M independent measurements of the magnetization, the \textit{a-posteriori} distribution of the parameter $J$ is given by
\begin{equation}
p(J|\{m\}) = \frac{1}{N} \prod_m p(m|J)^{n_m},
\end{equation}
where $N$ is a normalization constant and $n_m$ is the number of measurements with outcome $m$. Bayes estimator is the mean $J_B = \int dJ p(J|\{m\})$ of the a posteriori distribution and precision is quantified by the corresponding variance. In the asymptotic limit of many measurements $M \gg 1$, $n_m \to Mp(\{m\}|J^*)$, where $J^*$ is the true value of the parameter to be estimated and the a posteriori distribution is rewritten as $p_a(J|\{m\}) = 1/N \sum_m \exp[Mp(m|J^*) \ln p(m|J)]$.

In order to check the actual meaning of "asymptotic" we have performed a set of Monte Carlo simulated experiments of the whole measurement process. In Fig. 3.5 we report the result of Monte Carlo simulated experiments of magnetization measurements for $J = 3$ and $\beta = 1$. The black dots represent the mean variance of the estimator in Eq. (3.93) averaged on 20 sets each of 500 measurements. The blue line is the plot of the mean variance of the Bayes estimator $J_B$ averaged on 20 sets of 500 measurements. The dotted line is the corresponding variance evaluated using the asymptotic a posteriori distribution, whereas the solid gray line is the Cramer-Rao bound $(MF_J)^{-1}$. The plot shows that the Bayes estimator is indeed asymptotically efficient and that already with a few hundreds of measurements one may achieve the ultimate precision. Overall, putting this result together with the fact that $F_J \simeq G_J$ (see Fig. 3.4) we conclude that the measurement of the total magnetization of the system provides a nearly optimal and feasible measurement (at any $\beta$) to estimate the coupling of the small size one-dimensional quantum Ising model.
3.4 The discrimination problem for the quantum Ising model

In this section we study the discrimination problem for two ground states or two thermal states of the Ising model in a transverse magnetic field. We consider the system both at zero and finite temperature, and address discrimination of states corresponding to different values of the coupling parameter. In particular, we evaluate the error probability for single-copy discrimination, the Chernoff bound for \( n \)-copy discrimination in the asymptotic limit, and the Chernoff metric for the discrimination of infinitesimally close states. We are interested in the scaling properties of the above quantities with the coupling itself, the temperature and the size of the system. Moreover, we look for the optimal value of the field that minimizes the probability of error and maximizes both the Chernoff bound and the corresponding metric. It turns out that criticality is a resource for quantum discrimination of states. Indeed, at zero temperature the critical point signs a minimum in the probability of error and a divergence in the QCB metric. Remarkably, despite the fact that Chernoff metric is associated to quantum discrimination and the Bures metric is related to quantum estimation [39, 3], these different measures show the same critical behavior and carry the same information about the QPT of the system [54].

We first illustrate the notion of quantum Chernoff metric for the Ising model, then, in 3.4.1 we study the distinguishability of states at zero temperature, both for the case of few spins and then in the thermodynamic limit. Finally, in 3.4.2 we consider the effects of temperature and the scaling properties of the metric. The results reviewed in the section are reported in [168].

Upon considering two nearby states \( \rho \) and \( \rho + d\rho \), the QCB induces the following distance given in Eq. (3.95) over the manifold of quantum states

\[
ds_{QCB}^2 := 1 - \exp(-\xi_{QCB}) = \frac{1}{2} \sum_{m,n} \left| \langle \psi_n | d\rho | \psi_m \rangle \right|^2 \frac{1}{\sqrt{p_m + p_n}}
\]

(3.94)

where the \( |\psi_n\rangle \)'s are the eigenvectors of \( \rho = \sum_n p_n |\psi_n\rangle \langle \psi_n| \). In the following we will consider infinitesimally close states obtained upon varying a Hamiltonian parameter \( \lambda \), and \( d\rho \) will correspond to \( d\rho = \partial \rho / \partial \lambda d\lambda \). The above definition means that the bigger is the QCB distance, the smaller is the asymptotic error probability of discriminating a given state from its close neighbor.

In the following we will consider discrimination for ground and thermal states. In this case the eigenstates of \( \rho \) are those of the Hamiltonian and the distance may be written as
3. Estimation and discrimination in fermionic systems

the sum of two contributions

\[
\begin{align*}
&ds_{QCB}^2 = \frac{1}{8} \sum_n (dp_n)^2 + \frac{1}{2} \sum_{n \neq m} \frac{|\langle \psi_n | d\psi_m \rangle|^2 (p_m - p_n)}{\sqrt{p_n} + \sqrt{p_m}} \\
&\quad + \frac{1}{2} \sum_n (dp_n)^2 + \frac{1}{2} \sum_{n \neq m} \frac{|\langle \psi_n | d\psi_m \rangle|^2 (p_n - p_m)}{\sqrt{p_n} + \sqrt{p_m}} \\
&= ds_c^2 + ds_{nc}^2
\end{align*}
\]

(3.95)

where \(ds_c^2\) refers to the classical part since it only depends on the Boltzmann weights of the eigenstates in the density operator, whereas \(ds_{nc}^2\) to the nonclassical one because it explicitly depends on the dependence of the eigenstates from the parameter of interest.

If we consider the Ising model of (3.65) and address discrimination of states labeled by different values of the coupling \(J\), the QCB distance can be expressed by the metric \(g_J\),

\[
\begin{align*}
&ds_{QCB}^2 = g_J dJ^2. \\
&g_J = \frac{\beta^2}{32} \sum_k \frac{(\partial J \Lambda_k)^2}{\cosh^2(\beta \Lambda_k/2)} + \frac{1}{4} \sum_k \tanh^2(\beta \Lambda_k/2) (\partial J \theta_k)^2 \\
&g_J^c \\
&g_J^nc
\end{align*}
\]

(3.96)

Recent results about the Chernoff bound metric \(ds_{QCB}^2\) [54, 169] have shown that it may be used to investigate the phase diagram the Ising model, i.e. to identify, in terms of different scaling with temperature, quasiclassical and quantum-critical regions. These results extend recent ones obtained using the Bures metric \(ds_B^2\) (or the fidelity) [145, 162, 170] i.e

\[
\begin{align*}
&ds_B^2 = \frac{1}{2} \sum_{nm} \frac{|\langle \psi_m | d\psi_n \rangle|^2}{p_n + p_m}.
\end{align*}
\]

(3.97)

We recall the relation (??) \(\frac{1}{2} ds_B^2 \leq ds_{QCB}^2 \leq ds_B^2\) which shows that the Bures and the QCB metric have the same divergent behavior i.e. one metric diverges iff the other does. Then one can exploit the results on the scaling behavior of the Bures metric derived in [145] to discriminate quantum states. Moreover, in the following we will see that when the system is in its ground state, \(ds_{QCB}^2 = ds_B^2\) whereas at increasing temperature \(T\), \(ds_{QCB}^2 \rightarrow \frac{1}{2} ds_B^2\).

3.4.1 Quantum discrimination of ground states

At zero temperature the system is in the ground state and the problem is that of discriminating two pure states corresponding to two different values \(J_1\) and \(J_2\) of the coupling \(J\). The probability of error is given in terms of the overlap \(|\langle \psi_1 | \psi_2 \rangle|^2\), whereas the minimum of \(\text{Tr} \left[ \rho_1 \rho_2^{-1} \right]\) reduces to the overlap itself since for pure states \(\rho^s = \rho \forall s\). Thus the probability of error for the discrimination with \(n\) copies scales as \(P_{e,n} \sim |\langle \psi_1 | \psi_2 \rangle|^{2n}\) and
3.4. The discrimination problem for the quantum Ising model

The quantum Chernoff information may be expressed as $\xi_{QCB} = -\log [4 P_e(1 - P_e)]$. In this section we address the discrimination problem at zero temperature by evaluating the probability of error and the QCB metric, pointing out scaling properties, and minimizing (maximizing) them as a function of the external field. We first consider systems made of few spins and then address the thermodynamic limit.

Short Ising chains, $L = 2, 3, 4$

The probability of making a misidentification $P_e$ may be minimized by varying the value of the external field. For the case $L = 2, 3,$ and $4$, $P_e$ is obtained by explicit diagonalization of the Ising Hamiltonian. Minima of $P_e$ correspond to the field value $\tilde{h} = \sqrt{J_1 J_2}$, i.e. the geometrical mean of the two (pseudo) critical values, and follows the scaling behavior $P_{e,\text{min}}(J_1, J_2, \sqrt{J_1 J_2}) = P_{e,\text{min}}(1, J_2/J_1, \sqrt{J_2/J_1})$. More generally the probability of error is such that

$$P_e(k J_1, k J_2, k h) = P_e(J_1, J_2, h) \quad \forall k > 0.$$  \hfill (3.98)

Upon exploiting this scaling and fixing $J_1 = 1$ we can study $P_e$ at $\tilde{h}$ as a function of $J_2 \equiv J$. The behavior of the QCB $Q(J) \equiv P_{e,\text{min}}(1, J, \sqrt{J})$ is illustrated in the left panel of Fig. 3.6. The function has a cusp in $J = 1$, whereas the tails of the curve for $J \to 0$ and $J \to \infty$ go to zero faster with increasing size. This means that as the number of spins increases, the overlap between two different ground states approaches to zero. According to the scaling in Eq. (3.98) the relevant parameter is the ratio between the two couplings and not the absolute difference. In turn, this means that $Q(J)$ is symmetric around $J = 1$ in a log-linear plot. Expanding $Q(J)$ around $J = 1$ and $J = 0$ we obtain the following behavior

$$Q(J) \overset{J \to 1}{=} -\frac{1}{2} - \alpha_L |J - 1| + O |J - 1|^2$$

$$Q(J) \overset{J \to 0}{=} - A_L + \beta L \sqrt{J} + \gamma L J + O(J^{3/2})$$

where $\alpha_L \in (0, 1/2)$ is an increasing function of $L$. According to the scaling (3.98) the behavior of $Q(J)$ for large $J$ is obtained by the replacement $J \to 1/J$ in the second line of Eq. (3.99). The parameters $A_L$, $\alpha_L$, $\beta_L$, and $\gamma_L$ are reported in Table 3.4.1 for $L = 2, 3, 4$. The corresponding Chernoff information $\xi_J = -\log [4 Q(J)(1 - Q(J))]$ does not carry additional information about the discrimination problem, but exhibits a simpler behavior

$$\xi_J \overset{J \to 1}{=} \frac{\delta_L}{16} |J - 1|^2 + O |J - 1|^3$$

$$\xi_J \overset{J \to 0}{=} L \log 2 - L \sqrt{J} + \frac{L}{2} J + O(J^{3/2})$$ \hfill (3.100)
Figure 3.6: (Left): Log-linear plot of the zero temperature rescaled minimum probability of error $Q(J) \equiv P_{\text{e,min}}(1, J, \sqrt{J})$ as a function of $J$ for $L = 2, 3, 4$ (green, blue and red lines, respectively). The function has a cusp in $J = 1$ and the two tails go to zero faster with increasing size. According to the scaling in Eq. (3.98) the relevant parameter is the ratio between the two couplings and not the absolute difference. In the log-linear plot, this means that $Q(J)$ is symmetric around $J = 1$. (Right): The Chernoff information in the same conditions.

where $\delta_L = L!/4L$ for $L = 3, 4$ and half of this value for $L = 2$. The behavior of $\xi_J$ for large $J$ is again obtained by replacing $J \rightarrow 1/J$ in the second line of Eq. (3.100). In the right panel of Fig. 3.6 we show $\xi_J$ as a function of $J$ for $L = 2, 3, 4$.

Table 3.1: Parameters $A_L$, $\alpha_L$, $\beta_L$, and $\gamma_L$ appearing in Eq. (3.99), i.e the expansion of the rescaled probability of error $Q(J)$ around $J = 0$ and $J = 1$.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\alpha_2 = 1/8 = 0.125$</td>
<td>$\beta_2 = 1/2 \sqrt{2} \approx 0.354$</td>
<td>$\gamma_2 = 1/4 \sqrt{2} \approx 0.177$</td>
<td>$A_2 = 1/2 \sqrt{2} \approx 0.354$</td>
</tr>
<tr>
<td>3</td>
<td>$\alpha_3 = \sqrt{3}/8 \approx 0.217$</td>
<td>$\beta_3 = \sqrt{3}/8 \approx 0.217$</td>
<td>$\gamma_3 = 5\sqrt{3}/32 \approx 0.271$</td>
<td>$A_3 = \sqrt{3}/4 \approx 0.433$</td>
</tr>
<tr>
<td>4</td>
<td>$\alpha_4 \approx 0.306$</td>
<td>$\beta_4 = 1/2 \sqrt{14} \approx 0.134$</td>
<td>$\gamma_4 = 23/28 \sqrt{14} \approx 0.220$</td>
<td>$A_4 = \sqrt{14}/8 \approx 0.468$</td>
</tr>
</tbody>
</table>

As mentioned previously, when we compare ground states of Hamiltonians with infinitesimally close values of the coupling $J$, the proper measure to be considered is the QCB metric, with the point of maximal discriminability of two states corresponding maxima of the QCB metric tensor. At zero temperature $d_{QCB}^2 = d_B^2$ and thus one recovers
the result of Eq. (3.69):

\[ g_J = \frac{h^2}{4(h^2 + J^2)^2}, \quad L = 2 \]

\[ g_J = \frac{3h^2}{16(h^2 - hJ + J^2)^2}, \quad L = 3 \]

\[ g_J = \frac{h^2(h^4 + 4h^2J^2 + J^4)}{4(h^4 + J^4)^2}, \quad L = 4 \]

Notice the simple scaling \( g_J(kJ, kh) = g_J(J, h) \), which is valid \( \forall L \). Maxima of \( g_J \) are thus obtained for \( h^* = J \) for \( L = 2, 3, 4 \), and actually this is true for any \( L \) (see also the next Section). The pseudo-critical point \( h^* \) which maximizes the QCB metric, turns out to be independent of \( L \) and equal to the true critical point, \( h_c = J, \forall L \). At its maximum \( g_J \) goes like \( 1/J^2 \) which means that it is easier to discriminate two infinitesimally close ground states for small \( J \) rather than for large ones.

**Large \( L \)**

For large \( L \), the overlap (fidelity \( \mathcal{F} \)) between two different ground states \( |\psi_k\rangle \equiv |\psi_0(J_k)\rangle \), \( k = 1, 2 \) is given by

\[ \mathcal{F} = \langle \psi_1 | \psi_2 \rangle = \prod_k \cos \frac{\theta_{1k} - \theta_{2k}}{2} \quad (3.101) \]

where \( k = (2n + 1)\pi/L \) and \( n \) runs from 1 to \( L/2 \). Obviously, \( \mathcal{F} = 1 \) if \( J_1 = J_2 \). Otherwise, one has \( \cos[(\theta_{1k} - \theta_{2k})/2] < 1 \) and the fidelity \( \mathcal{F} \) quickly decays as the ratio of the couplings is different from one. Solving \( \partial_h \cos[(\theta_{1k} - \theta_{2k})/2] = 0 \) one finds that the overlap has a cusp in \( \tilde{h} = \pm \sqrt{J_1 J_2} \), where it achieves the minimum value, corresponding to the minimum of the probability of error \( P_e \). In the thermodynamic limit \( L \to \infty \), the overlap between two different ground states goes to zero no matter how small is the difference in the parameters \( J_1 \) and \( J_2 \). In other words, the different ground states become mutually orthogonal, a behavior known as orthogonality catastrophe \{153\}. In the critical region, corresponding to the vanishing of one of the single particle energies \( \epsilon_k^2 + \Delta_k^2 = 0 \) with \( k = 2\pi/L \), this behavior is enhanced, occurs for smaller \( L \), and corresponds to a drop in the fidelity even for small values of \( |J_2 - J_1| \).

For what concerns the QCB metric, upon taking the limit \( T \to 0 \) in Eq. (3.96), we have that the classical part \( ds_c^2 \), which depends only on thermal fluctuations, vanishes due to the factor of \( (\cosh(\beta\Lambda_k/2))^2 \). Therefore, at zero temperature, only the nonclassical part of Eq. (3.100) survives and one obtains \( g_J = \frac{1}{4} \sum_k (\partial_J \theta_k)^2 \), where

\[ \partial_J \theta_k = \frac{1}{1 + (\Delta_k/\epsilon_k)^2} (\partial_J \frac{\Delta_k}{\epsilon_k}) = \frac{-h \sin k}{\Lambda_k^2}. \]
Since we are in the ground state, the allowed quasi-momenta are \( k = \frac{(2n+1)\pi}{L} \) with \( n = 0, \ldots, L/2 - 1 \). Explicitly we have

\[
g_J = \frac{1}{4} \sum_k \frac{\hbar^2 \sin(k)^2}{\Lambda_k^4}.
\]

(3.102)

Then the scaling of \( g_J \) is given by

\[
g_J = \frac{L^2}{4} \left( \frac{1}{8J^2} - \frac{z^2}{384J^4} \right) - \frac{L}{8J^2} + O(L^0),
\]

as we have already seen in (3.77). From Eq. (3.78) one concludes that the \( 1/J^2 \) scaling of the metric may be compensated by using long chains, which thus appears as the natural setting to address the discrimination problem for large \( J \).

### 3.4.2 Quantum discrimination of thermal states

We address the problem of discriminating two states at finite temperature, i.e. we consider two thermal states of the form \( \rho_J = Z^{-1} e^{-\beta H(J)} \), \( Z = \text{Tr} [ e^{-\beta H(J)} ] \), and analyze the behavior of the error probability, the Chernoff information and the Chernoff metric as a function of the temperature and the external field. We discuss short chains \( L = 2, 3, 4 \) and then the case of large \( L \).

**Short Ising chains** \( L = 2, 3, 4 \)

For short chains we have evaluated the probability of error by explicit diagonalization of \( \rho_2 - \rho_1 \), with \( \rho_k \equiv \rho_{J_k} \). The probability of error follows the scaling

\[
P_e(kJ_1, kJ_2, kh, \beta/k) = P_e(J_1, J_2, h, \beta),
\]

(3.103)

which may be exploited to analyze its behavior upon fixing \( J_1 = 1 \). The main difference with the zero temperature case is that the error probability does depend on the absolute difference between the two couplings, and not only on the ratio between them. The optimal field \( \tilde{h} \), minimizing \( Q_\beta(J) = P_e(1, J, \tilde{h}, \beta) \) is zero for small \( J \), then we have a transient behavior and finally, for large \( J \), \( \tilde{h} = \sqrt{J} \). The range of \( J \) for which \( \tilde{h} \simeq 0 \) increases with temperature (small \( \beta \)). In the left panel of Fig. 3.7 we compare \( Q_\beta(J) \) for \( L = 2 \) and different values of \( \beta \) to the analogous zero temperature quantity \( Q_\infty(J) \). As it is apparent from the plot the main effect of temperature is the loss of symmetry around \( J = 1 \). Analogous behavior may be observed for larger \( L \). Notice that discrimination at finite temperature is not necessarily degraded.

Upon diagonalization of the Hamiltonian we have also evaluated the quantum Chernoff bound by numerical minimization of \( \min_s \text{Tr} [ \rho_1^s \rho_2^{1-s} ] \) and obtained for \( \xi_{QCB} \) the same
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The discrimination problem for the quantum Ising model also results in an improvement of discrimination, at least in the region of large couplings. Notice that both for the single-copy and many-copy case, increasing the temperature may increase the Chernoff information \( \xi_{QC}(1, J) \equiv p_{e,min}(1, J, \sqrt{J}, \beta) \) for \( L = 2 \) as a function of \( J \). Green triangles correspond to \( \beta = 0.05 \), blue circles to \( \beta = 0.1 \) and red squares to \( \beta = 1 \). The black solid curve is the probability of error in the zero temperature case. The main effect of temperature is the loss of symmetry around \( J = 1 \). (Right): Log-Linear plot of the quantum Chernoff information \( \xi_{QC}(1, J) \equiv \xi_{QC}(1, J, \sqrt{J}, \beta) \) for \( L = 2 \). Green triangles correspond to \( \beta = 0.05 \), blue circles to \( \beta = 0.1 \) and red squares to \( \beta = 1 \). We also report the zero temperature QCB for comparison (solid black curve).

The main effect of temperature is the loss of symmetry around \( J = 1 \). Analogous behavior may be observed for larger \( J \). For vanishing \( J \) the Chernoff information \( \xi_{QC}(1, J \to 0, \sqrt{J}, \beta) \equiv \xi_{0} \) saturates to a limiting value scaling with \( \beta \) as

\[
\xi_{0} \simeq \frac{\beta^{2}}{2} \quad \beta \to 0 \tag{3.104}
\]

\[
\xi_{0} \simeq \frac{\sqrt{2}}{\pi} \arctan(\beta/2) \quad \beta \to \infty. \tag{3.105}
\]

On the other hand, for diverging \( J \) \( \xi_{QC}(1, J \to \infty, \sqrt{J}, \beta) \equiv \xi_{\infty} \) shows the non monotone behaviour illustrated in the right panel Fig. 3.7. In the left panel we report \( \xi_{0} \) as a function of \( \beta \) together with the approximating functions of Eqs. (3.104) and (3.105). Overall, we notice that both for the single-copy and many-copy case, increasing the temperature may also results in an improvement of discrimination, at least in the region of large couplings and intermediate temperatures.
Finally, we have evaluated the QCB metric and found that it follows the scaling

\[ g_J(J, h, \beta) = \beta^2 \Phi_L(\beta J, \beta h) \]  

where the form of the function \( \Phi_L \) depends on the size only. The same scaling is also true for the Bures metric with different functions \( \Phi_L \). Indeed, this behavior follows directly from the common structure of the two metrics and by the fact that \( g_J \) is obtained from the square of the derivative with respect to \( J \). The scaling is actually true for any size \( L \). The optimal value \( h^* \) of the external field, which maximizes the QCB metric at fixed \( J \) and \( \beta \) may be found numerically. Upon exploiting the scaling properties we consider \( \beta = 1 \) and found that \( h^* \) is zero for small \( J \), then we have a transient behavior and finally, for large \( J \), \( h^* = J \). According to the scaling above, the range of \( J \) for which \( h^* \approx 0 \) increases with temperature (small \( \beta \)) and viceversa. In turn, for \( \beta \to \infty \) we recover the results of the previous Section, i.e. the critical point is always the optimal one for discrimination. This behavior is illustrated in the left panel Fig. 3.8 where we report the optimal field \( h^* \) as a function of \( J \) for \( \beta = 1 \). The inset shows the small \( J \) region. As we have noticed in the previous section the two metrics are equal in the zero temperature limit. For finite temperature this is no longer true and a question arises on whether the whole range of values allowed by the inequality \( \frac{ds^2}{2} \leq ds^2_{QCB} \leq ds^2_B \) is actually spanned by the QCB metric. This is indeed the case, as it may be seen by analyzing the behavior of the ratio

Figure 3.8: (Left): Log-log plot of the Chernoff information for vanishing \( J \), \( \xi_0 = \xi_{QCB}(1, J \to 0, \sqrt{J}, \beta) \), as a function of inverse temperature \( \beta \) (blue points) together with the approximating functions of Eq. (3.104) (green line) and (3.105) (red line). (Right): Log-linear plot of the Chernoff information for diverging \( J \), \( \xi_\infty = \xi_{QCB}(1, J \to \infty, \sqrt{J}, \beta) \), as a function of inverse temperature \( \beta \).
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Figure 3.9: (Left): linear plot of the optimal field $h^*$ maximizing the QCB metric as a function of $J$ for $\beta = 1$. The inset shows the region of small $J$. (Right): log-linear plot of the ratio $\gamma$ between the (maximized) QCB and Bures metrics as a function of $J$ for $L = 2, 3, 4$ (green, blue and red lines respectively) and $\beta = 1$.

$\gamma = ds_{QCB}^2/d_B^2s$ at the (pseudo) critical point $h^*$ (we take the maximum of both the metrics, which generally occurs at different values of the field). In the right panel of Fig. 3.9 we report $\gamma$ as a function of $J$ for $\beta = 1$ and $L = 2, 3, 4$. As it is apparent from the plot, for small $J$ we have $ds_{QCB}^2 \approx \frac{1}{2}ds_B^2$, whereas for large $J$ the two quantities become equal $ds_{QCB}^2 \approx ds_B^2$. The ratio is not monotone and the dependence on the size is weak. Upon exploiting the scaling in Eq. (3.106) we may easily see that the range of $J$ for which the two metrics are almost equal increases with $\beta$. For vanishing temperature ($\beta \rightarrow \infty$) $ds_{QCB}^2 \approx ds_B^2$ everywhere and we recover the results of the previous Section. Conversely, for high temperature we have $ds_{QCB}^2 \approx \frac{1}{2}ds_B^2$ also for very large $J$. Also the transient region is shrinking for increasing temperature.

**Large $L$**

In the limit of large size $L$ the behavior of the Chernoff metric follows the same scaling of Eq. (3.106) found for short chains. The optimal value of the field which maximizes the QCB metric is $h^* = J$ for any finite temperature, where the metric element has a cusp. We have studied the QCB metric in the quantum-critical region $|J - h| \ll 1$ and for low temperature $T \rightarrow 0$. The classical elements of the metric vanish due to the factor $1/cosh^2(\beta \Lambda_k/2)$ and we are left to analyze the nonclassical part $g_{ij}^{nc}$ as a function of $T$. Bounding the metric by functions that have the same scaling behavior in $\beta$ [54], will ensure that the metric itself scales with the same exponent. The dispersion relation...
is linear around \( k = 0 \) and we approximate \( \Lambda_k \sim Jk \) at the critical point \( J = \hbar \). Upon defining

\[
f(\beta, k) = \begin{cases} 
\beta^2 k^2 / 4 & 0 \leq k \leq 2 / \beta \\
1 & 2 / \beta \leq k \leq \pi
\end{cases}
\]

we have, for all \( \beta \) and \( k \), \( \frac{1}{2} f(\beta, k) < \tanh^2(\beta Jk/2) < f(\beta, k) \). For large \( L \), the sum on the classical part of the QCB metric may be replaced by the integral \( L \int dk \), thus leading to

\[
g_{qc}^J \simeq \frac{L}{2\pi} \int_0^{2/\beta} dk \tanh^2(\beta Jk/2) \frac{1}{J^2 k^2} + \frac{L}{2\pi} \int_{2/\beta}^\pi dk \tanh^2(\beta \Lambda_k/2) \frac{J^2 \sin^2(k)}{\Lambda_k^4}. \tag{3.107}
\]

This is a good approximation in the limit \( \beta \to \infty \) because the upper integration limit \( 2 / \beta \) becomes arbitrarily close to 0. The first integral is bounded by \( \frac{L}{2\pi} \int_0^{2/\beta} dk \tanh^2(\beta Jk/2) \frac{1}{J^2 k^2} \leq \frac{L}{2\pi} \int_0^{2/\beta} dk \frac{f(\beta, k)}{2} \frac{1}{J^2 k^2} \leq \frac{L}{2\pi} \int_0^{2/\beta} dk f(\beta, k) \frac{1}{J^2 k^2} \). The bounding integrals scale as \( L / \beta \) and the first integral must scale in the same way for \( \beta \to \infty \). The second term is upper bounded by \( \frac{L}{2\pi} \int_{2/\beta}^\pi dk \tanh^2(\beta \Lambda_k/2) \frac{J^2 \sin^2(k)}{\Lambda_k^4} \leq \frac{L}{2\pi} \int_{2/\beta}^\pi dk \frac{1}{J^2 k^2} \sim L / \beta \). Therefore, since the bounding integral scales as \( \beta L \), \( g_{qc}^J \) must scale as \( \beta L \) to the highest order. Observe that in the quantum-critical region \( g_J \sim L \) is extensive, whereas at the critical point it has a superextensive behavior \( g_J \sim L^2 \). The nonclassical element scales algebraically with temperature and in the zero temperature limit it diverges, matching the ground state behavior that we described in the previous section. These results remark that criticality provide a resource for quantum state discrimination, and that the discrimination of quantum states is indeed improved upon approaching the QCP.
3.5 Conclusions and Outlooks

In this chapter we have studied the quantum Ising model in a transverse magnetic field as a paradigmatic example of a system which undergoes a quantum phase transition. We first exploited the equivalence between the quantum Fisher metric and the (ground or thermal) Bures metric and all the results recently obtained for the latter to estimate the coupling constant of the Hamiltonian. Specifically at zero temperature, the Bures metric scales with the system size $L$ at regular points whereas it can increase as $L^2$ at or in the vicinity of quantum critical point. A similar enhancement takes place when temperature is considered. In turn it is possible to exploit this enhancement to dramatically improve the precision in a quantum estimation problem. Let us imagine that an experimenter would like to infer the value of a coupling constant of a physical system over which he has little or no control. Reasonably the experimenter has good control over the external fields he can apply to the system. The idea is then to tune the external field to a value close to the quantum critical point. At this value of the couplings, an improvement of order of $L$ can be achieved in the precision of the estimation of the unknown coupling. To test these ideas in practice, we have worked out in detail a specific example, the 1D quantum Ising model. This model provides us with all the ingredients we need, a coupling constant $J$, an external field $h$, and a quantum critical point at $h = J$. The main accomplishments of our analysis are: i) At zero temperature we evaluated the precision in the estimation of the coupling, exactly for short chains of $L = 2, 3, 4$ sites and asymptotically for large $L$. We found that the optimal estimation is possible at values of the field exactly equal to the critical point, independently of $L$. For large $L$ we indeed observe a $1/L$ enhancement of precision, and a quantum signal-to-noise ratio independent of the coupling. ii) At positive temperature the optimal value of the field is again given by the critical value when the system size is large or the temperature is low. In the other working regimes the optimal field maximizing the quantum Fisher information, defines a set of pseudo-critical points. In this case the optimal precision scales as $TJ/L$. iii) We obtained the optimal observable for estimation in terms of the symmetric logarithmic derivative and showed that already in the case $L = 2$ it does not correspond to an easily implementable measurement. iv) We have shown that measurements of the total magnetization allow to achieve ultimate precision. Using Monte Carlo simulated experiments and Bayesian analysis we proved that this is possible already after a limited number of measurements of the order of few hundreds.

Overall, we found that criticality is a resource for precise characterization of interacting quantum systems (e.g. a quantum register), and may represent a relevant tool for the
development of integrated quantum networks.

We then addressed the problem of discriminating between two ground states or two thermal states of the quantum Ising model and found that at zero temperature both the error probability for single-copy discrimination, and the Chernoff information for $n$-copy discrimination in the asymptotic limit, are optimized by choosing the external field as the geometric mean of the two (pseudo) critical points. In this regime, the relevant parameter governing both quantities is the ratio between the two values of the coupling constant. On the other hand, the Chernoff metric is equal to the Bures metric and is maximized at the (pseudo) critical point. For finite temperature we have analyzed in some details the scaling properties of all the above quantities and have derived the optimal external field. We found that the effect of finite temperature is twofold. On the one hand, critical values of the field are optimal only for large values of the coupling constants. On the other hand, the ratio between the couplings is no longer the only relevant parameter for both the error probability and the Chernoff information, which also depends on the absolute difference. The ratio between the Chernoff metric and the Bures metric decreases continuously, but not monotonically, for increasing temperature and approaches $1/2$ in the limit of high-temperature.

In conclusion, upon considering the one-dimensional Ising model as a paradigmatic example we have quantitatively shown how and to which extent criticality may represent a resource for state discrimination in many-body systems.
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