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The notion of trustworthiness, central to many fields of human inquiry, has recently attracted 
the attention of various researchers in logic, computer science, and artificial intelligence (AI). 
Both conceptual and formal approaches for modeling trustworthiness as a (desirable) property 
of AI systems are emerging in the literature. To develop logics fit for this aim means to analyze

both the non-deterministic aspect of AI systems and to offer a formalization of the intended 
meaning of their trustworthiness. In this work we take a semantic perspective on representing 
such processes, and provide a measure on possible worlds for evaluating them as trustworthy. In 
particular, we intend trustworthiness as the correspondence within acceptable limits between a 
model in which the theoretical probability of a process to produce a given output is expressed and 
a model in which the frequency of showing such output as established during a relevant number 
of tests is measured. From a technical perspective, we show that our semantics characterizes the 
probabilistic typed natural deduction calculus introduced in D’Asaro and Primiero (2021)[12]

and further extended in D’Asaro et al. (2023) [13]. This contribution connects those results 
on trustworthy probabilistic processes with the mainstream method in modal logic, thereby 
facilitating the understanding of this field of research for a larger audience of logicians, as well 
as setting the stage for an epistemic logic appropriate to the task.

1. Introduction

During the last decades, AI systems have been developed and deployed on a massive scale, not only in scientific research, but 
also in daily life. In this context, as noted in the Ethics Guidelines for Trustworthy AI [29], trustworthiness is a prerequisite. For this 
reason, providing a formal account of the complex notion of trust has been a major task for many researchers in logic, computer 
science, and AI, see, e.g., Ferraiolo et al. [21], Liau [33], Demolombe [15], Primiero [37] just to name some approaches.

From the perspective of AI, modeling trust requires systematic and operational tools for representing both artificial and human 
agents’ mental states, as well as communication means between them, see, e.g., Castelfranchi & Falcone [6]. In this sense, trust can 
be seen as an attitude of agents, or as a relation between them. A different way of approaching the issue, both conceptually (see, 
e.g., [34]) and formally (see e.g. [39]) is to understand trustworthiness as a property of a relation between agents or processes. The 
literature on Trustworthy AI is focusing on trustworthiness of computational processes in non-deterministic systems in this second 
sense, and on reasoning about such property. Trustworthiness in this context is an especially complex concept, which, depending 
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on the application, can be understood as predictability (“what will this AI system do?”, see, e.g., [41]), explicability (“can one 
explain what this AI system does when acting instead of a human?”, see, e.g., [23]), human agency (“how is the human involved 
in and aware of the effects of this AI system’s results?”, see, e.g., [35]), and safety (“how safe are this AI system’s results?”, see, 
e.g., [2]). Despite this variety of theoretical and conceptual problems being addressed, depending on whether we look at AI systems 
pre- or post-deployment, or whether we are interested in their ontological or epistemological status, a common technical aspect is 
represented by verification methods, which, depending on their formulation, can address these different aspects, see, e.g., the recent 
[40]. A number of approaches are being explored: symbolic verification [1,30,43]; verification of linear temporal logic properties 
defined over Markov decision processes, e.g., with reinforcement learning methods [24] or with imprecise probabilities [42]; proof-

checking techniques like untyped 𝜆-calculi [7,10,3], probabilistic event 𝜆-calculi [4], calculi for Bayesian learning [11], and calculi 
with types or natural deduction systems [16,5,26]. In this latter tradition, [12] and [13] provide an example of a formal verification 
method which aims to automatize the task of inferential reasoning about probabilistic computational processes to verify properties of 
AI systems such as trustworthiness. The system is designed to capture the inferential steps that an agent reasoning over the behavior

of a non-deterministic system of interest needs to perform in order to evaluate it as trustworthy. Such evaluation eventually consists 
in checking that the observed behavior of the system diverges only within acceptable limits from the expected, intended or desirable 
performance. The system and its methodology are further applied to bias detection for classification methods in [38], and in [25]

with a 𝜆-calculus simulating the logical behavior of a program performing such a formal check, with an additional measure of 
confidence being defined to evaluate its workings. All these approaches have a procedural nature, in that they are inspired by the 
formal verification tradition and they aim at producing in principle implementable tools. Possible applications include, for example, 
the verification of the behavior of classifiers in use in default risk assessment by credit institutions, or in insurance fraud risk, to 
establish whether predictions made for a given protected category (defined for example by gender, race or education) are beyond 
the values assigned by a given model of reference, like statistically available data or desirable distributions. For an early version of a 
tool that implements this strategy, see https://github .com /DLBD -Department /BRIO _x _Alkemy.

In the present work, we take a slightly different perspective and we aim at describing semantically the sufficient and necessary 
conditions for evaluating whether a process can be considered trustworthy in the sense mentioned above. As it will be shown later, 
the procedural and the descriptive approaches are not incompatible. They shed different lights on the same evaluation process. The 
former provides agents – who possibly have only partial knowledge of the system under observation, as it is the case for AI-style 
black-boxes – with instructions on how to evaluate its performance given a transparent or known counterpart; the latter, on the other 
hand, allows one to describe the overall setting in which the agent can follow the instructions, and moreover provides the basis on 
which to build further formal tools, in particular to describe the agent’s knowledge as it evolves during such a verification process.

The semantics introduced in this paper is a variation on the standard possible worlds semantics adapted to probabilistic reasoning. 
The idea of combining logic with probability theory is not new (see Demey et al. [14] and references therein). Nilsson [36] points out 
the conceptual usefulness of possible worlds analysis of probabilistic reasoning (see also Fagin & Halpern [19] for further technical 
development of this work). Fagin & Halpern [18,20] relate probabilistic and epistemic logics by providing a modification of relational 
semantics for knowledge representation with probability spaces associated with each world. These ideas are further developed in 
various works on epistemic logic (see, e.g., Kooi [31,32], van Benthem [9], Baltag & Smets [8], Gierasimszuk [27]) which, however, 
are not focused on trustworthiness, and do not provide a unified framework for treating idealized probabilities, actual frequencies, 
and expected probabilities as we do here. Moreover, the novelty of our approach consists in keeping the underlying semantic 
structures as simple as possible. We define sentences involving probabilities and frequencies as syntactic constructions describing 
events in models, and not via special functions from worlds to positive rationals, as it is the case in the aforementioned literature. The 
language presented here recalls the style of term-modal logics [22], in which formulas have terms expressing idealized processes (or 
random variables) and empirical processes, and corresponding outputs (or values). In the present work, we do not quantify over such 
terms. Instead, trustworthiness can be seen as a measure over sets of worlds in different models: a trustworthy process for a given 
output is one in which the frequency of such output over a given number of trials does not diverge beyond an acceptable threshold 
from its expected probability. By connecting the study on trustworthy probabilistic processes with the mainstream methods in modal 
logic, we also facilitate the understanding of this area of research for a larger audience. The present work focuses on a logic-based 
theoretical approach to trustworthiness in non-deterministic systems. Clearly, the field of Trustworthy AI currently offers a very large 
variety of other approaches, too many to be mentioned here, with a number of important venues where new models are presented 
every year. Several quantitative approaches and tools are being developed, see, e.g., https://oecd .ai /en /catalogue /metrics.

The remainder of this article is as follows. In Section 2 we start with a toy example to illustrate the main intuition behind the 
working of our logic. In Section 3 we provide a formal semantics for representing trustworthy processes. Section 4 briefly reviews 
the formal system TPTND introduced in [13]. In Sections 5 and 6, we show that TPTND is characterized by our semantics, which 
indicates that our descriptive approach matches its procedural counterpart. Section 7 provides insights on further extension of our 
semantics with an epistemic modality. We conclude by summing up the results and describing further stages of this research.

2. A toy example

To address our problem, let us consider the following toy example.

Example 1. Consider a non-deterministic system which simulates throwing a die. Assume that this system is launched 18 times, we 
know it has produced output “3” three times, output “1” one time, and output “5” eight times. We know nothing on the remaining 
2

outputs, nor on the order of these outputs. On the basis of this distribution, one may conclude that the output “3” was received a fair 
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number of times, while the outputs “1” and “5” were received an unexpected few number of times and too many times, respectively. 
In this respect, one could say that the system has a trustworthy behavior with respect to output “3”, and is untrustworthy with 
respect to output “1” and “5”.

What are the main ingredients for evaluating trustworthiness in this sense?

First, notice that our analysis assumes the modularity of a system with respect to its outputs: a system may be considered 
trustworthy when observed relatively to a given output, and untrustworthy when a different output is under consideration. This is 
not too strange, as partial knowledge may be involved concerning the possible outputs, or because the system may be affected in 
its behaviors by the circumstances of its execution (e.g., by an unbalanced dataset in input for a classifier). Obviously, this does not 
prevent a system to be considered trustworthy only if all of its possible outputs are known and evaluated as trustworthy in the above 
sense.

Second, we assume knowledge of the theoretical probability of each output (for a fair die to land on one of its 6 sides is 16 ), and 
we use this as a reference (we expect that after 18 throws of an ideal die under ideal experimental conditions, the die should land 
on each side around three times). This can also be interpreted as knowledge of the theoretical distribution describing the desirable 
behavior of the system under observation.

Third, we have the empirical data obtained by observing the system at work (“3” was received three times, “1” was received one 
time, “5” was received eight times). This aspect requires us to consider as different observations of the system in which a different 
number of trials is involved.

Thus, when aiming at an adequate representation for the trustworthiness evaluation of our system, we should model two levels: 
a theoretical and an empirical one. The theoretical level aims to capture an ideal or desirable behavior of the system when working 
under idealized conditions for each of its possible outputs. The empirical level represents the data obtained during real executions 
of a process for each observed output. From this perspective, trustworthiness can be formulated in terms of a particular correlation 
between theoretical and empirical levels: a process is trustworthy with respect to a given output if the data represented at the 
empirical level for the output at hand matches within acceptable error limits the expectation for that output based on the theoretical 
level (theoretical or desirable distribution).

Our main objective is to introduce a logic which permits one to model this kind of examples, thus capturing this notion of 
trustworthiness formally. In particular, in the present work we provide a possible world semantics and show how it relates to the 
proof system presented in [13].

3. Formal semantics

The main idea of the proposed semantics is to provide a unified framework for evaluating the empirically observed behavior of 
a non-deterministic system against what is expected of it, in terms of the theoretical or desirable distribution on the probabilities of 
its outputs. Such evaluation provides a measure of trustworthiness for the system. In particular, we use the tools of possible worlds 
semantics to construct two types of models. A theoretical model is meant to represent an ideal or theoretical distribution of possible 
outputs by a process. An empirical model represents a series of executions of the process and their outputs. Trustworthiness is then 
evaluated on a fusion of the theoretical and empirical models.

The section is structured as follows. First, we define the language for the logic and explain its informal interpretation in natural 
language. Second, we define theoretical models, as random variables and theoretical probabilities of their values. Third, we define 
empirical models, as real-world experiments on processes associated to random variables. Then, we combine these models and 
provide operations defined over both theoretical and empirical models.

3.1. Syntax

The language should be expressive enough to represent: idealized processes (or random variables) and their outputs (or values); 
executed processes and their outputs; judgments about theoretical probabilities and frequencies of an output to be produced by a 
(resp. ideal and empirical) process. In order to distinguish propositions about idealized processes and their concrete executions, we 
introduce two kinds of elementary statements1:

(𝐸𝑆𝑡) 𝚡 ∶ 𝛼, to be read as “the idealized process 𝚡 produces output 𝛼.”2

(𝐸𝑆𝑒) 𝚝 ∶ 𝛼, to be read as “the empirical process 𝚝 produces output 𝛼.”

We also need to express that a given process 𝚡 with output 𝛼 is the idealized counterpart of an empirical one 𝚝, for which we 
write 𝚡𝚝 ∶ 𝛼. Next, we decorate expressions with theoretical probabilities and frequencies as follows:

• 𝚡 ∶ 𝛼𝑎 stands for “the theoretical probability of idealized process 𝚡 to produce output 𝛼 is 𝑎.” This can be easily read also as “the 
theoretical probability of random variable 𝚡 to have value 𝛼 is 𝑎.”

1 The syntax of these expressions is chosen to match precisely the syntax of TPTND in [13].
3

2 This can be easily read also as “the random variable 𝚡 has value 𝛼.”
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• 𝚡𝚝 ∶ 𝛼𝑎 stands for “the theoretical probability of idealized process 𝚡 associated with the empirical process 𝚝 to produce output 𝛼
is 𝑎.” For example, 𝑥𝑑 ∶ 11∕6 stands for “the theoretical probability of random variable 𝚡 associated with die 𝑑 to have value 1
is 1∕6.”

• 𝚝𝑛 ∶ 𝛼𝑎̃ stands for “the expected probability of empirical process 𝚝 to produce 𝛼 over 𝑛 executions is 𝑎̃.” For example, 𝑑10 ∶ 11.6
stands for “the expected probability of die 𝑑 to have value 1 over 10 throws is 1.6.”

• 𝚝{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 stands for “after executions 𝑤′, ..., 𝑤′𝑛 of empirical process 𝚝, output 𝛼 has been produced with frequency 𝑓 .” 
For example, 𝑑{𝑤′ ,...,𝑤′ 10} ∶ 13∕10 stands for “considering the launches 𝑤′, ..., 𝑤′ 10 of a die 𝑑, the output 1 has resulted 3 times 
out of 10.”

We now define the alphabet useful to construct expressions about idealized processes.

Definition 1 (Alphabet of 𝑡ℎ𝑒𝑜).

𝚇 ∶= 𝚡 ∣ ⟨𝚇,𝚇⟩ ∣ fst(𝚇) ∣ snd(𝚇) ∣ [𝚇]𝚇 ∣ 𝚇.𝚇
𝙾 ∶= 𝛼 ∣ 𝛼𝑟 ∣ ¬𝙾𝑟 ∣ (𝙾 × 𝙾)𝑟 ∣ (𝙾+ 𝙾)𝑟 ∣ (𝙾→ 𝙾)𝑟

The domain 𝚇 is constituted of a finite number of idealized processes, or random variables. The variable 𝚡 stands for an idealized 
process 𝑥, 𝑦, 𝑧, etc. A construction ⟨𝚇, 𝚈⟩ denotes an ordered pair of idealized processes: this construction is required to express 
a pair of idealized processes, each with its own output. The terms fst(𝚇) and snd(𝚇) denote the first and the second element of a 
pair ⟨𝚈, 𝚉⟩ = 𝚇, respectively. The construction [𝚇]𝚈 denotes the dependency of an idealized process from another: this construction is 
required to express that a given idealized process produces a given output, provided the output of another process. The construction 
𝚈.𝚇 denotes the process resulting from the construction [𝚇]𝚈, when condition 𝚇 obtains.

The variable 𝑟 ∈ ℚ denotes here the theoretical probability of the value 𝛼 of a random variable 𝑥 (or output of an idealized 
process) and will be instantiated as 𝑎 in x ∶ 𝛼𝑎.3

The domain 𝙾 is constituted of a finite number of possible outputs, a set for each (idealized) process. These outputs are always 
assumed to be exclusive and exhaustive for each process, and we will define our models in a way that satisfies these constraints. The 
variable 𝛼 denotes an output, 𝛼𝑟 denotes that 𝛼 obtains with a theoretical probability 𝑟. ¬𝛼𝑟 denotes that output 𝛼 is not valid with 
theoretical probability 𝑟 (and as we shall define its validity, it implies that output 𝛼 has probability 1 − 𝑟 to occur). The construction 
(𝛼 × 𝛽)𝑟 denotes that the joint probability of two independent outputs 𝛼 and 𝛽 is 𝑟. The construction (𝛼 + 𝛽)𝑟 denotes that the joint 
probability of obtaining output 𝛼 or output 𝛽 is 𝑟. The construction (𝛼 → 𝛽)𝑟 expresses that the probability of obtaining 𝛽 under 
condition that 𝛼 is obtained, is 𝑟. Note that, in general, the condition that 𝛼 is obtained might itself have a probabilistic value 𝑎. In 
such cases, we keep track of such value with the notation [𝑎]𝑏 for expressing the probability 𝑏 of obtaining 𝛽 under the probability 
𝑎 of obtaining 𝛼. When 𝑎 = 1, that is 𝛼 is a determined output, 𝑟 = 𝑏, which means that the probability of 𝛽 coincides with the 
probability of 𝛽 under condition that 𝛼 is obtained.

With this building blocks we construct formulae of 𝑡ℎ𝑒𝑜:

Definition 2 (Language 𝑡ℎ𝑒𝑜).

𝑡ℎ𝑒𝑜 ∶= 𝚇 ∶ 𝛼 ∣ 𝚇 ∶ 𝛼𝑟 ∣ 𝚇 ∶ ¬𝙾𝑟 ∣ ⟨𝚇,𝚇⟩ ∶ (𝙾 × 𝙾)𝑟 ∣ fst(⟨𝚇,𝚇⟩) ∶ 𝙾𝑟 ∣ snd(⟨𝚇,𝚇⟩) ∶ 𝙾𝑟 ∣
[𝚇]𝚇 ∶ (𝙾→ 𝙾)𝑟 ∣ 𝚇.𝚇 ∶ 𝙾𝑟

Similarly, we define the syntax of the language 𝑒𝑚𝑝 to form statements about tests or executions of empirical processes.

Definition 3 (Alphabet of 𝑒𝑚𝑝).

𝚃 ∶= 𝚝 ∣ 𝚃{𝑤′ ,...,𝑤′𝑛} ∣ ⟨𝚃,𝚃⟩ ∣ fst(𝚃) ∣ snd(𝚃)
𝙾 ∶= 𝛼 ∣ 𝛼𝑟 ∣ ¬𝙾𝑟 ∣ (𝙾 × 𝙾)𝑟 ∣ (𝙾+ 𝙾)𝑟

The natural language reading of expressions in 𝑒𝑚𝑝 is similar to those of 𝑡ℎ𝑒𝑜. The main difference is that now we are speaking 
about empirical processes whose execution is observed in the real world and their outputs produced with a given frequency. Thus, the 
domain 𝚃 is constituted of a finite number of processes; 𝚝 stands for an executed process; 𝚃{𝑤′ ,...,𝑤′𝑛} denotes executions 𝑤′, ..., 𝑤′𝑛

of the (possibly complex) process 𝚃; ⟨𝚃, 𝚄⟩ stands for the joint execution of two independent processes; fst(𝚃) and snd(𝚃) denote 
respectively the first and second process of such a joint execution.

The domain for outputs can be interpreted as before, except 𝑟 ∈ℚ in 𝛼𝑟 may now indicate two distinct parameters: the expected 
probability of an output 𝛼 for a process 𝚝 (as determined by the theoretical probability 𝑎 of the corresponding random variable 𝚡𝚝
to get assigned value 𝛼) which will be denoted as 𝑎̃ in 𝚝 ∶ 𝛼𝑎̃; or the frequency of a given output 𝛼 after 𝑛 executions of process 𝚝, 
which will be denoted as 𝑓 in 𝚝{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 .

3 We follow here [13] in expressing probabilities in terms of real numbers. As it will be clear later, the probabilities are in fact restricted to rational numbers. 
4

However, this does not affect the resulting system and semantics, as the models remain constrained to a finite number of worlds.
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With these building blocks we construct formulae of 𝑒𝑚𝑝 (where the use of 𝑟 ∈ ℚ can be replaced with either 𝑎̃ or 𝑓 as 
appropriate):

Definition 4 (Language 𝑒𝑚𝑝).

𝑒𝑚𝑝 ∶= 𝚃 ∶ 𝛼 ∣ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑟 ∣ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ ¬𝙾𝑟 ∣ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝙾𝑎̃ ∣
𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝙾𝑓 ∣ ⟨𝚃,𝚃⟩{𝑤′ ,...,𝑤′𝑛} ∶ (𝙾 × 𝙾)𝑟 ∣ fst(⟨𝚃,𝚃⟩){𝑤′ ,...,𝑤′𝑛} ∶ 𝙾𝑟 ∣
snd(⟨𝚃,𝚃⟩){𝑤′ ,...,𝑤′𝑛} ∶ 𝙾𝑟.

Note that in this fragment we do not have →- formulae, which are instead re-introduced in the joint language as the validity of a 
term 𝚝 from its corresponding variable 𝚡𝚝.

Hence, the two languages, 𝑡ℎ𝑒𝑜𝑟 and 𝑒𝑚𝑝 can now be combined and enriched with expressions to make statements about 
relations between theoretical probabilities and empirical frequencies:

Definition 5 (Alphabet of ).

𝚇 ∶= 𝚡 ∣ 𝚡𝚃 ∣ ⟨𝚇,𝚇⟩ ∣ fst(𝚇) ∣ snd(𝚇) ∣ [𝚇]𝚇 ∣ 𝚇.𝚇
𝚃 ∶= 𝚝 ∣ 𝚃{𝑤′ ,...,𝑤′𝑛} ∣ ⟨𝚃,𝚃⟩ ∣ fst(𝚃) ∣ snd(𝚃) ∣ [𝚇]𝚃 ∣ 𝚃.𝚃
𝙵 ∶= Trust(𝚃) ∣ UTrust(𝚃)
𝙾 ∶= 𝛼 ∣ 𝛼𝑟 ∣ ¬𝙾𝑟 ∣ (𝙾 × 𝙾)𝑟 ∣ (𝙾+ 𝙾)𝑟 ∣ (𝙾→ 𝙾)𝑟

Let us shortly discuss the natural language interpretation of the new elements of the language with respect to the grammar of 𝑡ℎ𝑒𝑜

and of 𝑒𝑚𝑝. As mentioned above, the new variable 𝚡𝚃 denotes the idealized process 𝚡 (with its output and the theoretical probability 
attached to it) associated with an empirical one 𝚃 (or the random variable corresponding to a given event). A construction of the 
form [𝚇]𝚃 denotes the execution of a process 𝚃 with its own expected probability or observed frequency on the assumption that the 
corresponding idealized process is 𝚇 with theoretical probability 𝑎 (or the event, given the corresponding random variable – the 
inverse of the previous construction 𝚇𝚃). This construction will be used therefore to express the expected probability or frequency 
assigned to the output of a process 𝚃 assuming the theoretical probability assigned to 𝚇. A construction of a form 𝚄.𝚃 expresses the 
result of process 𝚃 when the corresponding random variable is instantiated as some (possibly distinct) 𝚄 (i.e. when the theoretical 
probability of the latter is replaced by a given frequency or expected probability). We finally introduce terms for (un)trustworthy 
processes: Trust(𝚃) (resp. UTrust(𝚃)) is used to express the fact that the frequency of process 𝚃 is considered trustworthy (resp. 
untrustworthy) with respect to the theoretical probability of its output. The interpretation of the elements of the domain 𝙾 is as in 
𝑡ℎ𝑒𝑜, if the expression is preceded by “𝚇:”; and it is as in 𝑒𝑚𝑝, if the expression is preceded by “𝚃:”.

Formulae of the language  are all the formulae in 𝑡ℎ𝑒𝑜, all those in 𝑒𝑚𝑝 and the new formulas where 𝑎 is a theoretical 
probability and 𝑟 is either an expected probability of the output of an empirical process, or the observed frequency (in the latter case, 
the corresponding term is indexed with 𝑛 the number of executions):

Definition 6 (Language ).

 ∶=𝑡ℎ𝑒𝑜 ∪𝑒𝑚𝑝∪
{[𝚇]𝚃𝑛 ∶ (𝙾→ 𝙾)[𝑎]𝑏̃,𝚃𝑛.𝚃′ ∶ 𝙾𝑏̃,

Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝙾𝑓 ),UTrust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝙾𝑓 )}

Formulae of the form [𝚡]𝚝𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃ should be read as ‘under theoretical probability 𝑎 of receiving an output 𝛼, the process 
𝚝 should produce output 𝛽 with an expected probability 𝑏̃ over 𝑛 executions of 𝚝.’ Formulae of the form 𝚝𝑛.𝚞 ∶ 𝛼𝑏̃ should be read 
as ‘the expected probability of receiving 𝛼 after an independent execution of 𝚝 𝑛 times, distinct from 𝚞, is 𝑏̃.’ Formulae of the form 
Trust(𝚝{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) should be read as ‘the process 𝚝 producing 𝛼 with a frequency 𝑓 is considered trustworthy on the interval of 
tests 𝑤′, ..., 𝑤′𝑛.’ Formulae of the form UTrust(𝚝{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) should be read as ‘the process 𝚝 producing 𝛼 with a frequency 𝑓 is 
considered untrustworthy on the interval of tests 𝑤′, ..., 𝑤′𝑛.’

3.2. Theoretical models

We propose a variant of standard possible worlds semantics without accessibility relations between worlds. In this sense, it 
is closer to Carnap’s usage, than Kripke’s one. As we will discuss it in Section 7, accessibility relations can be introduced to our 
semantics to model epistemic operators. However, this is not necessary for our current purposes.

Theoretical models are used to express idealized processes as events at worlds, and to evaluate their theoretical probabilities as 
measures across worlds. We thus associate the possible outcomes of an idealized process with possible worlds and then compute their 
probability in a set of worlds. For instance, the theoretical probability associated with the outcome “1” of a fair die is 16 . To represent 
5

it, the corresponding model will contain 6 worlds in which only one world shows output 1. Let us now introduce this setting formally.
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Definition 7 (Theoretical models). Let

𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟)

such that

• 𝑊 𝑡ℎ𝑒𝑜𝑟 is a non-empty set of worlds 𝑤1, ..., 𝑤𝑛 such that 𝑤1, ..., 𝑤𝑛 are sets of formulas 𝐸𝑆𝑡,

• 𝑣𝑡ℎ𝑒𝑜𝑟 ∶ 𝚡 ∶ 𝛼 → 𝑃 (𝑊 𝑡ℎ𝑒𝑜𝑟) is a valuation function, such that:

– 𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 𝛼) ∩ 𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 𝛽) = ∅, whenever 𝛼 ≠ 𝛽;

– for all 𝑤 there exists 𝑣𝑡ℎ𝑒𝑜𝑟 such that 𝑤 ∈ 𝑣𝑡ℎ𝑒𝑜𝑟(𝐸𝑆𝑡).
We call 𝑡ℎ𝑒𝑜𝑟

𝑠 a submodel of 𝑒𝑚𝑝 iff 𝑡ℎ𝑒𝑜𝑟
𝑠 = (𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 ), where 𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 ⊆ 𝑊 𝑡ℎ𝑒𝑜𝑟 and 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 is 𝑣𝑡ℎ𝑒𝑜𝑟 restricted to the 

worlds of 𝑊 𝑡ℎ𝑒𝑜𝑟
𝑠 .

In this model we can evaluate 𝐸𝑆𝑡 formulas as follows:

Definition 8 (Satisfiability in 𝑡ℎ𝑒𝑜𝑟). Given a theoretical model 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟), truth conditions for formulas of 𝑡ℎ𝑒𝑜 are 
defined as follows:

1. 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚡 ∶ 𝛼 iff 𝑤𝑖 ∈ 𝑣(𝚡 ∶ 𝛼);
2. 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ (𝛼 + 𝛽) iff 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ 𝛼 or 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ 𝛽;

3. 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 ⟨𝚇, 𝚈⟩ ∶ (𝛼 × 𝛽) iff 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ 𝛼 and 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚈 ∶ 𝛽;

4. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 𝛼𝑎 iff

• ∣𝑊 𝑡ℎ𝑒𝑜𝑟 ∣= 𝑛;

• 𝑏 =∣ {𝑤𝑖 ∈𝑊 𝑡ℎ𝑒𝑜𝑟 ∣𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ 𝛼} ∣;
• 𝑎 = 𝑏

𝑛
;

5. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ ¬𝛼𝑎 iff 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 𝛼1−𝑎;

6. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ (𝛼 + 𝛽)𝑎 iff 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 𝛼𝑏, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 𝛽𝑐 , and 𝑎 = 𝑏 + 𝑐;

7. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝚇, 𝚈⟩ ∶ (𝛼 × 𝛽)𝑎 iff 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 𝛼𝑏, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚈 ∶ 𝛽𝑐 , and 𝑎 = 𝑏 ⋅ 𝑐;

8. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝚇]𝚈 ∶ (𝛼 → 𝛽)𝑎 iff whenever 𝑡ℎ𝑒𝑜𝑟
𝑠 = (𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 ) is a submodel of 𝑡ℎ𝑒𝑜𝑟 s.t. 𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 = {𝑤𝑖 ∈𝑊 𝑡ℎ𝑒𝑜𝑟 ∣𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡

𝚇 ∶ 𝛼}, then 𝑡ℎ𝑒𝑜𝑟
𝑠 ⊧𝑡 𝚈 ∶ 𝛽𝑎.

According to this definition, the valuation function is defined for each elementary statement 𝚡 ∶ 𝛼 at a world, i.e., worlds contain 
expressions about elementary idealized processes and their outcomes. Clause 2 defines disjunctive formulas: 𝚇 ∶ (𝛼 + 𝛽) should be 
read as “the process 𝚇 produces an output 𝛼 or an output 𝛽.” For example, the clause 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ (1 + 2) states that in the 
world 𝑤𝑖 of the model 𝑡ℎ𝑒𝑜𝑟 the variable 𝚇 produces in this world either output 1 or output 2. Clause 3 defines the case of 
conjunctive outputs: ⟨𝚇, 𝚈⟩ ∶ (𝛼 × 𝛽) should be read as “the joint processes 𝚇 and 𝚈 produce outputs 𝛼 and 𝛽.” For example, the clause 
𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 ⟨𝚇, 𝚈⟩ ∶ (1 × 2) states that in the world 𝑤𝑖 of model 𝑡ℎ𝑒𝑜𝑟 two variables 𝚇 and 𝚈 considered together produce in this 
world output 1 and output 2. A formula “𝚇 ∶ 𝛼𝑎” means that the theoretical probability of 𝛼 to be produced by process 𝚇 is 𝑎. We 
evaluate these formulas with probabilistic outputs in the model (rather than at worlds). The semantic clause 4 states therefore that 
𝚇 ∶ 𝛼𝑎 holds in a model if and only if the number of worlds of this model is 𝑛 (∣ 𝑊 𝑡ℎ𝑒𝑜𝑟 ∈ 𝑡ℎ𝑒𝑜𝑟 ∣= 𝑛), the number of worlds in 
which 𝚇 ∶ 𝛼 holds is 𝑏 (𝑏 =∣ {𝑤𝑖 ∈𝑊 𝑡ℎ𝑒𝑜𝑟 ∣𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ 𝛼} ∣, and the probability 𝑎 is calculated according to standard probability 
theory as 𝑎 = 𝑏

𝑛
. For example, the clause 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 1 1

6
states that if the model contains 6 worlds, only one world among them 

validates 𝚇 ∶ 1. According to this definition, it is evident that 𝑎 cannot be an irrational number. Clause 5 provides the evaluation 
condition for 𝚇 ∶ ¬𝛼𝑎: the probability of an output different from 𝛼 is 𝑎 for a process 𝚇 which produces 𝛼 with probability 1 − 𝑎. For 
example, the clause 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ ¬1 5

6
states that the probability of receiving an output different from 1 is 56 . Clauses 6 and 7 establish 

conditions for producing disjunctive and conjunctive outputs. For example, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ (1 + 2) 1
3

states that 𝚇 produces output 1 or 

2 with probability 13 ; 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝚇, 𝚈⟩ ∶ (1 ×2) 1
36

states that two variables (for distinct processes) considered together produce outputs 

1 and 2 simultaneously with a probability 1
36 . Clause 8 provides the evaluation condition for dependent processes: the expression 

“[𝚇]𝚈 ∶ (𝛼 → 𝛽)𝑎” should be read as “process 𝚈 has output 𝛽 under condition that process 𝚇 has output 𝛼 holds with probability 
𝑎.” The clause thus states that [𝚇]𝚈 ∶ (𝛼 → 𝛽)𝑎 holds in a model 𝑡ℎ𝑒𝑜𝑟 iff in all its worlds in which 𝚇 ∶ 𝛼 holds, the probability of 
𝚈 ∶ 𝛽 calculated over information contained only in these worlds is 𝑎. Notice, that in this case the probability of 𝚈 ∶ 𝛽 in all worlds 
of 𝑡ℎ𝑒𝑜𝑟 could be not equal to 𝑎. For example, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝚇]𝚈 ∶ (2 → 1) 1

36
states that 𝚈 produces output 1 under condition that 𝚇

produces output 2 with probability 1
36 .

Example 2. A theoretical model of a fair die would satisfy the following formulae:

𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑑 ∶ 11∕6
6

𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑑 ∶ (1 + 3)0.33
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A theoretical model of two fair dice would satisfy the following formula:

𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝑥𝑑, 𝑦𝑑′⟩ ∶ (1 × 3)0.33

Definition 9 (Satisfiability (Further clauses)). Let 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟). Then,

• 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 𝛼 iff 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ 𝛼, ∀𝑤𝑖 ∈𝑡ℎ𝑒𝑜𝑟;

• 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 Γ where Γ = {𝚇1 ∶ 𝛼1, ..., 𝚇𝑛 ∶ 𝛼𝑛} iff 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇𝑗 ∶ 𝛼𝑗 for all 𝑗 ∈ {1, ..., 𝑛};

• 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 Γ where Γ = {𝚇1 ∶ 𝛼1, ..., 𝚇𝑛 ∶ 𝛼𝑛} iff for Γ′ ⊆ Γ such that Γ′ contains all and only non-probabilistic formulae of Γ, then

𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 Γ′ for all 𝑤𝑖 ∈𝑊 𝑡ℎ𝑒𝑜𝑟, and the model satisfies all probabilistic formulas occurring in Γ as for Definition 8.

The following observations further clarify the design of this semantics.4

Observation 1. For any 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟) and any 𝚇 ∶ 𝛼, there exists a value 𝑎, s.t. 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚇 ∶ 𝛼𝑎.

Observation 1 makes it explicit, that there is a theoretical probability for each output of each process.

Observation 2. Let 𝛼, ..., 𝜈 be mutually exclusive and exhaustive outputs of 𝚇. Then, for any 𝑡ℎ𝑒𝑜𝑟 and any 𝚇 ∶ 𝛼𝜄 such that 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚇 ∶
𝛼𝑎, … , 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚇 ∶ 𝜈𝑛, 

∑𝑛
𝑖=𝑎(𝛼𝑖) = 1.

Observation 2 clarifies that any model 𝑡ℎ𝑒𝑜𝑟 satisfies the standard requirement on the additivity of theoretical probabilities

within a probability distribution.

Observation 3. For any 𝑡ℎ𝑒𝑜𝑟 and for any 𝚇 ∶ 𝛼𝑎 such that 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚇 ∶ 𝛼𝑎, 𝑎 ∈ [0, 1].

Observation 3 states that the probability of producing some output 𝛼 in a model is always in a range between 0 and 1.

By definitions of terms fst(𝚇) and snd(𝚇) denoting respectively the first and the second process from a pair of processes 𝚇 = ⟨𝚈, 𝚉⟩
and clause 7 above, we have the following truth conditions for these expressions:

Proposition 1.

• 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 fst(⟨𝚈, 𝚉⟩) ∶ 𝛼𝑎 iff there exist 𝑏 and 𝑐 such that 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝚈, 𝚉⟩ ∶ (𝛼 × 𝛽)𝑐 , 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚉 ∶ 𝛽𝑏 and 𝑎 = 𝑐

𝑏
.

• 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 snd(⟨𝚈, 𝚉⟩) ∶ 𝛽𝑏 iff there exist 𝑏 and 𝑐 such that 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝚈, 𝚉⟩ ∶ (𝛼 × 𝛽)𝑐 and 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚈 ∶ 𝛼𝑎, and 𝑏 = 𝑐

𝑎
.

From the evaluation clause of term [𝚇]𝚈, we have the following evaluation conditions for term 𝚈.𝚇:

Proposition 2.

• 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚈.(𝚇 ∶ 𝛼) ∶ 𝛽𝑏 iff there exist 𝑎 and 𝑐 such that 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝚇]𝚈 ∶ (𝛼 → 𝛽)𝑐 , 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚇 ∶ 𝛼𝑎 and 𝑏 = 𝑎 ⋅ 𝑐.

Proof. We need to define the probability 𝑏 of the output 𝛽 to be produced by the process 𝚈 under condition that 𝚇 produced 𝛼 with 
probability 𝑎. Taking into account that any expression in 𝑡ℎ𝑒𝑜𝑟 has a probability value attached (Obs. 1), we have

1. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝚇]𝚈 ∶ (𝛼 → 𝛽)𝑐 and

2. 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚇 ∶ 𝛼𝑎.

Let us consider a model 𝑡ℎ𝑒𝑜𝑟
𝑠 = ⟨𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 ⟩ s.t. it is a submodel of 𝑡ℎ𝑒𝑜𝑟 and 𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 = {𝑤 ∣𝑡ℎ𝑒𝑜𝑟, 𝑤 ⊧ 𝚇 ∶ 𝛼}. By (2) we have 
𝑎 = 𝑚

𝑖
, where 𝑚 is the size of 𝑡ℎ𝑒𝑜𝑟

𝑠 (i.e., the number of worlds where 𝚇 ∶ 𝛼 holds) and 𝑖 is the size of 𝑡ℎ𝑒𝑜𝑟. From (1) we have 
𝑡ℎ𝑒𝑜𝑟

𝑠 ⊧ 𝚈 ∶ 𝛽𝑐 , and thus 𝑐 = 𝑖

𝑚
, where 𝑖 is the number of worlds of 𝑡ℎ𝑒𝑜𝑟

𝑠 in which 𝚈 ∶ 𝛽 holds. The dependent probability of 𝚈 ∶ 𝛽

with respect to 𝚇 ∶ 𝛼 (i.e., 𝚈.(𝚇 ∶ 𝛼) ∶ 𝛽) is thus 𝑏 = 𝑖

𝑗
= 𝑎 ⋅ 𝑐. □

Definition 10 (Semantic consequence). A statement 𝚇 ∶ 𝛼𝑎 is a semantic consequence of Γ, denoted by Γ ⊧𝑡 𝚇 ∶ 𝛼𝑎, if 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 Γ
implies 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇 ∶ 𝛼𝑎.

Let us conclude this subsection with an example of a theoretical model.

4 In particular, note these observations express properties of our theoretical models that precisely correspond to the construction rules for distribution in TPTND as 
7

illustrated below in Fig. 4.
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𝚡 ∶ 1

𝑤1

𝚡 ∶ 2

𝑤2

𝚡 ∶ 3

𝑤3

𝚡 ∶ 4

𝑤4

𝚡 ∶ 5

𝑤5

𝚡 ∶ 6

𝑤6

Fig. 1. Model 𝑡ℎ𝑒𝑜𝑟 for fair die.
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𝚡𝑑 ∶ 1
𝚢𝑐 ∶ 𝑇

𝑤7

𝚡𝑑 ∶ 2
𝚢𝑐 ∶ 𝑇

𝑤8

𝚡𝑑 ∶ 3
𝚢𝑐 ∶ 𝑇

𝑤9

𝚡𝑑 ∶ 4
𝚢𝑐 ∶ 𝑇

𝑤10

𝚡𝑑 ∶ 5
𝚢𝑐 ∶ 𝑇

𝑤11

𝚡𝑑 ∶ 6
𝚢𝑐 ∶ 𝑇

𝑤12

Fig. 2. Model 𝑡ℎ𝑒𝑜𝑟 for fair die and fair coin.

Example 3. Let us consider the die system from Example 1. A theoretical model for this system has to represent the theoretical 
distribution of outputs of a fair die in which the probability of obtaining each output is 16 . The theoretical model depicted in Fig. 1

contains six worlds, in each of which an idealized process 𝚡 for throwing a die produces six distinct outputs, or the random variable 
gets one of each possible value, i.e. 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟) such that 𝑊 𝑡ℎ𝑒𝑜𝑟 = {𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5.𝑤6} and

𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 1) = {𝑤1}

𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 2) = {𝑤2}

𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 3) = {𝑤3}

𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 4) = {𝑤4}

𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 5) = {𝑤5}

𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 6) = {𝑤6}

We might then want to evaluate whether a fair die model evaluates to true the formula

𝚡𝑑 ∶ (1 + 3)0.33
i.e., that the theoretical probability to get output 1 or output 3 is 0.33. For this we need to check that 0.33 = 𝑎 + 𝑏, that 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡

𝚡𝑑 ∶ 1𝑎 (resp. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚡𝑑 ∶ 3𝑏) and the number of words 𝑧 in 𝑡ℎ𝑒𝑜𝑟 such that 1 holds is such that 𝑎 = 𝑧∕𝑛, with 𝑛 the total number 
of words (resp. for 3). It is easy to verify that 𝑧 = 1 in both cases (namely 𝑤1 and 𝑤3) and the total number of worlds in the model 
is 6, hence 𝑎 = 1∕6 and 𝑏 = 1∕6 and 0.33 = 1∕6 + 1∕6.

Example 4. Let us consider a model which represents the theoretical distribution of 2 systems: of a fair die and of a fair coin. This 
model is depicted in Fig. 2: there is a fair distribution of a die’s outputs (𝚡𝑑 ) and a fair distribution of a coin’s outputs (𝚢𝑐 ). In this 
model we can evaluate the probability of getting output 3 from a die (𝚡𝑑 ∶ 3) and an output 𝐻𝑒𝑎𝑑𝑠 from a coin (𝚢𝑐 ∶𝐻) launched 
simultaneously:

⟨𝚡𝑑 ,𝚢𝑐⟩ ∶ (3 ×𝐻)

i.e., we can calculate the theoretical probability to get both outputs 3 and 𝐻 is 1
12 . In this model we have 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚡𝑑 ∶ 3 1

6
, 

𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚢𝑐 ∶𝐻 1
2
, and 16 ×

1
2 = 1

12 . Thus, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝚡𝑑 , 𝚢𝑐⟩ ∶ (3 ×𝐻) 1
12

.

We can also calculate the probability of getting an output 3 under condition that 𝐻 was received:

[𝚢𝑐 ]𝚡𝑑 ∶ (𝐻 → 3).

For doing so, consider a submodel 𝑡ℎ𝑒𝑜𝑟
𝑠 = (𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 ) of 𝑡ℎ𝑒𝑜𝑟, s.t. 𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 = {𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5, 𝑤6} (i.e., it contains all 
and only the worlds validating 𝚢𝑐 ∶𝐻). In this model we have 𝑡ℎ𝑒𝑜𝑟

𝑠 ⊧𝑡 𝚡𝑑 ∶ 3 1
6
. Thus, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝚢𝑐]𝚡𝑑 ∶ (𝐻 → 3) 1

6
.

3.3. Empirical models

Similar to theoretical model, empirical model is defined as a tuple of a set of possible worlds and a valuation function. However, 
8

the informal interpretation of the worlds is different and each world is considered as a single test in a series of experiments where we 
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might want to assign either the theoretical probability of a given input on this run of experiments, or express the actual frequency 
of that output. For instance, consider a test made by throwing a die 100 times, and consider output “3”: if we assume the die to be 
fair, we expect the probability of this output to be around 16 times while its actual frequency might be what is allowed by standard 
deviation (assuming the die to be in fact fair), e.g., 20 times. For representing such a test our model will contain 100 worlds, where 
each world contains information about the output of one throw of the die. Among these worlds, there will be 20 worlds in which the 
process of launching the die (denoted as 𝚝) is labeled by the output “3”.

Definition 11 (Empirical model). Let

𝑒𝑚𝑝 = (𝑊 𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝)

such that

• 𝑊 𝑒𝑚𝑝 is non-empty set of worlds 𝑤1, ..., 𝑤𝑛,

• 𝑣𝑒𝑚𝑝 ∶𝐸𝑆𝑒 → 𝑃 (𝑊 𝑒𝑚𝑝) is a valuation function, such that

– 𝑣𝑒𝑚𝑝(𝚝 ∶ 𝛼) ∩ 𝑣𝑒𝑚𝑝(𝚝 ∶ 𝛽) = ∅, whenever 𝛼 ≠ 𝛽;

– for all 𝑤 there exists 𝑣𝑒𝑚𝑝 such that 𝑤 ∈ 𝑣𝑒𝑚𝑝(𝐸𝑆𝑒).
We call 𝑒𝑚𝑝

𝑠 a submodel of 𝑒𝑚𝑝 iff 𝑒𝑚𝑝
𝑠 = (𝑊 𝑒𝑚𝑝

𝑠 , 𝑣𝑒𝑚𝑝
𝑠 ), where 𝑊 𝑒𝑚𝑝

𝑠 ⊆ 𝑊 𝑒𝑚𝑝 and 𝑣𝑒𝑚𝑝
𝑠 is 𝑣𝑒𝑚𝑝 restricted to the worlds of 

𝑊
𝑒𝑚𝑝
𝑠 .

Definition 12 (Satisfiability in 𝑒𝑚𝑝). Given an empirical model 𝑒𝑚𝑝 = (𝑊 𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝), truth conditions for formulas of 𝑒𝑚𝑝 are 
defined as follows

1. 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚝 ∶ 𝛼 iff 𝑤 ∈ 𝑣𝑒𝑚𝑝(𝚝 ∶ 𝛼);
2. 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃 ∶ ¬𝛼 iff 𝑒𝑚𝑝, 𝑤𝑖 ⊭𝑒 𝚃 ∶ 𝛼;

3. 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃 ∶ (𝛼 + 𝛽) iff 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃 ∶ 𝛼 or 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃 ∶ 𝛽;

4. 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 ⟨𝚃, 𝚄⟩ ∶ (𝛼 × 𝛽) iff 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃 ∶ 𝛼 and 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚄 ∶ 𝛽;

5. 𝑒𝑚𝑝 ⊧𝑒 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 iff there exists a submodel 𝑒𝑚𝑝
𝑠 = (𝑊 𝑒𝑚𝑝

𝑠 , 𝑣𝑒𝑚𝑝
𝑠 ) of 𝑒𝑚𝑝 such that 𝑊 𝑒𝑚𝑝

𝑠 = {𝑤′, ..., 𝑤′𝑛} and

• 𝑛 =∣𝑊 𝑒𝑚𝑝
𝑠 ∣;

• 𝑚 =∣ {𝑤𝑖 ∈𝑊
𝑒𝑚𝑝
𝑠 ∣𝑒𝑚𝑝

𝑠 , 𝑤𝑖 ⊧𝑒 𝚃 ∶ 𝛼} ∣;
• 𝑓 = 𝑚

𝑛
.

The interpretation of expressions provided in Definition 12 is similar to the one provided in Definition 8, except now we are 
considering empirically observed executions of processes. Clauses 1 − 4 express satisfiability of categorical formulae at a world 
for atomic output, their negation, conjunction and disjunction. Clause 5 introduces the validity conditions for statements over the 
frequency of a given output: 𝚃{𝑤′,...,𝑤′𝑛} ∶ 𝛼𝑓 is true in a model if there are 𝑛 of executions of 𝚃 producing 𝛼 with a frequency 𝑓 = 𝑚

𝑛
, 

where 𝑓 is the number of all worlds among 𝑤′, ..., 𝑤′𝑛 in which 𝛼 is produced divided by 𝑛. For instance, 𝑒𝑚𝑝 ⊧𝑒 𝚃{𝑤′ ,...,𝑤′ 100} ∶ 10.1
states that the 100 launches 𝑤′, ..., 𝑤′ 100 of the process 𝚃 have produced output 1 with frequency 0.1, i.e., 10 out of 100 times. 
Notice, that if there were 150 launches of 𝚃 in total, but only 100 are considered, we have 𝑒𝑚𝑝 ⊧𝑒 𝚃{𝑤′′ ,...,𝑤′′ 100} ∶ 10.2, whenever 
{𝑤′, ..., 𝑤′ 100} ≠ {𝑤′′, ..., 𝑤′′ 100} and 1 is obtained exactly in 20 worlds belonging to the set {𝑤′′, ..., 𝑤′′ 100}. This is due to the fact 
that an agent is permitted to consider various stages of an experiment, and not only the overall result.

Definition 13 (Satisfiability (Further clauses)). Let 𝑒𝑚𝑝 = (𝑊 𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝). Then,

• 𝑒𝑚𝑝 ⊧𝑒 𝚃 ∶ 𝛼 iff 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃 ∶ 𝛼, ∀𝑤𝑖 ∈𝑒𝑚𝑝;

• 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 Γ where Γ = {𝚃1 ∶ 𝛼1, ..., 𝚃𝑛 ∶ 𝛼𝑛} iff 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃𝑖 ∶ 𝛼𝑖 for all 𝑖 ∈ {1, ..., 𝑛};

• 𝑒𝑚𝑝 ⊧𝑒 Γ where Γ = {𝚃1 ∶ 𝛼1, ..., 𝚃𝑛 ∶ 𝛼𝑛} iff for Γ′ ⊆ Γ such that Γ′ contains all and only non-probabilistic formulae of Γ, then 
𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 Γ′ for all 𝑤𝑖 ∈𝑊 𝑒𝑚𝑝, and the model satisfies all probabilistic formulas occurring in Γ as for Definition 12.

Satisfiability clauses for formulas fst(⟨𝚃,𝚄⟩) and snd(⟨𝚃,𝚄⟩) can be defined in a similar vein to what done in Proposition 1 for their 
idealized counterparts.

Definition 14 (Semantic consequence). A statement 𝚃 ∶ 𝛼 is a semantic consequence of Γ, denoted by Γ ⊧𝑒 𝚃 ∶ 𝛼, if for any 𝑤𝑖 ∈𝑒𝑚𝑝, 
𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 Γ implies 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚃 ∶ 𝛼. A statement 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 is a semantic consequence of Γ, denoted by Γ ⊧𝑒 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 , 
if 𝑒𝑚𝑝 ⊧ Γ implies 𝑒𝑚𝑝 ⊧𝑒 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 .

Similarly to the semantics provided in Definition 7, the following observation is useful for understanding its properties.
9

Observation 4. For any 𝑒𝑚𝑝 = (𝑊 𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝), for any 𝚃 ∶ 𝛼, given any 𝑛 there exists an 𝑓 s.t. 𝑒𝑚𝑝 ⊧ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 .
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𝚝 ∶ 5

𝑤1

𝚝 ∶ 2

𝑤2

𝚝 ∶ 5

𝑤3

𝚝 ∶ 4

𝑤4

𝚝 ∶ 3

𝑤5

𝚝 ∶ 5

𝑤6

𝚝 ∶ 5

𝑤7

𝚝 ∶ 3

𝑤8

𝚝 ∶ 5

𝑤9

𝚝 ∶ 1

𝑤10

𝚝 ∶ 4

𝑤11

𝚝 ∶ 5

𝑤12

𝚝 ∶ 4

𝑤13

𝚝 ∶ 5

𝑤14

𝚝 ∶ 6

𝑤15

𝚝 ∶ 2

𝑤16

𝚝 ∶ 5

𝑤17

𝚝 ∶ 3

𝑤18

Fig. 3. Model 𝑒𝑚𝑝 for a system simulating 18 throws of a die.

Let us now reconsider Example 1 in terms of its empirical model.

Example 5. We construct an empirical model in which a process simulates the throw of a die 18 times (𝚝{𝑤1,...,𝑤18}) resulting in the 
output “1” one time, the output “3” three times, and the output “5” eight times (where the remaining outputs might be unknown or 
irrelevant to the current task). This amounts to the following structure of a 𝑒𝑚𝑝 = (𝑊 𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝), where 𝑊 𝑒𝑚𝑝 = {𝑤1, ..., 𝑤18}, and 
there exists exactly one 𝑤𝑖 s.t. 𝑒𝑚𝑝, 𝑤𝑖 ⊧𝑒 𝚝 ∶ 1, there exist exactly three 𝑤𝑗 s.t. 𝑒𝑚𝑝, 𝑤𝑗 ⊧𝑒 𝚝 ∶ 3, and there exist exactly eight 𝑤𝑘

s.t. 𝑒𝑚𝑝, 𝑤𝑘 ⊧𝑒 𝚝 ∶ 5. An example of such a model is provided in Fig. 3.

We might then want to check whether this model evaluates to true the formula

𝚝{𝑤1 ,...,𝑤18} ∶ (1 + 3) 2
9

i.e., that the frequency of output 1 or output 3 after 18 launches is 0.33. For this we check that 𝑒𝑚𝑝 ⊧𝑡 𝚝{𝑤1 ,...,𝑤18} ∶ 1 1
18

(there 
is only 1 world, 𝑤10, validating 𝚝 ∶ 1), 𝑒𝑚𝑝 ⊧𝑡 𝚝{𝑤1 ,...,𝑤18} ∶ 3 1

6
(there are 3 worlds, 𝑤5, 𝑤8, and 𝑤18, validating 𝚝 ∶ 3), and thus 

𝑒𝑚𝑝 ⊧𝑒 𝚝{𝑤1 ,...,𝑤18} ∶ (1 + 3) 1
18 +

1
6 =

2
9
.

It is also possible that an agent considers less than 18 tests. For this case have 𝑒𝑚𝑝 ⊧𝑒 𝚝{𝑤1 ,...,𝑤6} ∶ 3 1
6
, where the worlds under 

consideration are only 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5, 𝑤6. If an agent considers other worlds, for instance only 𝑤5, 𝑤6, 𝑤7, 𝑤8, 𝑤9, 𝑤10, we get 
𝑒𝑚𝑝 ⊧𝑡 𝚝{𝑤5 ,...,𝑤10} ∶ 3 1

3
. This does not lead to a contradiction, but only indicates that the choice of the tests to consider influences 

the calculation of the frequency.

3.4. Models for evaluating trustworthiness

The trustworthiness of a non-deterministic process with respect to a given output in a trial is thus the result of comparing the 
evaluation of the frequency of that output in the empirical model representing the trial with respect to the expected probability as 
inferred by the theoretical model of the process. For this purpose, we introduce joint models, obtained by combining theoretical and 
empirical models.

Definition 15 (Joint model).

 = (𝑡ℎ𝑒𝑜𝑟,𝑒𝑚𝑝)

where 𝑡ℎ𝑒𝑜𝑟 is as by Definition 7, 𝑒𝑚𝑝 is as by Definition 11.

Definition 16 (Validity in ).

1. 𝑒𝑚𝑝 ⊧𝑒 Γ iff  ⊧ Γ, where Γ contains only expressions of 𝑒𝑚𝑝.

2. 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 Γ iff  ⊧ Γ, where Γ contains only expressions of 𝑡ℎ𝑒𝑜.

3.  ⊧ 𝚃𝑛 ∶ 𝛼𝑎̃ iff

• 𝑡ℎ𝑒𝑜𝑟 ∈ ⊧𝑡 𝚇𝚃 ∶ 𝛼𝑎;

• 𝑒𝑚𝑝 ∈ ⊧𝑒 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 and 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣;
• 𝑎̃ = 𝑎 ⋅ 𝑛.

4.  ⊧ [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)𝑎 iff whenever there exists 𝑡ℎ𝑒𝑜𝑟
𝑠 = (𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 ) which is a submodel of 𝑡ℎ𝑒𝑜𝑟 such that 𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 = {𝑤𝑖 ∣
𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇 ∶ 𝛼}, we have 𝑡ℎ𝑒𝑜𝑟

𝑠 ⊧𝑡 𝚈𝚃 ∶ 𝛽𝑎, 𝑒𝑚𝑝 ⊧𝑒 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛽𝑓 , 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣, and 𝑎̃ = 𝑎 ⋅ 𝑛.

5.  ⊧ Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) iff 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇𝚃 ∶ 𝛼𝑎, 𝑒𝑚𝑝 ⊧𝑒 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 , 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣, and ∣ 𝑎 − 𝑓 ∣≤ 𝜖(𝑛), where 𝜖(𝑛) is a 
confidence interval.
10

6.  ⊧ UTrust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) iff 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝚇𝚃 ∶ 𝛼𝑎, 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣, and ∣ 𝑎 − 𝑓 ∣> 𝜖(𝑛), where 𝜖(𝑛) is a confidence interval.
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Clauses 1 and 2 allow to state that everything valid in an empirical or theoretical model is valid in . Clause 3 introduces the 
expected probability of an output given 𝑛 of executions of a corresponding process: 𝚃𝑛 ∶ 𝛼𝑎̃ is valid in  iff the theoretical probability 
of the corresponding random variable or idealized process 𝚇𝚃 to produce output 𝛼 is 𝑎, the expected probability of 𝛼 over 𝑛 execution 
is 𝑎̃ = 𝑎 ⋅ 𝑛. By Clause 4, [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)𝑏̃ states the expected probability of output 𝛽 by 𝚃 over 𝑛 executions when this is considered 
depending on the theoretical probability of a random variable 𝚇 to have value 𝛼. By clause 5, Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) is valid iff the 
theoretical probability 𝚇𝚃 associated with 𝚃 producing output 𝛼 is 𝑎, the actual frequency of 𝛼 by 𝚃 in a series of tests 𝑤′, ..., 𝑤′𝑛 is 
𝑓 , and their absolute difference is within the confidence interval for 𝑛 tests. The calculation of the threshold 𝜖(𝑛) depends on the 
field of study and the level of the required precision. For this reason we do not introduce it in its specific form in our semantics, but 
leave it as an external parameter, which can be adapted to a concrete example. By Clause 6, the UTrust operator is satisfied when 
the match between theoretical probability and the frequency of the observed output exceeds the given confidence interval. From this 
perspective Trust and UTrust are not complementary operators, and thus they express two exclusive, but not exhaustive properties: 
trustworthiness and untrustworthiness.

Similarly to Obs. 1 and 4, the following holds for :

Observation 5. For any , for any 𝚃 ∶ 𝛼, for any 𝑛 there exists 𝑎 s.t.  ⊧ 𝚃𝑛 ∶ 𝛼𝑎.

Observation 6. For any , for any 𝚃 ∶ 𝛽 and 𝚇 ∶ 𝛼, for any 𝑛 there exist 𝑎 and ̃𝑏 s.t.  ⊧ [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃.

By definitions of terms fst(⟨𝚃, 𝚄⟩) and snd(⟨𝚃, 𝚄⟩) denoting the first and the second process from a pair ⟨𝚃, 𝚄⟩ and clause 6 in 
Definition 16, we have the following truth conditions for these expressions:

Proposition 3.

•  ⊧ fst(⟨𝚃, 𝚄⟩)𝑛 ∶ 𝛼𝑎 iff there exist 𝑏 and 𝑐 such that  ⊧ ⟨𝚃, 𝚄⟩𝑛×𝑚 ∶ (𝛼 × 𝛽)𝑐 ,  ⊧ 𝚄𝑚 ∶ 𝛽𝑏̃, and 𝑎 = 𝑐

𝑏̃
.

•  ⊧ snd(⟨𝚃, 𝚄⟩)𝑚 ∶ 𝛽𝑏̃ iff there exist 𝑎 and 𝑐 such that  ⊧ ⟨𝚃, 𝚄⟩𝑛×𝑚 ∶ (𝛼 × 𝛽)𝑐 ,  ⊧ 𝚃𝑛 ∶ 𝛼𝑎, and ̃𝑏 = 𝑐

𝑎

From the definition of term [𝚇]𝚃 in Definition 16, we have the following condition for the evaluation of the application term 𝚃.𝚄:

Proposition 4.  ⊧ 𝚃𝑛.[𝚄𝑛 ∶ 𝛼] ∶ 𝛽𝑐 iff there exist 𝑎 and 𝑏 such that  ⊧ [𝚇𝑢]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃,  ⊧ 𝚇𝚄 ∶ 𝛼𝑎, 𝑡ℎ𝑒𝑜𝑟
𝑠 ⊧ 𝚈𝚃 ∶ 𝛽𝑏 and 

𝑐 = 𝑎 ⋅ 𝑏.

Proof. By definition of the application term, we need to define the expected probability of the output 𝛽 to be produced by the 
process 𝚃 executed 𝑛 times under condition that 𝚇𝚄 produces 𝛼. By Observations 6 and 1 we have

1.  ⊧𝑡 [𝚇𝚄]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃;

2.  ⊧ 𝚇𝚄 ∶ 𝛼𝑎.

Let us consider the model 𝑡ℎ𝑒𝑜𝑟
𝑠 = (𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 ) such that 𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 = {𝑤𝑖 ∣ 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝚇𝚄 ∶ 𝛼}. If it is not a submodel of 
𝑡ℎ𝑒𝑜𝑟 ∈, then 𝑎 = 0 and thus the expected probability of 𝚃𝑛.[𝚄𝑛 ∶ 𝛼] ∶ 𝛽 is 0, i.e., 𝑐 = 𝑎 ⋅ 𝑏.

If 𝑡ℎ𝑒𝑜𝑟
𝑠 is a submodel of , then, by (1), we have that (3) 𝑡ℎ𝑒𝑜𝑟

𝑠 ⊧𝑡 𝚈𝚃 ∶ 𝛽𝑏, (4) 𝑒𝑚𝑝 ⊧𝑒 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛽𝑓 , where 𝑛 =∣
{𝑤′, ..., 𝑤′𝑛} ∣, and (5) 𝑏̃ = 𝑛 ⋅ 𝑏. Let the size of 𝑡ℎ𝑒𝑜𝑟 be 𝑖. Then, from (2) we have 𝑎 = 𝑚

𝑖
, where 𝑚 is the size of 𝑡ℎ𝑒𝑜𝑟

𝑠 . From 
(3) we have that 𝑏 = 𝑗

𝑚
, where 𝑗 is the number of worlds of 𝑡ℎ𝑒𝑜𝑟

𝑠 in which 𝚈𝚃 ∶ 𝛽 holds. The dependent probability of 𝚈𝚃 ∶ 𝛽 with 
respect to 𝚇𝚄 ∶ 𝛼 in 𝑡ℎ𝑒𝑜𝑟 is thus 𝑗

𝑖
= 𝑎 ⋅ 𝑏. To calculate the expected probability of 𝚃 producing 𝛽 with respect to (4), we just need 

to multiply the theoretical probability and the number 𝑛, that is 𝑐 = 𝑗

𝑖
⋅ 𝑛 = 𝑎 ⋅ 𝑏 ⋅ 𝑛 = 𝑎 ⋅ 𝑏. □

Definition 17 (Semantic consequence). A statement  ∈ , is a semantic consequence of Γ, denoted by Γ ⊧  , if  ⊧ Γ implies 
 ⊧  .

Now, we are able to provide a full formal model for Example 1.

Example 6. Consider a non-deterministic system as in Ex. 1. Consider its theoretical model 𝑡ℎ𝑒𝑜𝑟 as defined in Fig. 1 and an 
empirical model of its execution 𝑒𝑚𝑝 as defined in Fig. 3. Then,  = (𝑡ℎ𝑒𝑜𝑟, 𝑒𝑚𝑝). In this model we have:

• 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚡𝚝 ∶ 3 1
6

and 𝑒𝑚𝑝 ⊧ 𝚝{𝑤1 ,...,𝑤18} ∶ 3 3
18

.

Consider that, even for a trustworthy process, the theoretical probability of output 3 to obtain and its frequency may diverge up 
to a point. This is expressed by fixing for example a 95% confidence level for 𝜖(18) under the normal approximation to the binomial 
11

distribution, which results in the interval [−0.0055, 0.3388]. Clearly, 16 ∈ [−0.0055, 0.3388], and thus:
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•  ⊧ 𝑇 𝑟𝑢𝑠𝑡(𝚝{𝑤1 ,...,𝑤18} ∶ 3 3
18
).

As for the outputs “1” and “5” we have the following:

• 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚡𝚝 ∶ 5 1
6

and 𝑒𝑚𝑝 ⊧ 𝚝{𝑤1 ,...,𝑤18} ∶ 5 8
18

;

In this case 𝜖(18) = [0.2149, 0.6740]. Having 16 ∉ [0.2149, 0.6740] we conclude

•  ⊧ 𝑈𝑇 𝑟𝑢𝑠𝑡(𝚝{𝑤1 ,...,𝑤18} ∶ 5 8
18
).

• 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚡𝚝 ∶ 1 1
6

and 𝑒𝑚𝑝 ⊧ 𝚝{𝑤1 ,...,𝑤18} ∶ 1 1
18

;

In this case 𝜖(18) = [0.0502, 0.1614]. Having 16 ∉ [0.0502, 0.1614] we conclude

•  ⊧ 𝑈𝑇 𝑟𝑢𝑠𝑡(𝚝{𝑤1 ,...,𝑤18} ∶ 1 1
18
).

More complex situations involving trustworthiness can be also represented via joint models. Let us borrow an example from 
D’Asaro et al. [13, Ex. 13, p. 28].

Example 7. Suppose we are given a commercial, closed-source software to automatically shortlist CVs according to a set of criteria. 
To this aim, we consider the output of the classification algorithm to fall into one of the following four categories: (1) male, 
shortlisted, (2) male, not shortlisted, (3) female, short-listed, (4) female, not shortlisted. In accordance with the gender distribution 
in Italian population, the percentage of female population is 51.28%. This means that we may take a theoretical probability of a 
process defined on gender distribution to choose female as 0.52. Then, the software has shortlisted 10 candidates, among which 
there were 3 females. Now we construct a model for evaluating trustworthiness of this software. Let 𝑐 ∶ 𝑓𝑒𝑚𝑎𝑙𝑒 stand for “the 
software 𝑐 shortlisted a female candidate,” 𝑥 ∶ 𝑓𝑒𝑚𝑎𝑙𝑒 for “a process selects a female candidate,” and then 𝑥𝑐 ∶ 𝑓𝑒𝑚𝑎𝑙𝑒 stands for 
“the idealization of the software 𝑐 selects female candidate.”

• 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟) s. t. 𝑊 𝑡ℎ𝑒𝑜𝑟 = {𝑤1, ..., 𝑤50}, and there exists exactly 26 𝑤𝑖 s.t. 𝑤𝑖 ∈ 𝑣𝑡ℎ𝑒𝑜𝑟(𝑥𝑐 ∶ 𝑓𝑒𝑚𝑎𝑙𝑒);
• 𝑒𝑚𝑝 = (𝑊 𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝) s.t. 𝑊 𝑒𝑚𝑝 = {𝑤1, ..., 𝑤10}, and there exists exactly 3 𝑤𝑖 s.t. 𝑤𝑖 ∈ 𝑣𝑒𝑚𝑝(𝑐 ∶ 𝑓𝑒𝑚𝑎𝑙𝑒);
•  = (𝑡ℎ𝑒𝑜𝑟, 𝑒𝑚𝑝).

In this model, we have:

• 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑐 ∶ 𝑓𝑒𝑚𝑎𝑙𝑒0.52, that is the theoretical probability for selecting female candidate;

• 
𝑒𝑚𝑝
𝑒 ⊧ 𝑐{𝑤1 ,...,𝑤10} ∶ 𝑓𝑒𝑚𝑎𝑙𝑒0.3, that is the frequency of actually selected female candidates under 10 selected CVs.

Then, we fix a 95% confidence interval based on the number of samples and actual outputs “female”, that is [0.0667, 0.6525]. The 
theoretical probability 0, 52 falls under this interval, which indicates that the theoretical probability of selecting a female candidate 
matches the actual frequency over 10 samples. Thus, we have that the software 𝑐 selecting 3 females among 10 samples is trustworthy:

•  ⊧ Trust(𝑐{𝑤1 ,...,𝑤10} ∶ 𝑓𝑒𝑚𝑎𝑙𝑒0.3).

4. The proof theory of 

In this section we briefly present the core of the proof-theoretical system TPTND (Trustworthy Probabilistic Typed Natural Deduction) 
introduced in [13] which, as it will be shown in Sections 5 and 6, is characterized by our semantics. Language  from Definition 6

interpreted on models  includes the following kind of formulas:

(𝑆𝑋 ) 𝚇 ∶ 𝛼, which means that the idealized process 𝚇 has output 𝛼.

(𝑆𝑇 ) 𝚃 ∶ 𝛼, which means that the empirical process 𝚃 has output 𝛼.

(𝑆𝑋𝑝) 𝚇 ∶ 𝛼𝑎, which means that the theoretical probability of an idealized process 𝚇 to have an output 𝛼 is 𝑎.

(𝑆𝑇𝑓 ) 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 , which means that after 𝑛 executions 𝑤′, ...𝑤′𝑛 of a process 𝚃, output 𝛼 was produced with frequency 𝑓 .

(𝑆𝑇𝑒) 𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃, where 𝚇∕𝚃 stands for 𝚝, ⟨𝚃, 𝚄⟩, fst(𝚃), snd(𝚃), or [𝚇]𝚃, which means that a possibly combined process 𝚇∕𝚃𝑛 produces 
an output 𝛼 with the expected probability 𝑎̃ over 𝑛 executions.

(𝑆𝑇𝑟) Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ), which means that 𝚃 producing 𝛼 with a frequency 𝑓 over 𝑛 experiments 𝑤′, ..., 𝑤′𝑛 is trustworthy.

(𝑆𝑈𝑇 ) UTrust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ), which means that 𝚃 producing 𝛼 with a frequency 𝑓 over 𝑛 experiments 𝑤′, ..., 𝑤′𝑛 is untrustworthy.

The system TPTND contains four fragments:

• Distribution construction rules, which define contexts as lists of assumptions on the probability distributions of processes to 
12

have certain outputs (see Fig. 4).
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base
{} ∶∶ distribution

Γ ∶∶ distribution 𝑥 ∶ 𝛼𝑎 ∉ Γ,∀𝑎 ∈ [0,1]
∑

𝑥∶𝜌𝑝∈Γ
𝑝 ≤ 1

extendΓ, 𝑥 ∶ 𝛼𝑎 ∶∶ distribution

Γ ∶∶ distribution 𝑥 ∶ 𝛼 ∉ Γ
extend detΓ, 𝑥 ∶ 𝛼 ∶∶ distribution

𝛼 ∶∶ 𝑜𝑢𝑡𝑝𝑢𝑡 … 𝜔 ∶∶ 𝑜𝑢𝑡𝑝𝑢𝑡
unknown

{𝑥 ∶ 𝛼[0,1],… , 𝑥 ∶ 𝜔[0,1]} ∶∶ distribution

Fig. 4. Distribution construction.

identity1Γ, 𝑥 ∶ 𝛼 ⊢ 𝑥 ∶ 𝛼1

identity2Γ, 𝑥 ∶ 𝛼𝑎 ⊢ 𝑥 ∶ 𝛼𝑎

Γ ⊢ 𝑥 ∶ 𝛼𝑎
⊥Γ ⊢ 𝑥 ∶ ¬𝛼1−𝑎

Γ ⊢ 𝑥 ∶ 𝛼𝑎 Δ ⊢ 𝑦 ∶ 𝛽𝑏 Γ ⟂⟂Δ
I×

Γ,Δ ⊢ ⟨𝑥, 𝑦⟩ ∶ (𝛼 × 𝛽)𝑎⋅𝑏
Γ ⊢ 𝑥 ∶ (𝛼 × 𝛽)𝑐 Γ ⊢ fst(𝑥) ∶ 𝛼𝑎

E×𝐿Γ ⊢ snd(𝑥) ∶ 𝛽𝑐∕𝑎

Γ ⊢ 𝑥𝑛 ∶ (𝛼 × 𝛽)𝑐 Γ ⊢ snd(𝑥) ∶ 𝛽𝑏
E×𝑅Γ ⊢ fst(𝑥) ∶ 𝛼𝑐∕𝑏

Γ ⊢ 𝑥 ∶ 𝛼𝑎 Γ ⊢ 𝑥 ∶ 𝛽𝑏
I+

Γ ⊢ 𝑥 ∶ (𝛼 + 𝛽)𝑎+𝑏

Γ ⊢ 𝑥 ∶ (𝛼 + 𝛽)𝑎 Γ ⊢ 𝑥 ∶ 𝛼𝑎′
E+𝑅Γ ⊢ 𝑥 ∶ 𝛽𝑎−𝑎′

Γ ⊢ 𝑥 ∶ (𝛼 + 𝛽)𝑏 Γ ⊢ 𝑥 ∶ 𝛽𝑏′
E+𝐿Γ ⊢ 𝑥 ∶ 𝛼𝑏−𝑏′

Γ, 𝑥 ∶ 𝛼 ⊢ 𝑦 ∶ 𝛽𝑏
I→

Γ ⊢ [𝑥]𝑦 ∶ (𝛼 → 𝛽)𝑏
Γ ⊢ [𝑥]𝑦 ∶ (𝛼 → 𝛽)𝑏 ⊢ 𝑥 ∶ 𝛼𝑎

E→
Γ ⊢ 𝑦.(𝑥 ∶ 𝛼) ∶ 𝛽𝑎⋅𝑏

where we assume, for 𝐸+𝐿 , 𝐸+𝑅 , 𝐸×𝐿 , 𝐸×𝑅 , that 𝛼 ≠ 𝛽

Fig. 5. Rules for random variables.

• Rules for random variables, which define operations on the theoretical probability of random variables to produce outputs 
(see Fig. 5).5

• Sampling rules, which define operations on observed frequencies of processes to produce outputs and correlate them with their 
expected probabilities (see Fig. 6).

• Trust fragment, which defines a procedure for decision of whether a process is trustworthy (see Fig. 7).

The expressions of the form ‘𝑡𝑛 ∶ 𝛼𝑓 ’ in the rules of TPTND are actually expressions of the form ‘𝑡𝑤′,...,𝑤′𝑛 ∶ 𝛼𝑓 .’ We prefer to keep 
the original notation of [13], considering that the listing of tests (i.e., {𝑤′, ..., 𝑤′𝑛}) is not crucial for the calculus, but rather the 
number of these tests (i.e., 𝑛). For instance, the rule update (see Fig. 6) provides a clause for merging two series of tests: Γ ⊢ 𝑡𝑛 ∶ 𝛼𝑓

and Γ ⊢ 𝑡𝑚 ∶ 𝛼𝑓 ′ in the premise, indicating two distinct series of tests, include the case where the number of tests is equal (𝑚 = 𝑛), 
but the listings are distinct ({𝑤′, ..., 𝑤′𝑚} ≠ {𝑤′′, ..., 𝑤′′𝑛}).

Note that in TPTND the right-hand side of a formula is always defined by expressions of the form (𝑆𝑋𝑝), (𝑆𝑇𝑓 ), (𝑆𝑇𝑒), (𝑆𝑇𝑟), 
and (𝑆𝑈𝑇 ), i.e., expressions about theoretical probabilities, expected probabilities and frequencies. Expressions of the form (𝑆𝑋 ) and 
(𝑆𝑇 ) are matched in 𝑇𝑃𝑇𝑁𝐷 by formulas where 𝚇 ∶ 𝛼 and 𝚃 ∶ 𝛼 stand for 𝚇 ∶ 𝛼1 and 𝚃𝑛 ∶ 𝛼𝑛, respectively. This provides us with the 
rules from Fig. 8 and Fig. 9. We rename here the assignment of deterministic values to random variables and the single experiment 
rules from TPTND with respectively 1𝑥 and 1𝑡 annotations.

5 The side condition Γ ⟂⟂ Δ in the rule 𝐼× states the independence of the distributions of Γ and Δ, or, in other words, that for all formulas  ,  , such that  ∈ Γ
13

and  ∈Δ, it is not the case that Γ ⊢ and Δ ⊢  .
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expectation
𝑥𝑡 ∶ 𝛼𝑎 ⊢ 𝑡𝑛 ∶ 𝛼𝑎

Γ ⊢ 𝑡1 ∶ 𝛼1 … Γ ⊢ 𝑡𝑛 ∶ 𝛼𝑛

sampling
Γ ⊢ 𝑡𝑛 ∶ 𝛼𝑓

where 𝑓 = ∣{𝑖∣𝛼𝑖=𝛼}∣
𝑛

Γ ⊢ 𝑡𝑛 ∶ 𝛼𝑓 Γ ⊢ 𝑡𝑚 ∶ 𝛼𝑓 ′

update
Γ ⊢ 𝑡𝑛+𝑚 ∶ 𝛼𝑓 ⋅(𝑛∕(𝑛+𝑚))+𝑓 ′ ⋅(𝑚∕(𝑛+𝑚))

Γ ⊢ 𝑡𝑛 ∶ 𝛼𝑎̃ Γ ⊢ 𝑡𝑛 ∶ 𝛽𝑏̃
I+

Γ ⊢ 𝑡𝑛 ∶ (𝛼 + 𝛽)𝑎̃+𝑏̃

Γ ⊢ 𝑡𝑛 ∶ (𝛼 + 𝛽)𝑐 Γ ⊢ 𝑡𝑛 ∶ 𝛼𝑎̃
E+𝐿Γ ⊢ 𝑡𝑛 ∶ 𝛽𝑐−𝑎̃

Γ ⊢ 𝑡𝑛 ∶ (𝛼 + 𝛽)𝑐 Γ ⊢ 𝑡𝑛 ∶ 𝛽𝑏̃
E+𝑅Γ ⊢ 𝑡𝑛 ∶ 𝛽𝑐−𝑏̃

Γ ⊢ 𝑡𝑛 ∶ 𝛼𝑎̃ Δ ⊢ 𝑢𝑛 ∶ 𝛽𝑏̃ Γ⟂⟂Δ
I×

Γ,Δ ⊢ ⟨𝑡, 𝑢⟩𝑛 ∶ (𝛼 × 𝛽)𝑎⋅𝑏
Γ ⊢ 𝑡𝑛 ∶ (𝛼 × 𝛽)𝑐 Γ ⊢ fst(𝑡)𝑛 ∶ 𝛼𝑎̃

E×𝐿Γ ⊢ snd(𝑡)𝑛 ∶ 𝛽(̃ 𝑐

𝑎
)

Γ ⊢ 𝑡𝑛 ∶ (𝛼 × 𝛽)𝑐 Γ ⊢ snd(𝑡)𝑛 ∶ 𝛽𝑏̃
E×𝑅Γ ⊢ fst(𝑡)𝑛 ∶ 𝛼(̃ 𝑐

𝑏
)

Γ, 𝑥𝑡 ∶ 𝛼𝑎 ⊢ 𝑡𝑛 ∶ 𝛽𝑏̃
I→

Γ ⊢ [𝑥]𝑡𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃
Γ ⊢ [𝑥]𝑡𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃ 𝑦𝑢 ∶ 𝛼𝑎 ⊢ 𝑢𝑛 ∶ 𝛼𝑎̃

E→
Γ ⊢ 𝑡𝑛.[𝑢𝑛 ∶ 𝛼] ∶ 𝛽𝑎⋅𝑏

Fig. 6. Sampling rules.

Γ ⊢ 𝑥 ∶ 𝛼𝑎 Δ ⊢ 𝑢𝑛 ∶ 𝛼𝑓 ∣ 𝑎− 𝑓 ∣≤ 𝜖(𝑛)
IT

Γ,Δ ⊢ Trust(𝑢𝑛 ∶ 𝛼𝑓 )

Γ ⊢ Trust(𝑢𝑛 ∶ 𝛼𝑓 )
ET

Γ, 𝑥𝑢 ∶ 𝛼[𝑎−𝜖(𝑛),𝑎+𝜖(𝑛)] ⊢ 𝑢𝑛 ∶ 𝛼𝑓

Γ ⊢ 𝑥 ∶ 𝛼𝑎 Δ ⊢ 𝑢𝑛 ∶ 𝛼𝑓 ∣ 𝑎− 𝑓 ∣> 𝜖(𝑛)
IUT

Γ,Δ ⊢ UTrust(𝑢𝑛 ∶ 𝛼𝑓 )

Γ ⊢ UTrust(𝑢𝑛 ∶ 𝛼𝑓 )
EUT

Γ, 𝑥𝑢 ∶ 𝛼[0,1]−[𝑎−𝜖(𝑛),𝑎+𝜖(𝑛)] ⊢ 𝑢𝑛 ∶ 𝛼𝑓

Fig. 7. Trust fragment.

1x identity
𝑥 ∶ 𝛼 ⊢ 𝑥 ∶ 𝛼

Γ ⊢ 𝑥 ∶ 𝛼 Δ ⊢ 𝑦 ∶ 𝛽
1x I×

Γ,Δ ⊢ ⟨𝑥, 𝑦⟩ ∶ (𝛼 × 𝛽)

Γ ⊢ 𝑥 ∶ (𝛼 × 𝛽)
1x E×𝐿Γ ⊢ fst(𝑥) ∶ 𝛼

Γ ⊢ 𝑥 ∶ (𝛼 × 𝛽)
1x E×𝑅Γ ⊢ snd(𝑥) ∶ 𝛽

Γ ⊢ 𝑥 ∶ 𝛼
1x I+

Γ ⊢ 𝑥 ∶ (𝛼 + 𝛽)

Γ ⊢ 𝑥 ∶ (𝛼 + 𝛽) Γ ⊢ 𝑥 ∶ ¬𝛼
1x E+𝑅Γ ⊢ 𝑥 ∶ 𝛽

Γ ⊢ 𝑥 ∶ (𝛼 + 𝛽) Γ ⊢ 𝑥 ∶ ¬𝛽
1x E+𝐿Γ ⊢ 𝑥 ∶ 𝛼
14

Fig. 8. Deterministic rules for 𝚇 ∶ 𝛼.
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1t experiment
Γ, 𝑥𝑡 ∶ 𝛼𝑎 ⊢ 𝑡 ∶ 𝛼

Γ ⊢ 𝑡 ∶ 𝛼 Δ ⊢ 𝑢 ∶ 𝛽 Γ ⟂⟂Δ
1t I×

Γ,Δ ⊢ ⟨𝑡, 𝑢⟩ ∶ (𝛼 × 𝛽)

Γ ⊢ 𝑡 ∶ (𝛼 × 𝛽)
1t E×𝐿Γ ⊢ fst(𝑡) ∶ 𝛼

Γ ⊢ 𝑡 ∶ (𝛼 × 𝛽)
1t E×𝑅Γ ⊢ snd(𝑡) ∶ 𝛽

Γ, 𝑥𝑡 ∶ 𝛼𝑎, 𝑥𝑡 ∶ 𝛽𝑏 ⊢ 𝑡 ∶ 𝛼
1t I+

Γ ⊢ 𝑡 ∶ (𝛼 + 𝛽)

Γ ⊢ 𝑡 ∶ (𝛼 + 𝛽) Γ ⊢ 𝑡 ∶ ¬𝛼
1t E+𝑅Γ ⊢ 𝑡 ∶ 𝛽

Γ ⊢ 𝑡 ∶ (𝛼 + 𝛽) Γ ⊢ 𝑡 ∶ ¬𝛽
1t E+𝐿Γ ⊢ 𝑡 ∶ 𝛼

Γ, 𝑥 ∶ 𝛼𝑎 ⊢ 𝑡 ∶ 𝛽

Γ ⊢ [𝑥]𝑡 ∶ (𝛼 → 𝛽)𝑎

Γ ⊢ [𝑥]𝑡 ∶ (𝛼 → 𝛽)𝑎 ⊢ 𝑢 ∶ 𝛼

Γ ⊢ 𝑡.[𝑢 ∶ 𝛼] ∶ 𝛽

Fig. 9. Single-experiment rules.

5. Soundness

In this section we prove that TPTND is sound with respect to our semantics. We first show that the construction rules for the 
probability distribution are sound with respect to the properties of our models. Then for any formula  derived under such a 
probability distribution Γ, if  is derived either by a logical rule applied to an assignment of probability to a random variable, or 
applied to an assignment of frequency to a given number of processes, or finally obtained by a rule of the trust fragment, such a 
formula is valid in the joint model.

Theorem 1. The rules base, extend, extend det, and unknown (see Fig. 4) are sound with respect to  models.

Proof. The rule base, which introduces distributions, is semantically modeled by the fact that  contains 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟), 
where 𝑊 𝑡ℎ𝑒𝑜𝑟 is a non-empty set, see Definition 7.

The rule extend and extend det claim that any distribution can be extended with a random variable assigning a theoretical 
probability to outputs as long as this extension respects the standard additivity on probabilities. Semantically this fact is preserved 
by Observations 1 and 2, which claim that any expression 𝚇 ∶ 𝛼 has a probability attached and that this probability does not exceed 
1.

The rule unknown introduces unknown distributions, i.e., lists of random variables for which the full interval is given, which is 
assured by Observations 1 and 3, that is, any expression 𝚇 ∶ 𝛼 has a probability which is in the interval of [0, 1]. □

Now, let us show that TPTND is sound with respect to  models.

Theorem 2 (Soundness). If Γ ⊢  then Γ ⊧ , where  ∈.

Proof. Let Γ ⊢ and  ⊧ Γ. We prove the theorem by induction on the derivation of Γ ⊢  , that is, on structure of the term  .

1. If  is of a form 𝑥 ∶ 𝛼, then  can be obtained by one of the following rules:

• identity1. In this case  is of the form 𝑥 ∶ 𝛼1. From the assumption we have  ⊧ 𝑥 ∶ 𝛼, which means that 𝑥 ∶ 𝛼 is satisfied in 
each world of 𝑡ℎ𝑒𝑜𝑟. Thus, ∣𝑊 𝑡ℎ𝑒𝑜𝑟 ∣= 𝑛; 𝑛 =∣ {𝑤𝑖 ∈𝑊 𝑡ℎ𝑒𝑜𝑟 ∣𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝑥 ∶ 𝛼} ∣, 𝑛

𝑛
= 1, which means, by Definition 8, that 

𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ 𝛼1, and, by Definition 16, that  ⊧ 𝑥 ∶ 𝛼1.

• identity2.  is of a form 𝑥 ∶ 𝛼𝑎. By assumption we have  ⊧ 𝑥 ∶ 𝛼𝑎.

• ⟂. Then,  is of a form 𝑥 ∶ ¬𝛼1−𝑎. By our assumption and induction hypothesis, we have  ⊧ 𝑥 ∶ 𝛼𝑎, which means 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡

𝑥 ∶ 𝛼𝑎. Then, by Definition 8, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ ¬𝛼1−𝑎, which means, by Definition 16, that  ⊧ 𝑥 ∶ ¬𝛼1−𝑎.

• 𝐼+. In this case  is of the form 𝑥 ∶ (𝛼 + 𝛽)𝑎+𝑏. Similarly to the previous case, we have 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ 𝛼𝑎 and 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ 𝛽𝑏. 
Then, by Definition 8, 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝑥 ∶ (𝛼 + 𝛽)𝑎+𝑏, that is  ⊧ 𝑥 ∶ (𝛼 + 𝛽)𝑎+𝑏.

• 𝐸+𝑅. Thus,  is of the form 𝑥 ∶ 𝛽𝑎−𝑎′ . Similarly to the previous cases, we have (i) 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ (𝛼 + 𝛽)𝑎 and (ii) 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶
𝛼𝑎′ . By Definition 8, we have 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ 𝛽𝑎−𝑎′ .

• 𝐸+𝐿. This case is similar to the previous one.

2. If  is of the form ⟨𝑥, 𝑦⟩ ∶ (𝛼 × 𝛽)𝑎⋅𝑏, then it is obtained by the rule 𝐼×. By our assumption and induction hypothesis, we have 
𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ 𝛼𝑎 and 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝑦 ∶ 𝛽𝑏. The side condition in the rule Γ ⟂⟂Δ for the independence of the distributions corresponds 
to the condition on the model that 𝑥 ∶ 𝛼𝑎 can be valuated in 𝑡ℎ𝑒𝑜𝑟 without 𝑦 ∶ 𝛽𝑏, and vice versa 𝑦 ∶ 𝛽𝑏 can be valuated in 
15

𝑡ℎ𝑒𝑜𝑟 without 𝑥 ∶ 𝛼𝑎. By Definition 8, we have 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝑥, 𝑦⟩ ∶ (𝛼 × 𝛽)𝑎⋅𝑏, and thus  ⊧ ⟨𝑥, 𝑦⟩ ∶ (𝛼 × 𝛽)𝑎⋅𝑏.
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3. If  is of the form 𝑓𝑠𝑡(𝑥) ∶ 𝛼 𝑐
𝑏
, then it is obtained from the rule 𝐸×𝑅. By our assumption and induction hypothesis, we have 

𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ (𝛼 × 𝛽)𝑐 and 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑠𝑛𝑑(𝑥) ∶ 𝛽𝑏. By Definition 8, this means that 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ 𝛼 𝑐
𝑏
. By Proposition 1, we have 

𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑓𝑠𝑡(𝑥) ∶ 𝛼 𝑐
𝑏
, and thus  ⊧ 𝑓𝑠𝑡(𝑥) ∶ 𝛼 𝑐

𝑏
.

4. If  is of the form 𝑠𝑛𝑑(𝑥) ∶ 𝛽 𝑐
𝑏
, then it is obtained from the rule 𝐸×𝐿. The proof is similar to the case of 𝑓𝑠𝑡(𝑥).

5. If  is of the form [𝑥]𝑦 ∶ (𝛼 → 𝛽)𝑎, then it is obtained from the rule 𝐼 →. By our assumption and induction hypothesis, we 
have that if 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝑥 ∶ 𝛼, then 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝑦 ∶ 𝛽𝑎. Let us consider the submodel 𝑡ℎ𝑒𝑜𝑟

𝑠 of 𝑡ℎ𝑒𝑜𝑟 such that 𝑊 𝑡ℎ𝑒𝑜𝑟
𝑠 = {𝑤𝑖 ∣

𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧𝑡 𝑥 ∶ 𝛼}. It is clear that 𝑡ℎ𝑒𝑜𝑟
𝑠 ⊧ 𝑥 ∶ 𝛼, and thus 𝑡ℎ𝑒𝑜𝑟

𝑠 ⊧𝑡 𝑦 ∶ 𝛽𝑎, that is the definition of 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝑥]𝑦 ∶ (𝛼 → 𝛽)𝑏, 
thus  ⊧ [𝑥]𝑦 ∶ (𝛼 → 𝛽)𝑏.

6. If  is of the form 𝑦.(𝑥 ∶ 𝛼)𝛽𝑎⋅𝑏, then it is obtained from the rule 𝐸 →. By our assumption and induction hypothesis, this means 
that (1) 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝑥]𝑦(𝛼 → 𝛽)𝑏 and (2) 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥 ∶ 𝛼𝑎. From (1) we have that 𝑡ℎ𝑒𝑜𝑟

𝑠 ⊧ 𝑦 ∶ 𝛽𝑏, where 𝑡ℎ𝑒𝑜𝑟
𝑠 is a submodel of 

𝑡ℎ𝑒𝑜𝑟 s.t. 𝑊 𝑡ℎ𝑒𝑜𝑟
𝑠 = {𝑤𝑖 ∈𝑊 𝑡ℎ𝑒𝑜𝑟 ∣𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧ 𝑥 ∶ 𝛼}. Then, the probability of 𝑦 ∶ 𝛽 in the same worlds in which 𝑥 produces 𝛼

is a multiplication of the probability of 𝛼 and of (𝛼 → 𝛽), that is, 𝑎 ⋅ 𝑏. By Proposition 2, this means that 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑦.(𝑥 ∶ 𝛼)𝛽𝑎⋅𝑏, 
that is  ⊧ 𝑦.(𝑥 ∶ 𝛼)𝛽𝑎⋅𝑏.

7. If  is of the form 𝑡 ∶ 𝛼, then it can be obtained by one of the following rules:

(a) expectation. In this case  is of the form 𝑡𝑛 ∶ 𝛼𝑎. Let  ⊧ 𝑥𝑡 ∶ 𝛼𝑎. Then, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ 𝛼𝑎 s.t. 𝑡ℎ𝑒𝑜𝑟 ∈. For any 𝑡 ∶ 𝛼, 
we have 𝑒𝑚𝑝 ⊧𝑒 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 s.t. 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣ and 𝑒𝑚𝑝 ∈ . Then, the expected probability of 𝑡 ∶ 𝛼 after 𝑛
executions of the process 𝑡 is 𝑎 ⋅ 𝑛. Thus,  ⊧ 𝑡𝑛 ∶ 𝛼𝑎.

(b) sampling. In this case  is of the form 𝑡𝑛 ∶ 𝛼𝑓 , where 𝑓 = ∣{𝑖∣𝛼𝑖=𝛼}∣
𝑛

. By our assumption and induction hypothesis, if  ⊧
Γ, 𝑥𝑡 ∶ 𝛼𝑎 then  ⊧ 𝑡1 ∶ 𝛼1, … , if  ⊧ Γ, 𝑥𝑡 ∶ 𝛼𝑎 then  ⊧ 𝑡𝑛 ∶ 𝛼𝑛, and  ⊧ Γ, 𝑥𝑡 ∶ 𝛼𝑎. Having in mind that the notation 
𝑡1… 𝑡𝑛 indicates distinct launching of the process 𝑡, we have that there exists 𝑒𝑚𝑝

𝑛 = (𝑊 𝑒𝑚𝑝
𝑛 , 𝑣𝑒𝑚𝑝

𝑛 ) which is a submodel 
of 𝑒𝑚𝑝 s.t. ∣ 𝑊 𝑒𝑚𝑝

𝑛 ∣= 𝑛. Among these worlds, there must be 𝑓 = ∣{𝑤𝑖∣
𝑒𝑚𝑝
𝑛 ,𝑤𝑖⊧𝑒𝑡∶𝛼}∣

𝑛
, which is exactly 𝑓 = ∣{𝑖∣𝛼𝑖=𝛼}∣

𝑛
. Thus, 

𝑒𝑚𝑝 ⊧𝑒 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 , and then  ⊧ 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 .

(c) update. In this case  is of the form 𝑡𝑛+𝑚 ∶ 𝛼𝑓 ⋅(𝑛∕(𝑛+𝑚))+𝑓 ′⋅(𝑚∕(𝑛+𝑚)). As before we have  ⊧ 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 and  ⊧
𝑡{𝑤′′ ,...,𝑤′′𝑚} ∶ 𝛼𝑓 ′ , i.e., 𝑒𝑚𝑝 ⊧𝑒 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 , 𝑒𝑚𝑝 ⊧𝑒 𝑡{𝑤′′ ,...,𝑤′′𝑚} ∶ 𝛼𝑓 ′ , 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣, and 𝑚 =∣ {𝑤′′, ..., 𝑤′′𝑛} ∣. 
By Definitions 12 and 16, this means that there exist submodel 𝑒𝑚𝑝

𝑠 = (𝑊 𝑒𝑚𝑝
𝑠 , 𝑣𝑒𝑚𝑝

𝑠 ) s.t. ∣𝑊 𝑒𝑚𝑝
𝑠 ∣= 𝑛 and submodel 𝑒𝑚𝑝

𝑠′
=

(𝑊 𝑒𝑚𝑝

𝑠′
, 𝑣𝑒𝑚𝑝

𝑠′
) s.t. ∣𝑊 𝑒𝑚𝑝

𝑠′
∣= 𝑚. In the rule update, the premises are obtained in different branches, that is, they are distinct. 

This means that 𝑊 𝑒𝑚𝑝
𝑠 and 𝑊 𝑒𝑚𝑝

𝑠′
do not share any worlds. Consider 𝑒𝑚𝑝

𝑠+𝑠′
= (𝑊 𝑒𝑚𝑝

𝑠+𝑠′
, 𝑣𝑒𝑚𝑝

𝑠+𝑠′
), where 𝑊 𝑒𝑚𝑝

𝑠+𝑠′
= 𝑊

𝑒𝑚𝑝
𝑠 ∪𝑊

𝑒𝑚𝑝

𝑠′
, 

and 𝑣𝑒𝑚𝑝

𝑠+𝑠′
is 𝑣𝑒𝑚𝑝 restricted to the worlds of 𝑊 𝑒𝑚𝑝

𝑠+𝑠′
. The size of 𝑒𝑚𝑝

𝑠+𝑠′
is 𝑛 +𝑚, and, by standard math, the frequency of 𝑡 ∶ 𝛼

is 𝑓 ′′ = 𝑓 ⋅ (𝑛∕(𝑛 +𝑚)) + 𝑓 ′ ⋅ (𝑚∕(𝑛 +𝑚)), which means that 𝑒𝑚𝑝 ⊧ 𝑡{𝑤′ ,...,𝑤𝑛}∪{𝑤′′ ,...,𝑤′′𝑚} ∶ 𝛼𝑓 ⋅(𝑛∕(𝑛+𝑚))+𝑓 ′ ⋅(𝑚∕(𝑛+𝑚)).
(d) 𝐼+. In this case  is of the form 𝑡𝑛 ∶ (𝛼 + 𝛽)𝑎+𝑏̃. By our hypothesis, we have that if  ⊧ Γ then  ⊧ 𝑡𝑛 ∶ 𝛼𝑎, if  ⊧ Γ then 

 ⊧ 𝑡𝑛 ∶ 𝛽𝑏̃, and  ⊧ Γ. Thus, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ 𝛼𝑎 and 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ 𝑏, that is 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ (𝛼 + 𝛽)𝑎+𝑏. For any process we 
have 𝑒𝑚𝑝 ⊧𝑒 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ (𝛼 + 𝛽)𝑓 and 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣. Thus,  ⊧ 𝑡𝑛 ∶ (𝛼 + 𝛽)𝑐 , where 𝑐 = (𝑎 + 𝑏) ⋅ 𝑛 = 𝑎 ⋅ 𝑛 + 𝑏 ⋅ 𝑛 = 𝑎+ 𝑏̃.

(e) 𝐸+𝐿. In this case  is of the form 𝑡𝑛 ∶ 𝛽𝑐−𝑎. By our assumption, if  ⊧ Γ then  ⊧ 𝑡𝑛 ∶ (𝛼 + 𝛽)𝑐 , if  ⊧ 𝑡𝑛 ∶ 𝛼𝑎, and  ⊧ Γ. 
Thus, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ (𝛼 + 𝛽)𝑐 , 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ 𝛼𝑎, and 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ 𝛽𝑐−𝑎. We have 𝑒𝑚𝑝 ⊧𝑒 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛽𝑓 , 𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣
and thus  ⊧ 𝑡𝑛 ∶ 𝛽𝑏̃, where ̃𝑏 = (𝑐 − 𝑎) ⋅ 𝑛 = 𝑐 ⋅ 𝑛 − 𝑎 ⋅ 𝑛 = 𝑐 − 𝑎.

(f) 𝐸+𝑅. This case is similar to 𝐸+𝐿.

(g) 𝐼𝑇 . In this case  is of the form 𝑡𝑛 ∶ 𝛼𝑓 . By induction hypothesis, we have that if  ⊧ Γ then  ⊧ Trust(𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ), 
and  ⊧ Γ. Thus,  ⊧ Trust(𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ), and then by Definition 16,  ⊧ 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 .

(h) 𝐸𝑈𝑇 . This case is similar to the case 𝐼𝑇 .

8. If  is of the form ⟨𝑡, 𝑢⟩𝑛 ∶ (𝛼 × 𝛽)
𝑎⋅𝑏, then it is obtained from the rule I ×. By our hypothesis, we have if  ⊧ Γ then  ⊧ 𝑡𝑛 ∶ 𝛼𝑎, 

if  ⊧Δ then  ⊧ 𝑢𝑛 ∶ 𝛽𝑏̃,  ⊧ Γ, and  ⊧Δ. Thus, as in previous cases we have 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ 𝛼𝑎 and 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑢 ∶ 𝛽𝑏. Thus, 
𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 ⟨𝑥𝑡, 𝑥𝑢⟩ ∶ (𝛼 × 𝛽)𝑎⋅𝑏. Having  ⊧ ⟨𝑡, 𝑢⟩{𝑤,...,𝑤𝑛} ∶ (𝛼 × 𝛽)𝑓 (and thus ∣ {𝑤, ..., 𝑤𝑛} ∣= 𝑛), we have  ⊧ ⟨𝑡, 𝑢⟩𝑛 ∶ (𝛼 × 𝛽)𝑐 , 
where 𝑐 = 𝑛 ⋅ 𝑎 ⋅ 𝑏 = 𝑎 ⋅ 𝑏.

9. If  is of the form 𝑠𝑛𝑑(𝑡)𝑛 ∶ 𝛽
(̃ 𝑐
𝑎
)
then it is obtained from the rule E×𝐿. By our hypothesis, we have if  ⊧ Γ then  ⊧ 𝑡𝑛 ∶ (𝛼×𝛽)𝑐 , 

if  ⊧ Γ then  ⊧ 𝑓𝑠𝑡(𝑡)𝑛 ∶ 𝛼𝑎 and  ⊧ Γ. Then, we have 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ (𝛼 × 𝛽)𝑐 and 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑓𝑠𝑡(𝑥𝑡) ∶ 𝛼𝑎. Thus, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡

𝑠𝑛𝑑(𝑥𝑡) ∶ 𝛽 𝑐
𝑎
. Having 𝑒𝑚𝑝 ⊧𝑒 𝑠𝑛𝑑(𝑡){𝑤,...,𝑤𝑛} ∶ 𝛽𝑓 and 𝑛 =∣ {𝑤, ..., 𝑤𝑛} ∣, we obtain  ⊧ 𝑠𝑛𝑑(𝑡)𝑛 ∶ 𝛽𝑏̃, where ̃𝑏 = 𝑛 ⋅ 𝑐

𝑎
= (̃ 𝑐

𝑎
).

10. If  is of the form fst(𝑥) 𝑛
𝑚

then it is obtained from the rule E ×𝑅 . This case is similar to the previous one.

11. If  is of the form [𝑥]𝑡𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃, then it is obtained from the rule I →. By our hypothesis, if  ⊧ Γ and  ⊧ 𝑥𝑡 ∶ 𝛼𝑎

then  ⊧ 𝑡𝑛 ∶ 𝛽𝑏̃, and  ⊧ Γ. Then, 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 𝑥𝑡 ∶ 𝛽𝑏. Consider 𝑡ℎ𝑒𝑜𝑟
𝑠 = (𝑊 𝑡ℎ𝑒𝑜𝑟

𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟
𝑠 ) which is a submodel of 𝑡ℎ𝑒𝑜𝑟 s. t. 

𝑊 𝑡ℎ𝑒𝑜𝑟
𝑠 = {𝑤𝑖 ∣ 𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧ 𝑥𝑡 ∶ 𝛼}. In 𝑡ℎ𝑒𝑜𝑟

𝑠 we have 𝑡ℎ𝑒𝑜𝑟
𝑠 ⊧𝑡 𝑦𝑡 ∶ 𝛽[𝑎]𝑏, where [𝑎]𝑏 stands for the probability of 𝛽 in the 

worlds validating 𝑥𝑡 ∶ 𝛼, and thus 𝑡ℎ𝑒𝑜𝑟 ⊧𝑡 [𝑥𝑡]𝑦𝑡(𝛼 → 𝛽)[𝑎]𝑏. From  ⊧ 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛽𝑏 we know that the size of 𝑒𝑚𝑝 is 
sufficient for  ⊧ [𝑥]𝑡{𝑤′ ,...,𝑤′𝑛} ∶ (𝛼 → 𝛽)𝑓 for some 𝑓 , and thus  ⊧ [𝑥]𝑡𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃, where [𝑎]𝑏̃ stands for 𝑏 ⋅ 𝑛 under 
probability 𝑎 of 𝑥𝑡 ∶ 𝛼.

12. If  is of the form 𝑡𝑛.[𝑢𝑛 ∶ 𝛼] ∶ 𝛽
𝑎⋅𝑏, then it is obtained from the rule E →. By our hypothesis we have if  ⊧ Γ then  ⊧

[𝑥]𝑡𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃, if  ⊧ 𝑦𝑢 ∶ 𝛼𝑎 then  ⊧ 𝑢𝑛 ∶ 𝛼𝑎, and  ⊧ Γ. By having  ⊧ [𝑥]𝑡𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃, we have that for 𝑡ℎ𝑒𝑜𝑟
𝑠 =
16

(𝑊 𝑡ℎ𝑒𝑜𝑟
𝑠 , 𝑣𝑡ℎ𝑒𝑜𝑟

𝑠 ) that is a submodel of 𝑡ℎ𝑒𝑜𝑟 s.t. 𝑊 𝑡ℎ𝑒𝑜𝑟
𝑠 = {𝑤𝑖 ∣𝑡ℎ𝑒𝑜𝑟, 𝑤𝑖 ⊧ 𝑥 ∶ 𝛼}, 𝑡ℎ𝑒𝑜𝑟

𝑠 ⊧𝑡 𝑦𝑡 ∶ 𝛽𝑏, 𝑒𝑚𝑝 ⊧𝑒 𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛽𝑓 , 
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𝑛 =∣ {𝑤′, ..., 𝑤′𝑛} ∣, and 𝑏̃ = 𝑛 ⋅ 𝑏. Taking into account the size of 𝑡ℎ𝑒𝑜𝑟
𝑠 and 𝑡ℎ𝑒𝑜𝑟, the expected frequency of 𝑡[𝑢 ∶ 𝛼]𝛽 after 𝑛

executions is 𝑐 = 𝑎 ⋅ 𝑏, and thus  ⊧ 𝑡𝑛[𝑢𝑛 ∶ 𝛼𝑎] ∶ 𝛽𝑐 , where 𝑐 = 𝑎 ⋅ 𝑏.

13. If  is of the form Trust(𝑡𝑛 ∶ 𝛼𝑓 ), then it is obtained from the rule IT. By our hypothesis we have if  ⊧ Γ then  ⊧ 𝑥 ∶ 𝛼𝑎; if 
 ⊧Δ then  ⊧ 𝑢{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 , ∣ 𝑎 − 𝑓 ∣≤ 𝜖(𝑛); and  ⊧ Γ,  ⊧Δ. Thus we have 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝑥 ∶ 𝛼𝑎, 𝑒𝑚𝑝 ⊧ 𝑢{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 , and 
∣ 𝑎 − 𝑓 ∣≤ 𝜖(𝑛), that is  ⊧ Trust(𝑡{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ).

14. If  is of the form UTrust(𝑡𝑛 ∶ 𝛼𝑓 ), then it is obtained from the rule IUT. This case is similar to the previous one. □

6. Completeness

We prove completeness of TPTND by constructing a canonical model. The peculiar feature of this model is that first we define 
distinct theories for each kind of formula, and then we take their union. The completeness is proved in a standard way with respect 
to this union. We start by defining the notion of maximal consistent prime TPTND-theory with respect to expressions 𝑆𝑋 and 𝑆𝑇 , 
denoting respectively a formula containing a theoretical variable and a formula containing a process. The notion of a TPTND-theory

 can be defined in a standard way as a non-trivial set of 𝑇𝑃𝑇𝑁𝐷 formulas, closed under the derivability relation defined by its 
rules.

(𝑆𝑋 ) A theory is (𝑆𝑋 )-prime, if it satisfies the following property: if 𝚇 ∶ (𝛼 + 𝛽) ∈  , then 𝚇 ∶ 𝛼 ∈  or 𝚇 ∶ 𝛽 ∈  . A theory is (𝑆𝑋 )-

consistent if for no formula 𝚇 ∶ 𝛼, both 𝚇 ∶ 𝛼 and 𝚇 ∶ ¬𝛼 ∈  . A theory is (𝑆𝑋 )-maximal if for all 𝚇 ∶ 𝛼, either 𝚇 ∶ 𝛼 ∈  , or 
𝚇 ∶ ¬𝛼 ∈  .

(𝑆𝑇 ) A theory is (𝑆𝑇 )-prime, if it satisfies the following property: if 𝚃 ∶ (𝛼 + 𝛽) ∈  , then 𝚃 ∶ 𝛼 ∈  or 𝚃 ∶ 𝛽 ∈  . A theory is (𝑆𝑇 )-

consistent if for no formula 𝚃 ∶ 𝛼, both 𝚃 ∶ 𝛼 and 𝚇 ∶ ¬𝛼 ∈  . A theory is (𝑆𝑇 )-maximal if for all 𝚃 ∶ 𝛼, either 𝚃 ∶ 𝛼 ∈  , or 
𝚃 ∶ ¬𝛼 ∈  .

Proposition 5. Let  be a TPTND-theory with respect to (𝑆𝑋). Then, ⟨𝚇𝑥, 𝚇𝑦⟩ ∶ (𝛼 × 𝛽) ∈  iff 𝚇𝑥 ∶ 𝛼 ∈  and 𝚇𝑦 ∶ 𝛽 ∈  .

Proof. Let ⟨𝚇𝑥, 𝚇𝑦⟩ ∶ (𝛼×𝛽) ∈  . By rule 1x E×𝐿 from Fig. 8, we have fst(⟨𝚇𝑥, 𝚇𝑦⟩) ∶ 𝛼 ∈  , and thus 𝚇𝑥 ∶ 𝛼 ∈  . Similarly, 𝚇𝑦 ∶ 𝛽 ∈  .

Let 𝚇𝑥 ∶ 𝛼 ∈  and 𝚇𝑦 ∶ 𝛽 ∈  . Then, by introduction of × (1x I× rule), ⟨𝚇𝑥, 𝚇𝑦⟩ ∶ (𝛼 × 𝛽) ∈  . □

Proposition 6. Let  be a TPTND-theory with respect to (𝑆𝑇 ). Then, ⟨𝚃, 𝚄⟩ ∶ (𝛼 × 𝛽) ∈  iff 𝚃 ∶ 𝛼 ∈  and 𝚄 ∶ 𝛽 ∈  .

The proof is similar to the proof of Proposition 5, and thus is omitted.

The canonical model for TPTND is defined as follows.

Definition 18 (Canonical model). The canonical model 𝐶 for TPTND is the tuple (𝑊 𝐶
𝑡 , 𝑊 𝐶

𝑒 , 𝑣𝐶
𝑡 , 𝑣𝐶

𝑒 ), where:

• 𝑊 𝐶
𝑡 = {𝑤|𝑤 is a maximal consistent prime theory with respect to (𝑆𝑋 )};

• 𝑊 𝐶
𝑒 = {𝑤|𝑤 is a maximal consistent prime theory with respect to (𝑆𝑇 )};

• 𝑣𝐶
𝑡 (𝑥 ∶ 𝛼) = {𝑤 ∈𝑊 𝐶

𝑡 |𝑥 ∶ 𝛼 ∈𝑤} for all 𝑥 ∶ 𝛼 ∈;

• 𝑣𝐶
𝑒 (𝑡 ∶ 𝛼) = {𝑤 ∈𝑊 𝐶

𝑒 |𝑡 ∶ 𝛼 ∈𝑤} for all 𝑡 ∶ 𝛼 ∈.

In what follows, it is useful to consider the following theories closed under ⊢ of TPTND, defined for the canonical model.

•  1 = {𝚇 ∶ 𝛼|𝚇 ∶ 𝛼 ∈𝑤 for all 𝑤 ∈𝑊 𝐶
𝑡 };

•  2 = {𝚃 ∶ 𝛼|𝚃 ∶ 𝛼 ∈𝑤 for all 𝑤 ∈𝑊 𝐶
𝑒 };

• given a set of all theories {1, ..., 𝑛} ∈𝑊 𝐶
𝑡 ,  3 = {𝚇 ∶ 𝛼𝑎 ∣ 𝑏 =∣ {𝑖 ∣ 𝚇 ∶ 𝛼 ∈ 𝑖} ∣, and 𝑎 = 𝑏

𝑛
};

• given a set of theories {1, ..., 𝑛} ∈𝑊 𝐶
𝑒 ,  4 = {𝚃𝑛 ∶ 𝛼𝑓 |𝑓 = ∣{𝑖∣𝚃∶𝛼∈𝑖}∣

𝑛
};

•  5 = {𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃|𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, and 𝑎̃ = 𝑎 ⋅ 𝑛};

•  6 = {Trust(𝚃𝑛 ∶ 𝛼𝑓 )|𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, and |𝑎 − 𝑓 | ≤ 𝜖(𝑛)};

•  7 = {UTrust(𝚃𝑛 ∶ 𝛼𝑓 ) ∣ 𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, and |𝑎 − 𝑓 | > 𝜖(𝑛)};

•  ∗ =
⋃
( 1,  2,  3,  4,  5,  6,  7).

The following lemma is a preliminary result for proving the truth lemma. The general idea is to consider each type of expres-

sion (𝑆𝑋 ), (𝑆𝑇 ), (𝑆𝑋𝑝), (𝑆𝑇𝑓 ), (𝑆𝑇𝑒), (𝑆𝑇𝑟), (𝑆𝑈𝑇 ) in terms of belonging to a particular TPTND-theory. Once each expression is 
associated with a particular TPTND-theory, we generalize the result in the truth lemma, and provide the extension lemma, which 
guarantees the proof of completeness.
17

Lemma 1 (Preliminary truth lemma). For all well-formed formulas of  and all 𝑤 ∈𝑊 𝐶
𝑡 , 𝑊 𝐶

𝑒 :
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𝐶 ,𝑤 ⊧ 𝚇 ∶ 𝛼 iff 𝚇 ∶ 𝛼 ∈𝑤, s.t. 𝑤 ∈𝑊 𝐶
𝑡 ;

𝐶 ,𝑤 ⊧ 𝚃 ∶ 𝛼 iff 𝚃 ∶ 𝛼 ∈𝑤, s.t. 𝑤 ∈𝑊 𝐶
𝑒 ;

𝐶 ⊧ 𝚇 ∶ 𝛼𝑎 iff 𝚇 ∶ 𝛼𝑎 ∈  3;
𝐶 ⊧ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 iff 𝚃𝑛 ∶ 𝛼𝑓 ∈  4;
𝐶 ⊧ 𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃ iff 𝚇∕𝚃 ∶ 𝛼𝑎̃ ∈  5;

𝐶 ⊧ Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) iff Trust(𝚃𝑛 ∶ 𝛼𝑓 ) ∈  6;
𝐶 ⊧ UTrust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) iff UTrust(𝚃𝑛 ∶ 𝛼𝑓 ) ∈  7.

Proof. The proof is by induction on the length of a formula.

Base case. For the case of 𝑥 ∶ 𝛼. By definition of 𝑣𝐶
𝑡 , 𝑥 ∶ 𝛼 ∈𝑤 s.t. 𝑤 ∈𝑊 𝐶

𝑡 iff 𝑤 ∈ 𝑣𝐶
𝑡 (𝑥 ∶ 𝛼), which is by semantics equivalent 

to 𝐶 , 𝑤 ⊧ 𝑥 ∶ 𝛼.

For the case of 𝑡 ∶ 𝛼. By definition of 𝑣𝐶
𝑒 , 𝑡 ∶ 𝛼 ∈𝑤, s.t. 𝑤 ∈𝑊 𝐶

𝑒 iff 𝑤 ∈ 𝑣𝐶
𝑒 (𝑡 ∶ 𝛼), which is equivalent to 𝐶 , 𝑤 ⊧ 𝑡 ∶ 𝛼.

Induction step.

In case of 𝚇 ∶ 𝛼𝑎, let 𝚇 ∶ 𝛼𝑎 ∈  3, that is 𝚇 ∶ 𝛼𝑎 ∈ {𝚇 ∶ 𝛼𝑎 ∣ 𝑏 =∣ {𝑤𝑖 ∣ 𝚇 ∶ 𝛼 ∈ 𝑤𝑖} ∣, and 𝑎 = 𝑏

𝑛
}, provided with a set of all theories 

{𝑤1, ..., 𝑤𝑛} ∈𝑊 𝐶
𝑡 . This means that ∣𝑊 𝐶

𝑡 ∣= 𝑛, 𝑏 =∣ {𝑤𝑖 ∣ 𝚇 ∶ 𝛼 ∈𝑤𝑖} ∣, and 𝑎 = 𝑏

𝑛
, which is equivalent to 𝐶 ⊧ 𝚇 ∶ 𝛼𝑎.

Let 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, that is 𝚃𝑛 ∶ 𝛼𝑓 ∈ {𝚃𝑛 ∶ 𝛼𝑓 |𝑓 = ∣{𝑤𝑖∣𝚃∶𝛼∈𝑤𝑖}∣
𝑛

}, provided with a set of theories {1, ..., 𝑛} ∈ 𝑊 𝐶
𝑒 . This means 

that for a 𝑊 ′𝐶
𝑒 ⊆ 𝑊 𝐶

𝑒 , it is of a size 𝑛, and 𝑓 = ∣{𝑤𝑖∣𝚃∶𝛼∈𝑤𝑖}∣
𝑛

s.t. 𝑤𝑖 ∈ 𝑊 ′𝐶
𝑒 . This is equivalent to 𝐶 ⊧ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 s.t. 𝑛 =∣

{𝑤′, ..., 𝑤′𝑛} ∣ for some 𝑤′, ..., 𝑤′𝑛.

Let 𝚃𝑛 ∶ 𝛼𝑎̃ ∈  5, that is 𝚃𝑛 ∶ 𝛼𝑎̃ ∈ {𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃|𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, and 𝑎̃= 𝑎 ⋅𝑛}. This means that 𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, 
and 𝑎̃ = 𝑎 ⋅ 𝑛. By semantics and previous cases we have 𝐶 ⊧ 𝚇𝚃 ∶ 𝛼𝑎, 𝐶 ⊧ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 where ∣ {𝑤′, ..., 𝑤′𝑛} ∣= 𝑛, and thus 
𝐶 ⊧ 𝚃𝑛 ∶ 𝛼𝑎̃.

Let 𝚇 ∶ (𝛼 + 𝛽) ∈ 𝑤 s.t. 𝑤 ∈𝑊 𝐶
𝑡 . By the fact that 𝑤 is a prime theory, this is equivalent to 𝚇 ∶ 𝛼 ∈ 𝑤 or 𝚇 ∶ 𝛽 ∈ 𝑤. By induction 

hypothesis, this means that 𝐶 , 𝑤 ⊧ 𝚇 ∶ 𝛼 or 𝐶 , 𝑤 ⊧ 𝚇 ∶ 𝛽, which by semantics is equivalent to , 𝑤 ⊧ 𝚇 ∶ (𝛼 + 𝛽).
Let ⟨𝚇𝑥, 𝚇𝑦⟩ ∶ (𝛼 × 𝛽) ∈ 𝑤 s.t. 𝑤 ∈ 𝑊 𝐶

𝑡 . Then, by Proposition 5, 𝚇𝑥 ∶ 𝛼 ∈ 𝑤 and 𝚇𝑦 ∶ 𝛽 ∈ 𝑤. By induction hypothesis, this means 
that 𝐶 , 𝑤 ⊧ 𝚇𝑥 ∶ 𝛼 and 𝐶 , 𝑤 ⊧ 𝚇𝑦 ∶ 𝛽. Thus, by semantics, 𝐶 ⊧ ⟨𝚇𝑥, 𝚇𝑦⟩ ∶ (𝛼 × 𝛽).

Let 𝚇 ∶ ¬𝛼𝑎 ∈  3. This means that 𝑏 =∣ {𝑤𝑖 ∣ 𝚇 ∶ ¬𝛼 ∈ 𝑤𝑖} ∣0≤𝑖≤𝑛, where {𝑤1, ..., 𝑤𝑛} is the set of all theories in 𝑊 𝐶
𝑡 , and 𝑎 = 𝑏

𝑛
. 

Having in mind that 𝑤1, ..., 𝑤𝑛 are maximal consistent theories, this means that the number of 𝑤𝑗 , s.t. 𝚇 ∶ 𝛼 ∈ 𝑤𝑗 is 𝑛 − 𝑏. This 
means that  ∶ 𝛼 𝑛−𝑏

𝑛

∈  3, and thus, by having 𝑎 = 𝑏

𝑛
, 𝚇 ∶ 𝛼1−𝑎 ∈  3. By induction hypothesis this means that 𝐶 ⊧ 𝚇 ∶ 𝛼1−𝑎, that is 

𝐶 ⊧ 𝚇 ∶ ¬𝛼𝑎.

Let ⟨𝚇𝚡, 𝚇𝑦⟩ ∶ (𝛼 × 𝛽)𝑎 ∈  3. This means that 𝑏 =∣ {𝑤𝑖 ∣ ⟨𝚇𝚡, 𝚇𝑦⟩ ∶ (𝛼 × 𝛽) ∈ 𝑤𝑖} ∣0≤𝑖≤𝑛, where {𝑤1, ..., 𝑤𝑛} is the set of all theories 
in 𝑊 𝐶

𝑡 , and 𝑎 = 𝑏

𝑛
. By Proposition 5, we have that 𝚇𝑥 ∶ 𝛼 ∈𝑤𝑖 and 𝚇𝑦 ∶ 𝛼 ∈𝑤𝑖 for all 𝑤𝑖 s. t. ⟨𝚇𝚡, 𝚇𝑦⟩ ∶ (𝛼 × 𝛽) ∈𝑤𝑖 and the number 

of all 𝑤𝑖 is 𝑏. By extend rule, we have that 𝚇𝑥 ∶ 𝛼𝑐∕𝑛 ∈  3 and 𝚇𝑦 ∶ 𝛽𝑑∕𝑛 ∈  3, and thus the number of all 𝑤𝑗 s.t. 𝚇𝑥 ∶ 𝛼 ∈ 𝑤𝑗 is 𝑐, 
and the number of all worlds 𝑤𝑘 s.t. 𝚇𝑦 ∶ 𝛽 ∈ 𝑤𝑘 is 𝑑. Having in mind that all 𝑤 worlds are maximal consistent theories, we can 
apply standard probabilistic theory and calculate the number of worlds 𝑤𝑖 in which both 𝚇𝑥 ∶ 𝛼 and 𝚇𝑦 ∶ 𝛼 hold, that is 𝑎 = 𝑐

𝑛
⋅ 𝑑

𝑛
. By 

induction hypothesis, we have 𝐶 ⊧ 𝚇𝑥 ∶ 𝛼 𝑐
𝑛

and 𝐶 ⊧ 𝚇𝑦 ∶ 𝛽 𝑑
𝑛

. By semantics this means that 𝐶 ⊧ ⟨𝚇𝑥, 𝚇𝑦⟩(𝛼 × 𝛽)𝑎.

Let [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽)𝑎 ∈  3. This means that 𝑏 =∣ {𝑤𝑖 ∣ [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽) ∈ 𝑤𝑖} ∣0≤𝑖≤𝑛, where {𝑤1, ..., 𝑤𝑛} is the set of all theories 
in 𝑊 𝐶

𝑡 , and 𝑎 = 𝑏

𝑛
. By the extend rule, we have 𝚇𝑥 ∶ 𝛼 𝑐

𝑛
∈  3, which means that 𝑐 =∣ {𝑤𝑗 ∣ 𝚇𝑥 ∶ 𝛼 ∈ 𝑤𝑗} ∣0≤𝑖≤𝑛. The theories 𝑤𝑗

constitute a theory  3′ ⊆  3 also closed under TPTND principles, s.t. 𝚇𝑥 ∶ 𝛼1 ∈  3′ . We also have [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽)𝑑 ∈  3′ , and thus, 
by 𝐸 →, we have 𝚇𝑦.(𝚇𝑥 ∶ 𝛼) ∶ 𝛽𝑑 ∈  3′ . We show that 𝑑 = 𝑎. Assume that it is not. The statement 𝚇𝑦.(𝚇𝑥 ∶ 𝛼) ∶ 𝛽𝑑 ∈  3′ means that 
we have 𝚇𝑥 ∶ 𝛼 ⊢ 𝚇𝑦.(𝚇𝑥 ∶ 𝛼) ∶ 𝛽𝑑 in  3. From 𝐼 → we have thus [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽)𝑑 ∈  3. However, if 𝑑 ≠ 𝑎, this means that for some 
𝑤𝑘 ∈𝑊 𝐶

𝑡 , [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽)𝑑 ∈𝑤𝑘 and [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽) ∉𝑤𝑘. Thus, 𝑑 = 𝑎. By induction hypothesis, we obtain that for all 𝑤𝑗 ∈𝐶∗

which is a submodel of 𝐶 , s.t. 𝐶 , 𝑤𝑗 ⊧ 𝚇 ∶ 𝛼, we have 𝐶∗ ⊧ 𝚇𝑦 ∶ 𝛽𝑎. Then, 𝑐 ⊧ [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽)𝑎.

The cases of 𝚃 ∶ (𝛼 + 𝛽) and 𝚃 ∶ (𝛼 × 𝛽) are similar to 𝚇 ∶ (𝛼 + 𝛽) and 𝚇 ∶ (𝛼 × 𝛽), respectively.

Let 𝚃 ∶ ¬𝛼 ∈ 𝑤, s.t. 𝑤 ∈ 𝑊 𝐶
𝑒 . Due to the fact that 𝑤 is consistent with respect to (𝑆𝑇 ), this means that 𝚃 ∶ 𝛼 ∉ 𝑤. By induction 

hypothesis, we have 𝐶 , 𝑤 ⊭ 𝚃 ∶ 𝛼.

Let [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃ ∈  5, i.e., [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃ ∈ {𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃|𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, and 𝑎̃ = 𝑎 ⋅ 𝑛}. This means that 
[𝚇]𝚇𝑦𝚃 ∶ (𝛼 → 𝛽)[𝑎]𝑏 ∈  3. From the case of [𝚇𝑥]𝚇𝑦 ∶ (𝛼 → 𝛽)𝑎 ∈  3 we have thus that for all 𝑤 ∈𝐶∗ which is a submodel of 𝐶

s.t. 𝐶 , 𝑤 ⊧ 𝚇 ∶ 𝛼, we have 𝐶∗ ⊧ 𝚇𝑦𝚃 ∶ 𝛽[𝑎]𝑏. By semantics, 𝐶∗ ⊧ [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃. This proves the right-to-left part. For the 
left-to-right, assume that 𝐶∗ ⊧ [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃, as shown before, this means that [𝚇]𝚇𝑦𝚃 ∶ (𝛼 → 𝛽)[𝑎]𝑏 ∈  3. Then, we observe 
that 𝚃𝑛 ∶ (𝛼 → 𝛽)𝑓 ∈  4 (which is true because for any 𝚃 ∶ 𝛼, there is some 𝑓 s.t. 𝚃𝑛 ∶ 𝛼𝑓 ∈  4) and [𝑎]𝑏̃ = [𝑎](𝑏 ⋅ 𝑛) (which is also 
true, because of the definition of expected frequency, provided with the theoretical probability, [𝑎]𝑏, and the number of tests, 𝑛). 
Thus, [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃ ∈ {𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃|𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, and 𝑎̃ = 𝑎 ⋅ 𝑛}, i.e., [𝚇]𝚃𝑛 ∶ (𝛼 → 𝛽)[𝑎]𝑏̃ ∈  5.

Let Trust(𝚃𝑛 ∶ 𝛼𝑓 ) ∈  6, i.e., Trust(𝚃𝑛 ∶ 𝛼𝑓 ) ∈ {Trust(𝚃𝑛 ∶ 𝛼𝑓 ) ∣ 𝚇𝚃 ∶ 𝛼𝑎 ∈  3, 𝚃𝑛 ∶ 𝛼𝑓 ∈  4, and |𝑎 −𝑓 | ≤ 𝜖(𝑛)}. By induction hypoth-

esis and the definition of , this means that 𝑡ℎ𝑒𝑜𝑟 ⊧ 𝚇𝚃 ∶ 𝛼𝑎, 𝑒𝑚𝑝 ⊧ 𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 where ∣ {𝑤′, ..., 𝑤′𝑛} ∣= 𝑛, and |𝑎 − 𝑓 | ≤ 𝜖(𝑛). 
Thus, 𝐶 ⊧ Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ).
18

The case of UTrust(𝚃𝑛 ∶ 𝛼𝑓 ) ∈  8 is similar to the previous one. □
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Lemma 2 (Truth lemma). For all well-formed formulas  of :

𝐶 ⊧ iff  ∈  ∗.

Proof. First, we show that 𝐶 ⊧ 𝚇 ∶ 𝛼 iff 𝚇 ∶ 𝛼 ∈  1. From Lemma 1, we have 𝐶 , 𝑤 ⊧ 𝚇 ∶ 𝛼 iff 𝚇 ∶ 𝛼 ∈𝑤, s. t. 𝑤 ∈𝑊 𝐶
𝑡 . 𝐶 ⊧ 𝚇 ∶ 𝛼

iff 𝐶 , 𝑤 ⊧ 𝚇 ∶ 𝛼 for all 𝑤 ∈𝑊 𝐶
𝑡 . Thus, 𝚇 ∶ 𝛼 ∈ {𝚇 ∶ 𝛼 ∣ 𝚇 ∶ 𝛼 ∈𝑤 for all 𝑤 ∈𝑊 𝐶

𝑡 }, i.e., 𝚇 ∶ 𝛼 ∈  1. Similarly, it is easy to show that 
𝐶 ⊧ 𝚃 ∶ 𝛼 iff 𝚃 ∶ 𝛼 ∈  2.

Secondly, we prove the lemma statement. Let 𝐶 ⊧  . By previous considerations and Lemma 1, this means that  ∈  1, or 
 ∈  2, or  ∈  3, or  ∈  4, or  ∈  5, or  ∈  6, or  ∈  7, i.e.,  ∈  ∗. □

Now we show that 𝑣𝐶
𝑡 and 𝑣𝐶

𝑒 satisfy the properties of 𝑣𝑡ℎ𝑒𝑜𝑟 and 𝑣𝑒𝑚𝑝 as in Definitions 7 and 11, namely:

• {𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 𝛼)} ∩ {𝑣𝑡ℎ𝑒𝑜𝑟(𝚡 ∶ 𝛽)} = ∅, whenever 𝛼 ≠ 𝛽;

• for all 𝑤 there exists 𝑣𝑡ℎ𝑒𝑜𝑟 such that 𝑤 ∈ 𝑣𝑡ℎ𝑒𝑜𝑟(𝐸𝑆𝑡).

Lemma 3. For all 𝑣𝐶
𝑡 , for all 𝑣𝐶

𝑒

(1) 𝑣𝐶
𝑡 (𝑥 ∶ 𝛼) ∩ 𝑣𝐶

𝑡 (𝑥 ∶ 𝛽) = ∅, whenever 𝛼 ≠ 𝛽;

(2) 𝑣𝐶
𝑒 (𝑡 ∶ 𝛼) ∩ 𝑣𝐶

𝑒 (𝑡 ∶ 𝛽) = ∅, whenever 𝛼 ≠ 𝛽;

(3) for all 𝑤 there exists 𝑣𝐶
𝑡 such that 𝑤 ∈ 𝑣𝐶

𝑡 (𝑥 ∶ 𝛼).
(4) for all 𝑤 there exists 𝑣𝐶

𝑒 such that 𝑤 ∈ 𝑣𝐶
𝑒 (𝑡 ∶ 𝛼).

Proof. First we prove (1) and (2). Let 𝑣𝐶
𝑡 (𝑥 ∶ 𝛼) ∩ 𝑣𝐶

𝑡 (𝑥 ∶ 𝛽) ≠ ∅, i.e., there exists a theory 𝑤 such that 𝑥 ∶ 𝛼 ∈ 𝑤 and 𝑥 ∶ 𝛽 ∈ 𝑤. 
Taking into account that 𝑤 is a TPTND-theory, 𝑥 ∶ 𝛼 ∈𝑤 is the case only if 𝑥 ∶ (𝛼 + 𝛽) ∈𝑤 and 𝑥 ∶ ¬𝛽 ∈𝑤, for any 𝛽 (rules 1𝚡E+𝐿

or 1𝚡E+𝑅, Fig. 8). However, 𝑤 is (𝑆𝑥)-consistent, thus 𝑥 ∶ 𝛽 ∉𝑤. The case (2) can be proven similarly, using the rule 1𝚝E+𝐿.

For the case (3), let 𝑤 be a theory such that for all 𝑥 ∶ 𝛼, 𝑤 ∉ 𝑣𝐶
𝑡 (𝑥 ∶ 𝛼). One can construct a TPTND-theory  + = {𝑋 ∶ 𝛼𝑎 ∣ if 

𝑋 ∶ 𝛼 ∈𝑤, then 𝑎 = 1; if 𝑋 ∶ 𝛼 ∉𝑤, then 𝑎 = 0}. Then, 𝑥 ∶ 𝛼0 ∈  +, which can be obtained only by rules 𝐸+𝑅 or 𝐸+𝐿 (see Fig. 5). 
By our assumption and primeness of 𝑤, we have 𝑥 ∶ (𝛼 + 𝛽) ∉ 𝑤, which means that 𝑥 ∶ (𝛼 + 𝛽)0 ∈  +. Thus, in accordance with 
rules 𝐸+𝐿 and 𝐸+𝑅, 𝑥 ∶ ¬𝛽0 ∈  +. By construction of  + this means that 𝑥 ∶ ¬𝛽 ∉𝑤, that is, by maximality of 𝑤, 𝑥 ∶ 𝛽 ∈𝑤, which 
contradicts our assumption. The case (4) can be proven similarly, by using sampling rules (see Fig. 6). □

Lemma 4 (Extension lemma). Let  and  be formulae of TPTND s.t.  ⊬ , then there exists a TPTND-theory  ∗ such that  ∈  ∗ and 
 ∉  ∗.

Proof. In order to prove the lemma, we show that such a theory exists.

The basic step follows closely the theory construction provided by Dunn [17, p. 13, Lemma 8]. Suppose that  ,  are of a form 
(𝑆𝑋 ). Then, we enumerate sentences 1, 2, ... and build up a series of theories starting with 0 = { ′ ∣  ⊢  ′}. Theory 𝑛+1 is 
obtained from 𝑛 by adding 𝑛+1 if one can do so while closing the result under the principles of TPTND without getting  . Theory 
 1 is obtained as the union of all the 𝑛’s, and it is easy to see that it is a (𝑆𝑋−)maximal theory with respect to not containing 
 . It is (𝑆𝑋−)prime, because from 𝚇 ∶ (𝛼 + 𝛽) ∈  1 by 𝐸+𝐿 or 𝐸+𝑅 we get either 𝚇 ∶ 𝛼 ∈  1, or 𝚇 ∶ 𝛽 ∈  1. We can show that 
 1 is (𝑆𝑋−)consistent. Let 𝚇 ∶ 𝛼 ∈  1, which is Γ ⊢ 𝚇 ∶ 𝛼1, where Γ ∈  1. Then, by ⟂, we have Γ ⊢ ¬𝚇 ∶ 𝛼0, that is 𝚇 ∶ 𝛼 ∉  1. Let 
𝚇 ∶ ¬𝛼 ∈  1, that is Γ ⊢ ¬𝚇 ∶ 𝛼1, where Γ ∈  1. Then, Γ ⊢ ¬𝚇 ∶ 𝛼1 is derivable iff Γ ⊢ 𝚇 ∶ 𝛼0, and thus 𝚇 ∶ 𝛼 ∉  1.

Where  ,  are of the form (𝑆𝑇 ) we construct an (𝑆𝑇 -)maximal with respect to not containing  , (𝑆𝑇 -)consistent, (𝑆𝑇 -)prime 
theory  2 in a similar way. Assume that  is of the form (𝑆𝑋𝑝). Then,  3 = {𝚇 ∶ 𝛼𝑎 ∣ ⊢ 𝚇 ∶ 𝛼𝑎}. Clearly,  ∉  3. Similarly, if  is of 
the form (𝑆𝑇𝑓 ), then  4 = {𝚃𝑛 ∶ 𝛼𝑓 ∣ ⊢ 𝚃𝑛 ∶ 𝛼𝑓 }; if  is of the form (𝑆𝑇𝑒), then  5 = {𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃ ∣  ⊢ 𝚇∕𝚃𝑛 ∶ 𝛼𝑎̃}; if  is of the form 
(𝑆𝑇𝑟), then  6 = {Trust(𝚃𝑛 ∶ 𝛼𝑓 ) ∣  ⊢ Trust(𝚃𝑛 ∶ 𝛼𝑓 )}; if  is of the form (𝑆𝑈𝑇 ), then  7 = {UTrust(𝚃𝑛 ∶ 𝛼𝑓 ) ∣  ⊢ UTrust(𝚃𝑛 ∶ 𝛼𝑓 )}. 
Then, we construct  ∗ as a union of all theories  1, ...,  7. By the construction,  ∈  ∗ and  ∉  ∗. □

Theorem 3 (Completeness). If Γ ⊧ , then Γ ⊢ .

Proof. Let Γ ⊬  . Then, for all  ∈ Γ, we have  ⊬  . Then, by Lemma 4, there exists  ∗ s.t.  ∈  ∗ and  ∉  ∗. Thus, by 
Lemma 2,  ⊧ and  ⊭ , that is  ⊭ , and thus Γ ⊭ . □

7. Epistemic extension

The semantics introduced in Section 3 provides a descriptive tool for representing trustworthiness as a property of a non-

deterministic system. We now turn our attention to the epistemic attitude that an agent can have towards such property. In particular, 
we are interested in defining conditions for claiming that trustworthiness of an algorithm with respect to one or more of its outputs 
is known. We intend this as a different condition that trustworthiness holds. In our previous analysis, we considered that a process 
19

is trustworthy whenever there is a correspondence (within fixed limits) between the theoretical probability of the value of a given 
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random variable as represented in a theoretical model, and the actual frequency of that result as represented in an empirical model. 
From this perspective, knowledge of the trustworthiness of a process should combine at least two conditions:

1. the process should be evaluated to be trustworthy on a given number 𝑛 of trials;

2. trustworthiness should be checked for preservation by any further test performed on this process.

To grant these two conditions, we may define a knowledge operator over trustworthiness of formulae as a quantification over new 
runs of the trial under consideration to express the following difference: a process is trustworthy (respectively untrustworthy) if its 
trustworthiness (respectively untrustworthiness) holds over a given number of trials, and it is known to be trustworthy (respectively 
untrustworthy) if its trustworthiness (respectively untrustworthiness) is preserved by any increasing number of trials. Hence, the 
second condition implies monotonicity of the trustworthiness property.

Formally, we extend our semantics with an epistemic operator 𝐾 defined over formulae 𝙵 = {𝑆𝑇𝑟, 𝑆𝑈𝑇 }. Let us first introduce 
the extended language 𝐾 .

Definition 19 (Language 𝐾 ).

𝐾 ∶= ∪ {𝐾(𝙵)}

where we abbreviate with 𝙵 formulas Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ), UTrust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ).

In order to interpret this new operator semantically, we need to extend our semantics with an accessibility relation. In particular, 
we propose to extend the empirical models 𝑒𝑚𝑝 from Definition 11 with an accessibility relation 𝑅𝑒𝑚𝑝 holding between worlds and 
where the latter are interpreted as consecutive instances of the same trial run.6

Definition 20. Let 𝑒𝑚𝑝𝐾 = (𝑊 𝑒𝑚𝑝, 𝑅𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝) where 𝑊 𝑒𝑚𝑝 and 𝑣𝑒𝑚𝑝 are as in Definition 11, and 𝑅𝑒𝑚𝑝 is an accessibility relation 
𝑅𝑒𝑚𝑝 ⊆ (𝑊 𝑒𝑚𝑝).

In what follows, we will not be interested in any 𝑅𝑒𝑚𝑝, but in a particular accessibility relation, which we call test-temporal.

Definition 21. We call an accessibility relation 𝑅 test-temporal, if it satisfies the following properties:

• reflexivity: ∀𝑤𝑅𝑤𝑤;

• transitivity: ∀𝑤∀𝑤′∀𝑤′′(𝑅𝑤𝑤′ ∧𝑅𝑤′𝑤′′) ⇒𝑅𝑤𝑤′′;
• anti-symmetry: ∀𝑤∀𝑤′(𝑅𝑤𝑤′ ∧𝑅𝑤′𝑤) ⇒𝑤 =𝑤′;
• linearity: ∀𝑤∀𝑤′(𝑤 =𝑤′ ∨𝑅𝑤𝑤′ ∨𝑅𝑤′𝑤);
• beginning*: ∃𝑤¬∃𝑤′(𝑤 ≠𝑤′ ∧𝑅𝑤𝑤′); we call the world 𝑤 the beginning-world.

These conditions restrict the relation 𝑅𝑒𝑚𝑝 with respect to several intuitions on how the tests should be temporally related in an 
empirical model. Reflexivity states that being in a world in which a test happens, the results of the test are observed. Transitivity 
means that given a test world 𝑤, one observes every previous test world. Anti-symmetry assures that given a test world 𝑤, it does 
not observe the test worlds which temporally follow 𝑤. Linearity assures that all test-worlds are connected, and that the flow of time 
is linear. Beginning* means that there is a test world which is not preceded by any other test world, i.e., there is a first test in a trial. 
Thus, 𝑅𝑒𝑚𝑝 is the relation that holds at any given moment in time retrospectively: from a given point it directs only to the tests that 
have been executed until that moment, and it directs to none of those that may occur in the future.

We modify the definition of a joint model as

𝐾 = (𝑡ℎ𝑒𝑜𝑟,𝑒𝑚𝑝𝐾 )

and supplement it with truth conditions for 𝐾(𝙵).

Definition 22 (Satisfiability of 𝐾 -formulae).

• 𝐾 ⊧ 𝐾(Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 )) iff  ⊧ Trust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) and for any 𝑒𝑚𝑝𝐾
𝑛+𝑚 =

⋃
(𝑒𝑚𝑝

𝑚 , 𝑒𝑚𝑝
𝑛 ) where all 𝑤𝑜 ∈

𝑒𝑚𝑝
𝑚 are 

such that 𝑤𝑜𝑅
𝑒𝑚𝑝𝑤𝑛,  ⊧ Trust(𝚃{𝑤′ ,...,𝑤′𝑛}∪{𝑤′′ ,...,𝑤′′𝑚} ∶ 𝛼𝑓 ′ );

• 𝐾 ⊧ 𝐾(UTrust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 )) iff  ⊧ UTrust(𝚃{𝑤′ ,...,𝑤′𝑛} ∶ 𝛼𝑓 ) and for any 𝑒𝑚𝑝𝐾
𝑛+𝑚 =

⋃
(𝑒𝑚𝑝

𝑚 , 𝑒𝑚𝑝
𝑛 ) where all 𝑤𝑜 ∈

𝑒𝑚𝑝
𝑚

are such that 𝑤𝑜 ∈
𝑒𝑚𝑝
𝑚 are 𝑤𝑜𝑅

𝑒𝑚𝑝𝑤𝑛,  ⊧ UTrust(𝚃{𝑤′ ,...,𝑤′𝑛}∪{𝑤′′ ,...,𝑤′′𝑚} ∶ 𝛼𝑓 ′ ).

The two clauses define knowledge of the trustworthiness (respectively untrustworthiness) of a process 𝚃 after 𝑛 executions: 
knowledge of such property holds if the process remains trustworthy (respectively untrustworthy) for any increase of the number of 
20

6 Basically, we are reconsidering 𝑒𝑚𝑝 in terms of instant-based models of time, see [28] for more details on this type of models.
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Fig. 10. Model 𝑒𝑚𝑝𝐾 for an unfair die.

executions. This is expressed by the fact that if we add another series of experiments, that is 𝑒𝑚𝑝
𝑚 such that the worlds of 𝑒𝑚𝑝

𝑚

test-temporally access the worlds of 𝑛, the process remains trustworthy (or untrustworthy respectively).

The functioning of the 𝐾 operator can be exemplified as follows.

Example 8. We construct an 𝐾 model in which a process simulates the throw of a die (𝚝): 𝐾 = (𝑡ℎ𝑒𝑜𝑟, 𝑒𝑚𝑝𝐾 ) such that:

• 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟) where 𝑊 𝑡ℎ𝑒𝑜𝑟 = {𝑤1, ..., 𝑤6} and 𝑣𝑡ℎ𝑒𝑜𝑟(𝚡𝚝 ∶ 1) = {𝑤1}, ..., 𝑣𝑡ℎ𝑒𝑜𝑟(𝚡𝚝 ∶ 6) = {𝑤6};

• 𝑒𝑚𝑝𝐾 = (𝑊 𝑒𝑚𝑝, 𝑅𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝) where 𝑊 𝑒𝑚𝑝 = {𝑤1, 𝑤2, ..., 𝑤𝑧}, 𝑅𝑒𝑚𝑝 is a test-temporal relation with the beginning world 𝑤1, and 
𝑣𝑒𝑚𝑝(𝚝 ∶ 1) = {𝑤1}, ... , 𝑣𝑒𝑚𝑝(𝚝 ∶ 5) = {𝑤5}, 𝑣𝑒𝑚𝑝(𝚝 ∶ 6) = {𝑤𝑖} for all 𝑤𝑖 such that 𝑖 ≥ 6.

In this model, we have that 𝐾 ⊧ Trust(𝚝{𝑤1 ,...,𝑤6} ∶ 1 1
6
), because the die behaves as a fair die on the interval between the worlds 

𝑤6 and 𝑤1. However, starting from the world 𝑤6 it starts to produce only the output 6, which means that there exists 𝑒𝑚𝑝

6+𝑚
⊆𝑒𝑚𝑝, 

such that  ⊭ Trust(𝚝{𝑤1 ,...,𝑤6}∪{𝑤′ ,...,𝑤′𝑚} ∶ 1𝑓 ′ ). For instance, it can be an interval between the worlds 𝑤1 and 𝑤12, i.e., 𝑒𝑚𝑝

6+6, where 
𝑤7, ..., 𝑤12 ∈

𝑒𝑚𝑝

6 test-temporally access 𝑤6. Thus, in this model we have 𝐾 ⊭ 𝐾(Trust(𝚝{𝑤1 ,...,𝑤6} ∶ 1 1
6
)), i.e., even though the die 

behaves as trustworthy on the initial interval of 6 launches, the agent does not know its trustworthiness because it is not preserved 
over additional series of experiments. The model 𝑡ℎ𝑒𝑜𝑟 is as in Fig. 1, and 𝑒𝑚𝑝𝐾 is represented in Fig. 10.

Example 9. We construct an 𝐾 model in which a process simulates the throw of a fair die (𝚝): 𝐾 = (𝑡ℎ𝑒𝑜𝑟, 𝑒𝑚𝑝𝐾 ) such that:

• 𝑡ℎ𝑒𝑜𝑟 = (𝑊 𝑡ℎ𝑒𝑜𝑟, 𝑣𝑡ℎ𝑒𝑜𝑟) where 𝑊 𝑡ℎ𝑒𝑜𝑟 = {𝑤1, ..., 𝑤6} and 𝑣𝑡ℎ𝑒𝑜𝑟(𝚡𝚝 ∶ 1) = {𝑤1}, ..., 𝑣𝑡ℎ𝑒𝑜𝑟(𝚡𝚝 ∶ 6) = {𝑤6};

• 𝑒𝑚𝑝𝐾 = (𝑊 𝑒𝑚𝑝, 𝑅𝑒𝑚𝑝, 𝑣𝑒𝑚𝑝) where 𝑊 𝑒𝑚𝑝 = {𝑤1, 𝑤2, ..., 𝑤𝑧}, 𝑅𝑒𝑚𝑝 is a test-temporal relation with the beginning world 𝑤1, and 
𝑣𝑒𝑚𝑝(𝚝 ∶ 1) = {𝑤1, 𝑤7, 𝑤13...}, ... , 𝑣𝑒𝑚𝑝(𝚝 ∶ 6) = {𝑤6, 𝑤12, 𝑤18, ...}.7

As in the previous example we have 𝐾 ⊧ Trust(𝚝{𝑤1 ,...,𝑤6} ∶ 1 1
6
). Moreover, for any submodel 𝑒𝑚𝑝

6+𝑚
trustworthiness will be 

preserved, because any world up to 𝑤𝑧 will access all the previous worlds which provide us with a trustworthy frequency of getting 
the output 1, that is  ⊧ Trust(𝚝{𝑤1 ,...,𝑤6}∪{𝑤′ ,...,𝑤′𝑚} ∶ 1 1

6
). This means that the agent knows that 𝚝 producing 1 with frequency 16 is 

trustworthy, because the trustworthiness is preserved over all series of tests. See also Fig. 11.

8. Conclusion

We have presented a semantics for evaluating the trustworthiness of probabilistic computations. It is constructed as a combination 
of sets of possible worlds endowed with evaluations. The formulas evaluated at worlds express theoretical probabilities, expected 
probabilities and frequencies, depending where they are evaluated. Trustworthiness formulas are evaluated by comparison of outputs 
across distinct subsets of worlds (respectively where expected probabilities and frequencies are computed).

We have shown that this semantics characterizes the calculus TPTND which combines typed natural deduction with probabilistic 
reasoning. From a theoretical point of view, our results on completeness and soundness relate the constructive approach of TPTND 
21

7 Clearly, in a real world the die will not produce each output every 6 launches. However, we choose this model to simplify the reading of the model.
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Fig. 11. Model 𝑒𝑚𝑝𝐾 for a fair die.

and the descriptive tools of possible worlds semantics. In particular, by providing a descriptive semantics for TPTND, we capture 
the general framework in which agents reason about trustworthiness when the rules are conceived as instructions for reasoning. 
The adequacy between TPTND and our semantics, as expressed by soundness and completeness results, shows that this line of 
research permits one not only to make judgments on the trustworthiness of non-deterministic systems, but also to analyze and 
model conditions for implementing trustworthy systems. The most prominent field of applications where such knowledge would be 
considered essential is the safe and fair deployment of AI systems.

We further presented a preliminary extension of such semantics with an accessibility relation on worlds of the empirical model and 
an epistemic operator. The former serves the purpose of modeling temporally ordered test trials, the latter ranges over trustworthiness 
formulae to quantify over the validity of such property on an increasing number of trials.

This line of research can be considered as a necessary basis for several future developments. First, we aim to extend our epistemic 
semantics with other more expressive modalities, in order to be able to model cognitive attitudes of group of agents towards AI 
systems beyond simple knowledge. Secondly, we will formulate the system characterized by it. Third, we plan to enrich this semantics 
with hyperintensionality, to provide a more fine-grained framework to evaluate trustworthiness of equivalent but non-identical 
outputs.
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