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OPTIMAL DISTRIBUTED CONTROL FOR A
CAHN-HILLIARD-DARCY SYSTEM WITH MASS SOURCES,
UNMATCHED VISCOSITIES AND SINGULAR POTENTIAL

MARCO ABATANGELO!, CECILIA CAVATERRA?, MAURIZIO GRASSELLI®
AND Hao Wut*

Abstract. We study a Cahn—Hilliard—Darcy system with mass sources, which can be considered as
a basic, though simplified, diffuse interface model for the evolution of tumor growth. This system is
equipped with an impermeability condition for the (volume) averaged velocity w as well as homogeneous
Neumann boundary conditions for the phase function ¢ and the chemical potential p. The source term
in the convective Cahn—Hilliard equation contains a control R that can be thought, for instance, as a
drug or a nutrient in applications. Our goal is to study a distributed optimal control problem in the
two dimensional setting with a cost functional of tracking-type. In the physically relevant case with
unmatched viscosities for the binary fluid mixtures and a singular potential, we first prove the existence
and uniqueness of a global strong solution with ¢ being strictly separated from the pure phases +1.
This well-posedness result enables us to characterize the control-to-state mapping S : R +— . Then we
obtain the existence of an optimal control, the Fréchet differentiability of S and first-order necessary
optimality conditions expressed through a suitable variational inequality for the adjoint variables.
Finally, we prove the differentiability of the control-to-costate operator and establish a second-order
sufficient condition for the strict local optimality.
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1. INTRODUCTION

Consider a mixture of two immiscible and incompressible fluids contained between two flat parallel plates
that are separated by a narrow gap, i.e., a Hele-Shaw cell. The motion of such a binary fluid flow is driven
by the pressure and by the capillary forces acting on the free interface separating the two components. A
reasonable model for this phenomenon is based on the diffuse-interface approach (see [1, 2] and references
therein). For a schematic illustration in two dimensions, we refer to Figure 1. In this framework, the relative
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concentration difference of the two fluids, say the phase field variable ¢, is governed by an advective Cahn—
Hilliard equation, while the (volume) averaged fluid velocity w satisfies Darcy’s law that also contains the
Korteweg force accounting for capillary effects. More precisely, assuming that the mixture density is a constant
everywhere (set to be one for simplicity) except in the gravitational term, we have the following coupled system:

v(p)u = =VP+uVo+ p(e)g,
divu = 0,

¢ +div (pu) = Ap,
pn=—Ap+ V' (p),

in Q x (0,7). (1.1)

Here, 2 C R? is assumed to be a bounded domain with smooth boundary 99, and T' € (0, +00) is a given final
time. Besides, v = v(y) is the kinematic viscosity that may depend on the composition of the mixture and p(¢)g
denotes the gravity force. Other physical constants in the system (1.1) have been set equal to one for the sake
of simplicity. We denote by p the chemical potential, which is the Fréchet derivative of the Ginzburg-Landau
free energy functional

&) = [ (5196 + ().

The nonlinear function ¥ represents the physically relevant Flory-Huggins potential

U(s) = g[(l+5>ln(1+5)+(1*8)111(173)] - %32, se(-1,1), (1.2)
where © > 0 denotes the absolute temperature of the binary mixture and ©y > © is the critical temperature.
We recall that the singular potential ¥ accounts for the competition between the Gibbs—Boltzmann convex
mixing entropy (i.e., the logarithmic terms) and demixing (anti-convex) effects, that is, the essence of phase
separation phenomena. Indeed, when 0 < © < ©g, ¥ has a double well structure with two minima between the
pure phases —1 and 1.

System (1.1), known as the Boussinesq—Hele—Shaw—Cahn-Hilliard system, can also be obtained as an approx-
imation of the Navier—Stokes—Cahn—Hilliard system for binary fluids, when the viscous forces dominate the
advective-inertial forces (see, for instance, [1, 3] and references therein). The standard boundary and initial
conditions for (1.1) are the following

{u-nz@n,uzﬁncp:(), on 002 x (0,7, (13)

¢|t=0 = o, in Q.

Here, n = n(z) is the unit outward normal vector to the boundary 92 and we denote by 9, the outward normal
derivative on 0f.

Neglecting the gravity force p(¢)g, system (1.1) subject to (1.3) has recently been analyzed in [4], where a
nice introduction to the model as well as a detailed story of the related theoretical results can be found (see also
[6—7] and references therein and [8, 9] for nonlocal models). First of all, the existence of a global weak solution
can be obtained by suitably modifying the argument used in [5] (see [4], Thm. 3.2). Then, in dimension two, the
author proved a conditional uniqueness for weak solutions as well as the existence and uniqueness of a global
strong solution, while in dimension three he showed that the initial boundary value problem admits a unique
local strong solution (or global if the initial datum is small enough). This is the state-of-the-art of this problem
without further simplifications like, e.g., constant kinematic viscosity or a smooth (polynomial) approximation
of U (see, e.g., [6, 7, 10]). We recall that in the latter case, uniqueness of global weak solutions in two dimensions
has been obtained in [4], Theorem 4.3. On the other hand, it is worth mentioning that a smooth polynomial
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FIGURE 1. A diffuse-interface description of two-phase flows in a bounded domain  C R2.

approximation of ¥ cannot guarantee that the phase function ¢ takes its values in the physical range [—1,1]
throughout the evolution.

System (1.1) serves as an efficient, simplified model for incompressible binary fluids moving through a porous
medium. The variable viscosity is physically interesting as it is closely related to the well-known Saffman-Taylor
instability phenomenon. When suitable mass sources are taken into account, the system (1.1) can be interpreted
as a simplified model of avascular, vascular and metastasis stages of solid tumour growth (see, e.g., [11-13]).
In this context, the phase function ¢ stands for the difference in volume fractions, where ¢ = 1 represents the
tumor phase and ¢ = —1 represents the healthy tissue phase. More precisely, we have the following system
(neglecting w.l.o.g. the gravitational force)

v(p)u=—-VP + uVop,

divu =S,

ot +div (pu) = Au+ S + R,
p=—Ap+ ¥ (p),

in Q x (0,7). (1.4)

Here, the source terms S and S:=S+R represent possible inter-component mass exchanges as well as gains
due to proliferation of cells and loss due to cell death. This system, also known as the Cahn—Hilliard—Darcy
system in the literature, was analyzed in [14] in the easier case that v is a positive constant, ¥ is a double-
well polynomial potential, R = 0 and S is a given source depending on space and time. Some well-posedness
results were obtained and, in dimension two, the long-time behavior of the global solutions was investigated
(i.e., the existence of a minimal pullback attractor and the convergence to a single equilibrium as time goes
to infinity). More recently, under the same assumptions on v and ¥, an optimal control problem with respect
to the mass source R in dimension two has been studied in [15]. The quantity R has been taken as a control
variable representing an external mass source (e.g., a drug or a nutrient) that can be supplied to the system
to monitor ¢ (the size of the tumor). Given a final time T > 0, the goal of [15] was to analyze the following
distributed optimal control problem

o aj Qs B
Minimize J (¢, R) = ?H‘P(T) —valZ2) + 7”‘%’ —vqllZzg) + §||R||%2(Q)

subject to the state system (1.3)-(1.4), where R belongs to a suitable set U,q of admissible controls. Here,
Q=0x(0,T), a1, ap and 8 are nonnegative constants (not all identically zero), vq, ¢q denote some prescribed
target functions defined in €2 and @, respectively. The ratios between the parameters a1, as and § indicate
the importance of the individual targets. In [15], the authors first proved that the optimal control problem
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admits a solution. Then they showed that the control-to-state operator & : R +— ¢ is Fréchet differentiable
between suitable Banach spaces and derived the first-order necessary optimality conditions in terms of the
adjoint variables. However, second-order sufficient optimality conditions have not been derived.

In this study, our aim is to generalize the results of [15] on the optimal control problem to the physically
relevant case of a variable viscosity depending on ¢ and a singular potential like (1.2). More precisely, we
establish the following results:

(1) The existence of an optimal control (see Thm. 4.3);

(2) The Fréchet differentiability of the control-to-state operator S (see Prop. 5.4) and the first-order necessary
optimality conditions expressed through a variational inequality for the adjoint variables (see Thm. 5.9);

(3) Differentiability of the control-to-costate operator T (see Prop. 6.3) and a second-order sufficient condition
for the strict local optimality (see Thm. 6.5).

In order to achieve our goal, a fundamental step is to prove the existence and uniqueness of a global strong
solution (u, P, ¢, 1) with ¢ being strictly separated from the pure phases 1 (see Thm. 3.5). The validity of the
strict separation property enables us to deal with the singular potential ¥ and its derivatives, which leads to
further regularity properties on the phase function ¢ (¢f. [5, 16] and references therein). These will be crucial
to obtain differentiability properties of the associated control-to-state operator S and the control-to-costate
operator 7. We note that the second-order analysis is challenging from the mathematical point of view as it
requires that the solution mapping is twice continuously differentiable between suitable Banach spaces.

We conclude the Introduction by mentioning that different choices of the mass source have appeared in recent
years in the study of material science, image processing and biological applications [17, 18]. In particular, the
Cahn—Hilliard—Darcy system (1.4) with source terms depending on ¢, suitable boundary conditions and constant
viscosity, has recently been studied in [19, 20] (see also [21, 22] for multi-species models). A future goal could be
the analysis of suitable optimal control problems with sources depending on ¢ (cf. [23, 24] for a Brinkman version
with nutrient) as well as to extend our analysis to nonlocal variants of the system (1.4). Another interesting
issue would be the analysis of sparse optimal control problems (see, e.g., [25, 26] and references therein).

Plan of the paper. In Section 2, we introduce the functional settings and some analytic tools. In Section 3, we
define the control-to-state operator S and the set of admissible controls. In particular, we state the existence and
uniqueness of a strong (and strictly separated) solution, and then derive a continuous dependence estimate for
S. The existence of an optimal control is obtained in Section 4. In Section 5, we establish first-order optimality
necessary conditions, while in Section 6 we prove a second-order sufficient optimal condition for strict local
optimality. Appendix A is an appendix that provides the proof for the existence and uniqueness of a strong
solution.

2. PRELIMINARIES

Let X be a real Banach or Hilbert space. Its dual space is indicated by X', and the duality pairing between
X and X' is denoted by (-,-)x/ x. Given an interval I of R*, we introduce the function space LP(I; X) with
p € [1, +00], which consists of Bochner measurable p-integrable functions with values in X. The boldface letter
X denotes the space for vector (or matrix) valued functions. For the standard Sobolev spaces, we use the
notation Wk? := WkP(Q) for any p € [1,+o00], k € N, equipped with the norm || - |wk.r)- When k =0, we
denote WOP(Q) by LP(Q), while for p = 2, we denote W™2(Q) by H™(Q2). For convenience, we set

H(Q) = {u € H*(Q) : Opu =0 a.e. on 00}
For every f € (H*())’, we denote by f its generalized mean value over 2 such that

=197/, 1) g1y o1
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If f € L*(2), then we simply have f = |Q|7! [, f dz. The Poincaré-Wirtinger inequality gives

1f = Fllize) < CPIV A2y, Y fe HY(Q), (2.1)

where Cp is a positive constant depending only on the spatial dimension and 2. Then we introduce the linear
spaces

LE(Q) ={uec L*(Q): u=0}, Vo ={ue H(Q): u=0}, Vg ={uec (H' Q) : u=0},

and the linear operator A € L(H'(Q), (H'(Q2))") defined by
<Au,v>:/Vu~Vvd:1c7 Yu,v € H(Q).
Q

It follows that the restriction of A from V; onto Vj is an isomorphism. In particular, A is positively defined on Vj
and self-adjoint. We denote its inverse map by N’ = A~ : Vj — Vi. Note that, for every f € Vi, u=Nf €V,
is the unique weak solution to the Neumann problem

—Au=f, in{,
Ot = 0, on 0f).

For any f € Vg, we set || f|lv; = VN fllL2 -
Next, we introduce the Hilbert space for the solenoidal vector field u

H, = {u e L*(Q) :divu =0 a.e. in Q, w-n=0 a.e. on 90},

endowed with the usual norm || - || z2. Let II be the orthogonal Leray projection from L2(Q2) onto H,. It is well
known that every uw € L?(2) can be uniquely represented as u = v + VP with v = I[Tu € H, and P € Vj.
We recall that IT is a bounded operator from W¥*?(Q) (1 < p < oo, k > 0) into itself. Besides, the following
inequality holds (see e.g., [27], Thm. 3.8)

||u||H1(Q) S C (||curlu|\Lz(Q) + H’U,HLQ(Q)) 5 V’LL (S Hl(Q) n HO-, (2.2)

for some positive constant C' independent of .

In order to handle the mass source term .S, we recall the following result on Bogovski’s operator (see e.g.,
[28], Lem. 2.1.1):

Lemma 2.1. Let Q C R? be a bounded Lipschitz domain, p € (1,+00). For any g € LP(Q) with Jogdz =0,
there exists at least one vector v € WLP(Q) satisfying

divv=yg a.e. in{, v=0 a.e on J.

Moreover, it holds |Vl 1r(q) < CllgllLr (), where C is a positive constant only depending on Q and p.

To estimate the pressure term in Darcy’s equation, we shall use the following lemma on the homogeneous
Neumann problem with a non-constant coefficient (see [4], Thm. 2.1).

Lemma 2.2. Let Q € R? be a bounded domain with smooth boundary 0. Assume that K € CL(R) satisfies
0< K <K(s) <K for all s € R, where K and K are given positive constants. Consider the boundary value
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problem

(2.3)

—div (K (8)Vu) = f, in Q,
6nu = 0, on 0N).

Then we have

(1) Let 0 be a measurable function. For every f € V{, there exists a unique weak solution u € Vy to (2.3) such
that

(K(a)vuavv) = <f7v>V0',V07 Vv e ‘/O

(2) Let § € WHP(Q), with p > 2 and f € LE(Q). Then, u € H*(Q) and Oqu = 0 almost everywhere on 9.
Moreover, there exists a positive constant C' such that

lull 2y < C 1+ 10]F1a0)) | Fll2()-

Throughout the paper, we denote by C' a generic positive constant depending only on 2 and on structural
quantities. The constant C' may vary from line to line and even within the same line. Specific dependence will
be explicitly pointed out if necessary. Besides, for the sake of convenience, we set

Q=0x(0,T), Y=00x(0,T),
and
Q: = Q x (0,1), ¥ =00 x (0,1), for any t € (0,7).

3. THE CONTROL-TO-STATE OPERATOR

The goal of this section is to define the control-to-state operator. To this end, we prove the existence and
uniqueness of a strictly separated solution and its continuous dependence on the control.
Let us first introduce some basic assumptions on the structure of the state problem (1.3)—(1.4).

(A1) The free energy density ¥ can be decomposed into the form

U(s)=F(s)— %32,

where the function F : [—1,1] — R satisfies F' € C([—1,1]) N C?(—1,1),

Vs e [-1,1], (3.1)

lim F'(s) = —oo, lim F'(s) = +o0,

s——1+ s—1—

F'(s) > 6 >0, Vse (—1,1),
with the constants ©g, © fulfilling « := Oy — © > 0. In addition, there exists x € (0,1) such that F”

is non-decreasing in [1 — k, 1) and non-increasing in (—1, —1 + &]. Without loss of generality, we assume
F(0) = F'(0) = 0. Moreover, we extend F(s) = 400 for all |s| > 1.

(A2) The viscosity coefficient v = v/(s) belongs to C3(R) and satisfies
0 < v, <v(s), V(s), v'(s), v (s) < v, Vs €R,

where v, and v* are two given positive constants.
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(A3) The external mass source terms satisfy
S e L*(0,T; Vo) N HY(0,T; L*(2)),  Re L*0,T; H'(Q)) N H*(0,T; (H*(Q))").

Remark 3.1. The assumption (A1) is fulfilled in the physically relevant case (1.2) with

(C]

F(s) =5 [(1+s) (L +5)+ (1 =)l -s)], Vse[-1,1]. (3.2)

Note that the case Og — © < 0 is easier, because the potential ¥ is now convex and we can simply consider ¥
without the decomposition (3.1). However, no phase separation takes place in this case.

3.1. Weak and strong solutions

We first state a preliminary result on the existence of a global weak solutions to problem (1.3)—(1.4), which
also holds in dimension three.

Proposition 3.2 (Weak solutions in dimension two and three). Let Q C R? (d € {2,3}) be a bounded domain
with smooth boundary OQ and T > 0. Assume that (A1)—~(A2) are satisfied. For any initial datum po € H'(Q)
with F(po) € LY (), [@o| < 1, and any mass source terms S € L?(0,T; LE(Q)), R € L>=(0,T; L*(Q)) with the
following constraint

t
%Jr/ R(r)dr|<1-6, Vte[0,T), (3.3)
0

for some §p € (0,1), problem (1.3)—(1.4) admits at least one weak solution (w, P, ¢, u) on [0,T] in the following
sense:

(1) The solution (u, P, p, 1) fulfills the reqularity properties

w e L*(0,T;L2(Q)) N L0, T; H(Q)),

P c L%(0,T; V) N L%(0,T; H*(Q)),

p € C([0,T]; H'(Q)) N L0, T; H*(2)) N L0, T W2P(Q)) N H(0, T (H'())'),
e L= x (0,T)) with |p(x,t)] <1 a.e. inQx(0,T),

pe L0, T;HY(Q), ¥'(p) € L*(0,T; LP(Q)),

where (s,q1,q2,p) = (6/5,8/5,8/7,6) if d =3, (s,q1,q2,p) € [1,4/3) x [1,2) X [1,6/5) X [2,+00) if d = 2.
(2) The solution (u, P, p, 1) satisfies

v(p)u =—=VP+ uV, a.e. in Q,
divu =S, a.e. in Q,
<90t7’(/)>(H1)’,H1 - (LPU,V¢) + (vﬂvv¢) = (S + Raw), V’(/) € H1<Q)’ fO?” a.a.t € (O’T)7
p=—Ap+ V' (p), a.e. in Q.

Moreover, u-n = 9y = 0 almost everywhere on ¥ and ¢(-,0) = pg almost everywhere in Q.

(3) The solution (u, P, p, 1) satisfies the energy identity

d
GE + IVl + [Vl = [ SIP+ (1= edda+ [ Ruda,

for almost all t € (0,T).
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Remark 3.3. Proposition 3.2 can be proved by combining the arguments in [4, 5, 14, 29] and we omit the details
here. When S = R = 0, the authors of [5] established the existence of global weak solutions in both two and three
dimensions for the case with a constant viscosity and a singular potential like in (A1). In the later contribution
[4], the result was extended to the case with a variable viscosity satisfying (A2). On the other hand, in [14] the
authors analyzed problem (1.3)—(1.4) with a constant viscosity, a regular potential ¥(s) = (1/4)(s* — 1)? and
external mass sources S # 0, R = 0. Recently, the author of [29] further considered the case with a constant
viscosity and a singular potential ¥ satisfying (A1) as well as nonzero mass sources like in Proposition 3.2.

Unfortunately, the regularity of weak solutions is not enough to study the optimal control problem (in
particular, the differentiability of the state-to-control operator etc). Moreover, because of the variable viscosity,
uniqueness of weak solutions obtained in Proposition 3.2 remains an open problem even in two dimensions (cf.
[4], Sect. 4). On the other hand, due to difficulties from Darcy’s equation, the existence and uniqueness of a
global strong solution to problem (1.3)—(1.4) for arbitrary regular initial data are still out of reach in three
dimensions (¢f. [4, 5, 7]).

Hence, we confine ourselves to the two dimensional setting so that we are able to establish the strong well-
posedness of problem (1.3)—(1.4). For this purpose, we impose the following additional assumptions on the
singular potential ¥ (cf. [4, 5]):

(A1) The function F : [-1,1] — R satisfies ' € C([—1,1]) N C®(—1,1) and there exists x € (0,1) such that
F®(s)s >0, FW(s)>0, Vse (-1, -1+ k]U[1l —k,1).
Besides, it holds
|F"(s)| < CeCIF' G ys e (—1,1), (3.4)

where C' is a positive constant independent of s.

Remark 3.4. For simplicity, we take the parameter k in (A1) and (A1)’ to be the same. It is easy to verify
that the Gibbs—Boltzmann mixing entropy (3.2) also satisfies (A1)’

We can prove the following strong well-posedness result.

Theorem 3.5 (Strong solutions in dimension two). Let Q C R? be a bounded domain with smooth boundary
0Q and T > 0. Assume that (A1), (A1) and (A2) are satisfied. If oo € H3(Q) is such that Py € (—1,1),
fo = —Agpo + F'(po) € HY(Q), and the mass sources satisfy (A3) with the constraint (3.3), then problem
(1.3)~(1.4) admits a unique strong solution (u, P, ¢, 1) on [0,T] such that

w € L0, T; H (),

P c L>=(0,T; H*(Q) N L3(Q)),

¢ € C([0,T); H*(2)) N L*(0, T; H>()) N HY (0, T; H*(2)),
p€ C([0,T]; H () N L(0,T; H*(Q)) N H(0, T; (H'(Q))'),
() € L*(0,T; LP(9)),

for any p € [2,4+00). The strong solution satisfies the system (1.4) almost everywhere in Q, while w-n = Opu =
One =0 a.e. on X and o(+,0) = ¢g in Q. Moreover, there exists some constant 61 € (0,1) such that

le@lo@ <1-0,  Viel0,T]. (3.5)
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Remark 3.6. The strict separation property (3.5) is crucial, since it yields that the phase function ¢ stays
away from the pure phases £1 in the whole interval [0, T]. As a direct consequence, the potential ¥ is no longer
singular along the evolution for strong solutions and maxg<;<s ||\Il(j)(cp)|| @) is bounded.

Remark 3.7. The growth condition (3.4) allows us to derive a nonlinear estimate involving e“! @ and
then apply the Trudinger—-Moser inequality (in two dimensions) to show the validity of the instantaneous strict
separation property (3.5), see Lemma A.1 below, cf. also [5, 30]. Concerning the single Cahn-Hilliard equation,
the same strict separation property for ¢ was established in [16], with a more direct proof, for a larger class of
singular potentials satisfying the growth condition

|F"(s)] < CeCIF'GN7 v e (-1,1), oell,2), (3.6)

where C' is a positive constant independent of s. Further progress in this direction was made in the recent work
[31], where the authors proposed a weaker assumption such that, as § — 0T,

1 1 1 1
F'(1—26):0<1n(5)|o>7 F/(—1+ 20) :O<|ln(5)|0>’ for some o > 1/2. (3.7)

The new condition (3.7) relaxes previous assumptions on the entropy function, since it only concerns asymptotic
behavior of its first derivative F’ near the endpoints &1, but does not involve any pointwise relations between
F’' and F"” as in (3.4) and (3.6). Then the strict separation property for ¢ was obtained by a different method
based on De Giorgi’s iteration scheme applied to the elliptic equation p = —Agp + ¥'(¢), see [31], Theorem 3.1
for details. It is easy to check that the assumption (3.7) is satisfied by the logarithmic entropy (3.2) and indeed
accommodates entropy densities with milder singularities. Exploiting the argument for [31], Theorem 3.1, we
can replace the assumption (3.4) in Theorem 3.5 by (3.7) and recover the strict separation property (3.5). As
a consequence, all results obtained in this paper are valid under the weaker assumption (3.7) as well. We leave
the details to interested readers.

We postpone the proof of Theorem 3.5 to Appendix A. Next, we report a result on the continuous dependence
of strong solutions with respective to the control R. This will play a crucial role in the study of our optimal
control problem.

Proposition 3.8 (Continuous dependence in dimension two). Let (w;, P;, @, i), i = 1,2, be two different
strong solutions to problem (1.3)—(1.4) associated with the initial datum @o and the mass sources S, R; (i =
1,2) satisfying the assumptions of Theorem 3.5. Then there exists a constant C > 0, which depends only on

leollmz(e)s [[Bollar, & T, [Slz20,mm @)nm (0,1522(0) and [|Rillz20,7;m1 @)nm (0,137 (2)))» Such that the
following estimate holds:

llor — w2lla 0,602 Q)N (o.4: 52 (@)NL2 0,654 () + 11 — 220,652 ()
+[Jur —wallz2(0,620 ) + [1P1 — Pallp2(0,w24/5 )
<CO|Ri = Rall2 0,22y, Yt € (0,T]. (3.8)

Proof. Based on Theorem 3.5 and Remark 3.6, we can prove Proposition 3.8 by applying an argument similar
to that in [15], Lemma 2.3. Below we sketch the main steps and present necessary modifications due to the
variable viscosity in (1.4). Define

R=R; — R,, =1 — g, W= 1 — lo, U= u; — Uy, P=P —P.
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It follows that the above differences satisfy

vipn)u = =VP+puVer +ps Vo — (v(e1) — v(p2))uz, a.e. in @, (3.9)
dive = 0, a.e. in @, (3.10)
Op—Au = R—Sp—u-Vo; —us - Vo, a.e. in Q, (3.11)
p=—Ap+ T (p1) — ¥ (p2), a.e. in Q, (3.12)

Onp = Oppt = u-n = 0, a.e. on X, (3.13)
©Ylt=o = 0, a.e. in Q. (3.14)

Moreover, we have

—AP =V (p1)Vo1 - u+ (v(p1) — v(92))S + V(v(p1) = v(p2)) - us
— div(p V1) — div(ug V), a.e. in @, (3.15)

with the boundary condition 0, P = 0 almost everywhere on 3 and P(t) = 0 for almost all ¢ € (0,T).
For any ¢ € (0, 7], following the arguments for [15],(2.21), and (2.26) and using (A2), we easily get

t t
| Wy ds < 1 [ AV + o)) ds (3.16)
and

1 2 ! 2
3 1o+ (=) [ 18620 ds

Ve t t

<% [ 1) ey s + C [ RO ds
t
+ 0 (1 Tualo)lasio) + 1862 1o i

for any v € (0,1). Next, multiplying (3.11) by x and (3.9) by u, adding the two resulting identities and integrating
over (Q;, we obtain

1 t t
3 196 + [ 1930 ds + [ vionful?dzas
t
:/ Rudxds —i—/ 142 (u-ch)dxds—/ w(Se + uy-Ve)drds
0 t t
— / (W' (p1) — V'(p2)) Oypdrds — / (W(p1) — v(p2))us - udxds. (3.17)

Thanks to (A2), the fifth term on the right-hand side of (3.17) can be estimated as follows

‘/ (v(p1) — v(p2))us - udzds

t

<.
Q1

|us||u| dz ds

1
/ V(to1 + (1= 7)p2)pdr
0
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t
< / ()l ey e (3) ey laa(8) 2y s

t t
Vi
<% [ o) ey a5+ C [ Tl llolo) o ds.

The other four terms can be treated similarly as in [15], (2.28)—(2.36) by using the strict separation property
(3.5) and Remark 3.6. Combining these estimates and (3.16)—(3.17), taking v € (0,1) to be sufficiently small,
we arrive at

1 ve [° I I
3 IOl + 5 [ Tl ds+ 5 [ 186l ds+ 5 [ Va0 ds

t t
<c / IR(3)|2y ds + C / G1(5) () 2y 5
where

Gr(-) = 1+ lua () Fagey + 2Ol oy + 1SON72 ) € L'(0,T).

Using standard elliptic estimates and (3.16), we deduce from Gronwall’s lemma that for any ¢ € [0, 7], it holds

||<PH%‘([O,t];H1(Q))OLQ(O,t;H2(Q)) + ”:L"H%Q(O,t;Hl(Q)) + HUH%Z(O,t;L?(Q))

t
< c/o IR(s)|[2: g ds. (3.18)

Next, from the Sobolev embedding theorem, (3.15) and the elliptic estimate for the Neumann problem, we
further have

< CP|lp2(o,6w24/3(0))
< Cllv (p1)Ver 'U||L2(0,t;L4/3(Q)) + C|[(v(¢1) — V(<P2))SHL2(O,t;L4/3(Q))
+ CIV(v(p1) = v(p2)) - u2llL2(0,604/5 )
+ C|Vi - Veor 4+ paAe| 120,401 0))
+C |V Vi + pa el 120,404 0)) - (3.19)

IV Pl L2(0,6:04(02))

The last two terms on the right-hand side of (3.19) can be estimated as in [15], (2.39) and (2.40), that is,

t t
/0 (||VM Vo1 + 2@ as gy + Vi Vi +N2A¢||2L4/a(n)) ds < C/O IR(s)|72(q) ds-

Besides, from (3.18) we can deduce that

t t t
| W e0Ver s ds <o [ IV ulds <€ [ 1A ds
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[ 1600 = 2SI sy 05

t 1 2
< HS||20([o,t];L2(Q))/ / V(g1 + (1 = 7)pa)pdr ds
o IlJo L4(Q)
K 2 K 2
SCAH%$meBSCAHMMmmM&
and
t
Anvwwu—Wm»mﬂammm
t
Swﬂ%@wmmAHﬂmWM@mﬂs
t 1 2
e ) / / V(ron 4 (- Ten)pdrVes|  ds
o IlJo L2(Q)

t t
<c / ()21 ds < C / IR(s)[120y ds.
Collecting the above estimates, we find
t t
/0 1P(S) 220500y ds < C / IR(5)I e s,

which combined with (A2), (3.9) and (3.18) yields

t t
/O [u(s) 240y ds < © / IR()|2 ey ds.

Finally, using the same argument as in [15], pp. 502-503, we can derive the following inequality

I8 + 3 [ 18266 e
< C'/Ot Ga(s)|Ap(s)] 720y ds + C/Ot 1R(5)]|72(q) ds,
where
Ga() =1+ HS(')”%z(Q) + ||U2(')H%4(Q) € L1(0,7).
An application of Gronwall’s lemma yields

t
12018 0.0:220)) + 18201200 422 (0) < C/o IR(s)[200 ds, Vit €[0,T).

The remaining part of (3.8) follows from the same arguments as for [15], (2.46)—(2.48).
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3.2. Admissible controls and the control-to-state operator

On account of Theorem 3.5, we can specify the settings for the optimal control problem.

(S1) The potential function ¥ satisfies (A1) and (A1)’
(S2) The viscosity coefficient v satisfies (A2), the external mass source S satisfies (A3).
(S3) The initial datum g satisfies pg € HZ () and fig = —Apg + F' (o) € HL ().

Remark 3.9. When the spatial dimension is two, we infer from (S3) and Lemma A.1 (see Appendix) that
0o € H3(Q) and ||pg||z~ < 1 — 6 for some 6 € (0,1) depending on ||jig|| g1, © and F. As a consequence, it holds

[P0l <1-0 < 1.

Let us introduce the space
U={R(z,t): Re L*0,T; H ()N H"(0,T; (H"(Q)))},
whose (equivalent) norm is given by
IRl = 1Rl L2 (0,111 (2)) + 10e R 20,7301 (2)))-

Thanks to Remark 3.9, for any given initial datum g satisfying (S3), we can fix some positive constant

do € (O,

ro = (1—28 — [@0])[Q] >0, 7o =ro+ Q> 0. (3.20)

(1~ 7))

N =

and set

Then the set of admissible controls is defined as follows:

Definition 3.10. Let ¢ be an initial datum satisfying (S3). The set
Usa={ReUNL®Q) : |Rllu €71, |R]11(@) < 70, Rinin < R < Rppax ace. in Q}

is referred to as the set of admissible controls for problem (1.3)—(1.4), where r € (0,400) and rg is given
by (3.20). Here, Ruin, Rmax € L>®(Q) are two given functions with R,y < Rmax almost everywhere in Q.

Obviously, Uaq is a bounded, convex and closed subset of the Banach space U C L?(Q). Throughout the
paper, we assume that U,q is nonempty. Moreover, in order to derive optimality conditions for the control
problem, we need to properly enlarge U,q and consider the open set

U={RecUNL®Q) : |Rllu < 2r1, |Rliq) < 7o} suchthat U CU.

Thanks to Theorem 3.5 and Proposition 3.8, we find that problem (1.3)—(1.4) admits a unique strong solution

(u, P,p, ) for every R € u (not only for admissible controls). This enables us to define the control-to-state
operator that maps the control function R to its associated state (u, P, ¢, u). Set the function spaces

X = C([0,T); H3(Q)) N L*(0,T; H3(Q)) N H*(0,T; H(Q)),
Y :=C([0,T); H*(Q)) N L*(0, T; H*(Q)) N H'(0, T; L*(2)).

Then we have
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Proposition 3.11. Assume that Q C R? is a bounded domain with smooth boundary 0Q and T > 0. Let the
assumptions (S1)—(S3) be satisfied.
(1) For any function R € U, the control-to-state operator given by

S:U—X, R—S(R)=e, (3.21)

is well defined, where @ is the unique global strong solution to the state system (1.3)—(1.4) on [0,T].

(2) There exist constants K1, Ko > 0 and 61 € (0,1) that depend on Q, T, vy, v*, |l@olluz, ||Zollar, [@ol, do,
1S 22 (0,7:H1 (@) H (0,15L2())» T1 and on the other parameters of the system, but not on the choice of R € U,
such that

lelleo,m;ms )Lz 0,585 @) nE (0,7: 151 () + @]l Lo (0,751 (2)) + 1Pl Lo (0,7552(2))

+ lulle o mt (@)nL2 0,153 ()nE (0,751 (2)) < K1, (3.22)
||<p||c@ <1-46, and 01;1%5 ||\1;(J>(<p)||c@ < K. (3.23)

(3) The control-to-state operator S is locally Lipschitz continuous as a mapping from U into X equipped with
weaker topologies induced by L*(Q) and Y, respectively.

4. EXISTENCE OF A GLOBALLY OPTIMAL CONTROL

Assume in addition,

(S4) the target functions satisfy po € H'(2), ¢ € L*(Q);

(S5) the coefficients a1, a2 and 3 are nonnegative constants (not all equal to zero).

Let us consider the following optimal control problem:

L aq (65 o]
Minimize J (¢, R) £ S-|o(T) = palliz) + 5 lle = vellizq) + 5 1Bl (4.1)

subject to the following conditions:

o R is an admissible control, that is, R € Uynq;
e © is the unique strong solution to problem (1.3)—(1.4) corresponding to R.

Then we introduce the following

Definition 4.1. Let R* € Uyg.
(1) R* is called a globally optimal control for problem (4.1), if 7(S(R*), R*) < J(S(R), R) for all R € Uyg.
(2) R* is called a locally optimal control for problem (4.1) in the sense of U, if there exists some A > 0
such that J(S(R*), R*) < J(S(R), R) for all R € Uyq with ||R — R*||yy < A
Here, ¢* = S(R*) is called the associated globally (or locally) optimal state for R*.

Remark 4.2. Proposition 3.11 states that the control-to-state operator S is well defined for every R € u.
Hence, we can reformulate the optimal control problem (4.1) and minimize the reduced cost functional

J(R):=J(S(R),R) over U,gq, (4.2)
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and subject to the state system (1.3)—(1.4). For a given optimal control R*, we also call the corresponding
unique strong solution (u*, P*, ¢*, u*) to problem (1.3)—(1.4) the associated optimal state.

We begin the study of the optimal control problem (4.1) by showing the existence of a globally optimal
control.

Theorem 4.3. Assume that Q C R? is a bounded domain with smooth boundary 02 and T > 0. Let the
assumptions (S1)—(S5) be satisfied. The optimal control problem (4.1) admits at least one globally optimal
control R*.

Proof. The conclusion can be proved by the direct method of calculus of variations. We work with the reduced
cost functional J(R). From the fact that J(R) > 0 on U,q, we infer that its infimum J, := infrey,, J(R)
exists. Besides, there exists a minimizing sequence { R, }»en such that

lim J(R,) = Js.

n—-+4oo

Since the set Un,q is weakly (star) compact, we can find some R* € U,q and a convergent subsequence { R, }nen
(not relabelled for simplicity) such that R,, — R* weakly star in U/. Denote the strong solutions of problem
(1.3)—(1.4) with the mass source term R,, by (wn, P, @n, fin). Using the uniform bounds in Proposition 3.11
and standard compactness arguments, we can conclude that there exists (u*, P*, o*, u*) satisfying

u* € L0, T; HY(Q)), P* € L*(0,T; H*(Q) N L3 (),
©* € C([0,T]; H¥(Q)) N L*(0,T; H*(Q)) n H*(0,T; H'(Q)),
pt e C([0,T]; H'(Q)) N L*(0,T; H*(Q)) N H'(0,T; (H'(2))"),

such that up to a subsequence (again not relabelled for simplicity),

w, — u*  weakly star in  L>(0,T; H*(Q)),

P, — P* weakly star in L>(0,T; H*(Q) N L3(Q)),

On — @* weakly in  L*(0,T; H>(Q)) n H(0,T; H(Q)),

pn — p* weakly in - L2(0,T; H3(Q)) N H' (0, T; (H(Q))"),
o — @* strongly in  C([0, T]; H*~¢(Q)) N L*(0,T; H>~¢()),
pn — p* strongly in - C([0, T]; H'=¢(Q)) N L*(0, T; H3~¢(Q)),

for any ¢ € (0,1/2). The above convergence results enable us to conclude that the limit (u*, P*,¢*, p*) is
indeed a strong solution to problem (1.3)—(1.4) with the mass source term R* (see [15], Thm. 4.1). As a result,
©* = 8(R*) and (R*,S(R*)) € Upg x X is an admissible control-state pair. Thanks to the lower semi-continuity
of the reduced cost function 7 , it holds

J. < J(R) <liminf J(R,) = lim J(Rn) = J..

n——+00 n——+0o
This implies J (R*) = J, so that R* is a globally optimal control. O

5. FIRST-ORDER NECESSARY OPTIMALITY CONDITIONS

Although the cost functional J (@, R) is convex with respect to its components ¢ and R, our optimal control
problem (4.1) is not a convex one. This is due to the nonlinear feature of the state system (1.3)—(1.4) (or the
nonlinear control-to-state operator S).
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The optimal control problem (4.1) may admit several optimal controls (global or local). In this section, we
aim to derive first-order necessary optimality conditions for a locally optimal control.

5.1. Differentiability of the control-to-state operator

Our first task is to prove the Fréchet differentiability of the control-to-state operator S between suitable
Banach spaces.

Let R* € U be a given control. We denote by (u*, P*, ¢*, u*) the unique strong solution corresponding to
the control R* (recall Prop. 3.11) such that ¢* = S(R*). Consider the following linear initial boundary value
problem:

v(p")v = =Vq+ V" + u"VE —v'(p")Eu" + fi, in Q, (5.1)
dive =0, in Q, (5.2)
B + div (¢™v) + div (Eu*) = Ay + fo, in Q, (5.3)
n=—AL+ T (p")E + f, in Q, (5.4)
OnE =0an=v-n=0, on X, (5.5)
€lt=0 =0, in Q, (5.6)

where f1, fo and f3 are some vector or scalar functions with fi -n = 0 on . We note that the pressure variable
q = q(t) (formally) solves for almost all ¢ € (0,T) the elliptic boundary value problem:

— Agq = —div (nV¢*) — div (u*VE) + div (v(¢*)v) + div (V' (¢*)éu*) — div fi, in Q, (5.7)
Ong =0, on I (5.8)

Due to the homogeneous Neumann boundary condition, ¢ is uniquely determined up to a constant. Thus, we
simply require that ¢(t) = 0 for almost all ¢ € (0,7).

Remark 5.1. Setting fi =0, fo = h and f3 =0 in (5.1)—(5.4), we arrive at the linearized system of the state
system (1.3)—(1.4) at (u*, P*, ¢*, u*). For the convenience of later analysis, here we treat the linearized system
(5.1)—(5.4) that has a slightly more general form.

Lemma 5.2. Assume that Q C R? is a bounded domain with smooth boundary 0Q, T' > 0 and the assumptions
(S1)—(S3) are satisfied. Let R* € U be given with its associated state denoted by (u*, P*,¢* u*). Then, for
every

fi1 € L*(0,T;LY(Q)) satisfying div f1 € L?(0,T; L4/3(Q)), firm=0 ae on,

f2 eLz(Q>7 f3€L2(07TaH]2V<Q))7
the linear problem (5.1)—(5.6) admits a unique strong solution (v,q,&,n) such that

v e L0, T;LY(Q) N H,),

g € L*(0, T; W>*/3()),

¢ € C([0,T); H?()) N L*(0, T; H*(Q)) N H' (0, T; L*(2)),
n € L*(0,T; H*()),
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with q(t) = 0 for almost all t € (0,T). The equations (5.1)—(5.4) are satisfied almost everywhere in Q. Besides,
the boundary conditions On€ = Opm = v - n = Onq = 0 hold almost everywhere on ¥ and the initial condition
&li=o = 0 is satisfied almost everywhere in 2. Moreover, the following estimate holds

||§H%’([O,T};HQ(Q))QLZ(O)T;H‘l(Q))ﬁHl(O’T;LZ(Q)) + HUH%2(0)T;H2(Q)) + ||v||%2(07T;L4(Q))
+ ”qH%Q(O,T;W?AN(Q))
< C||f1||%2(0,T;L4(Q)) + CHle le%Z(O,T;L‘lﬁ(Q)) + C||f2||%2(@) + C||f3||%2(O’T;H2(Q)). (59)
In addition, if fs € L=(0,T; L*(R)), then it holds n € L>(0,T; L*(Q)).

Proof. The proof of existence follows from a standard Faedo—Galerkin scheme, see e.g., [15], Lemma 3.2. Different
from the problem studied therein, extra efforts have to be made to handle the nonconstant viscosity (see (5.1)
and (5.7)). Below we only perform a priori estimates for the solutions, which can be justified rigorously within
the Galerkin approximation.

Let us keep in mind that (u*, P*, ¢*, u*) satisfy the estimates (3.22)—(3.23). First, from (5.4)—(5.5) and the
Poincaré-Wirtinger inequality, we obtain

t t t
/0 19(5) 3y ds < © / I99(5) |22y ds + C / () ds

t
SC/U (IVn(s)l72(0) + 16720y + 1 f3(5)Z2(qy)ds, Vit e (0,T). (5.10)

Lower order estimate for . Multiplying (5.3) by ¢, integrating over @, arguing as to get [15], (3.30), we
find

t
€020 + / JAE(S)]2 0 ds
t t t
< hi(s)]%s ds—l—i/ v(s)]|?. ds+C/ )21 onds
/0 I + g7 [ 1o e e

t
e / 1£2(3)]12 ) s, (5.11)

where C' > 0 depends on Kj, K3 and coefficients of the system. Next, multiplying (5.1) by v and (5.3) by 7,
respectively, integrating over ; and after an integration by parts, we get

1 ¢ .
§IIV£(t)H%z<Q)+/O ||V77(5)||2L2(Q)d5+/0 v(")[[v(s)l172(q)ds

:/ Tl(f2*Vf'U**5§)dxd8+/ pr Ve - vdads

t t

+ / (f1 — v/ (¢")eu”) - v dads — / U (7)€ By€ duds

t

=Y J. (5.12)
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The terms .J; can be estimated as in [15] by using (3.22) and (5.10), namely,

1 t t t
<5 [ N9 s +C [ e e ds+C [ 120l ds

For J; and J3, we infer from (S2), (3.22) and Young’s inequality that

t 1 1
52 <.© [ ol sl )l I9E 2 oy TG 0
v t K2 t t )
<% [ o + 5 [ 1AL e ds+C [ e e ds.
0
and
t
T <0 [ o)l (116 ez + (5 v ) ds
ve [ 2 ' 2 ' 2
<% [0 aads+C [ 160N @as+C [ 1A ds
For Jy, using (5.3) and integration by parts in time, we have

1 1
Ji= 3 / SOV (e () do+ 5 [ € VO ()0 duds = Js + Js.
Q Q1

Then it follows from (3.22) and (3.23) that

K.

Js < 72”5(75)”%2(9)»

and

t t
Jo<C / €20 10027 (5) 20 ds < C / 1€() 1271y ds.

Combining the above estimates with (5.10)—(5.11), we can deduce that, for all ¢ € (0,77, it holds (see [15],
(3.37)):

1 1 1 /[t
SO+ S V€W + 37 [ 199060y ds
1 2 ve [ 2
+ 5 | 1AC i s+ 7 [ 00 ds
t t t
<C [ 1 ds+C [ 176 ds+C [ 1)l ds

where the constant C' > 0 depends on K7, K3, and coefficients of the system. Hence, it follows from Gronwall’s
lemma and (5.10) that

||€||%°O(O,t;H1(Q))QLZ(O,t;HZ(Q)) + ”nH%Z(O,t;Hl(Q)) + ”vH%Z(O,t;LQ(Q))

T T
< C/O 1 £1() 1220 d5+0/0 I f2(s)[F2iyds,  Vte (0,T). (5.13)
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Moreover, from (3.23), (5.4), (5.13) and the elliptic estimate, we find
T T
€= < C [ 1A ds+C [ 1)z ds
T
+C’/ ||f3(s)||%,1(9) ds, vt e (0,7T). (5.14)
0
Estimates for v and ¢. Using (5.13)—(5.14) and arguing as in [15], we obtain
t t
/O div (1(s) V™ () + div (1" (5)VE(s)) [ 1130y ds +/0 [1(5)Vp* (s) + 1" (s)VE(s)[[74(q) ds
T T T
< [ 1A ds+C [ 150w ds+C [ 1) e ds (515)
for all ¢ € (0,T)]. Besides, using Minkowski’s inequality, Holder’s inequality and (3.22), (5.13), we find
t
/0 div (v(* (5))v(s)) + div (' (0" (5))&(s)u" (5)) |7 a/5 ) 5
t t
< C/O V" ()75 l0(5) 720 ds + C/O IV ()1 Zs ) ()78 o 1™ ()1 2 ) s

t t
+C/O ||v£(3)||2L2(Q)”u*(s)H%‘l(Q)ds+C/O 1€ ()17 (0 V" ()220 s

T T
<c / 1£1(5) 22y ds + C / 112(8) 2o ds, Vit e (0,7]. (5.16)
0 0
It follows from (5.15)—(5.16) and the elliptic estimate for (5.7) that
T T
||quQ(o,t;W2,4/3(Q)) < C/O ||f1(5)|‘%2(9) ds + C/o ||diV f1(5)||i4/3(9) ds
T T
e / 1£2(3)]2y) ds + C / s ds,  Yee(©T].  (517)
0 0
Then we infer from (5.1), (5.17) and the continuous embedding W4/3(Q) < L*(Q) that
t t
10220005y < C / V()20 s + / ()97 (5) + 1 (5)VE(S) 2y s
t T
e / 1€ 2oy 1 ()2 ds + C / 171020 s

T T
<c / 1£1()[2 400y s + C / Idiv £1(3)]12.4/5gy s

T T
+C/O 1£2(5)I72(0 d8+0/0 I fs()IF ey ds, Ve (0,T]. (5.18)
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Higher order estimates for £ and 7. Similar to [15], (3.48), using (3.22), we get

t
A0 ey + | 1A% ds
t 0 T T
<C [ 1A ey ds+ € [ 1A ds+C [ v Ay ds
0 T 0 . 0
€ [ 126 ds+ [ 106 e 0
By Gronwall’s lemma, (3.23), (5.13) and the elliptic estimate for (5.4), we deduce that

€117 o (0,412 22 0,614 (52)) + 1017200, 02))

T T
<c / 1£1(9)|2 0 ds + C / v 1 ()112./0 gy s

T T
+C/O I £2(5)11Z2 () d3+0/0 I f5() 2y ds, Vit e (0,T]. (5.19)

Hence, by comparison in (5.3), we conclude

T T
10E12: 0.e25(c < C / 1£1() |24y ds + C / i 1 ()25 ) s
T T
e / 1£2(3)2 ds + C / Vs ds,  ¥te(©.T].  (5.20)

Finally, from (5.4) and (5.19), we have n € L>°(0, T; L?(12)), provided that f3 € L>(0,T; L*(Q)).

Collecting the estimates (5.17)—(5.20), we easily arrive at the conclusion (5.9). Next, we observe that if
(v,q,&,n) solves problem (5.1)—(5.6) with f; =0, fo = f3 =0, then (5.17), (5.18) and (5.19) imply (v,q,&,n) =
(0,0,0,0). This yields the uniqueness of solution due to the linear feature of the system. O

Remark 5.3. Concerning the special case with f; = 0, fo = h and f3 = 0, by virtue of the weak sequential
lower semicontinuity of norms, we can conclude from the estimates (5.19) and (5.20) that the linear mapping
h +— £ is continuous from L?(Q) into V.

With the aid of Lemma 5.2, we can show the Fréchet differentiability of the control-to-state operator S.

Proposition 5.4. Assume that Q C R? is a bounded domain with smooth boundary OS2, T' > 0 and the assump-
tions (S1)—(S3) are satisfied. For any given R* € U, let (u*, P*, o*, u*) be the unique strong solution to problem
(1.3)(1.4) corresponding to R*.

(1) The control-to-state operator S : U — X C Y defined in (3.21) is Fréchet differentiable at R* as a mapping
fromU into Y. The Fréchet derivative DS(R*) € L(U,Y) can be determined as follows. For any h € U C L*(Q),
it holds

DS(R)h = ¢,

where (v, q", " n") is the unique solution to the linear problem (5.1)~(5.6) at (u*, P*,y*,u*) with f1 =0,
fa=h, f3 =0, subject to the constraint q(t) = 0 for almost all t € (0,T).
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(2) The Fréchet derivative of the control-to-state operator S is Lipschilz continuous in Z/Nl, that is, for any
R*,R* c U, it holds

|IDS(R*) — DS(RY)| ci,y) < CIR* — R¥| 120, (5.21)

where C > 0 may depend on K1, K5, 71 and on the parameters of the system.

Proof. Since R* € U, there is some A > 0 sufficiently small such that R* + h € U whenever h € U and Pl < A
In the following, we shall only consider such small perturbations h. We denote by (u”, P", ", ") the associated
state corresponding to R* + h, that is the unique strong solution to problem (1.3)—(1.4). Next, we define the
differences

gt = ol — o — gl o -y 6" = uh —u* — o rh— ph _ pr_ g,

From Proposition 3.11 and Lemma 5.2, we have, for all admissible perturbations h, the following regularity
properties for (y", 2", 8", r"):

yrey, e L?0,T;H*Q),  0"eL*0,T;LYQ), e L*0,T;W>3(Q)).

Moreover, estimates (3.22)—(3.23) hold for both (u*, P*, *, u*) and (u”, P", o", u"*). Observe also that estimate
(3.8) yields

||<Ph - 50*”Hl(O,T;L2(Q))ﬂC([O,T];H2(Q))HL2(O,T;H4(Q)) + ||Hh - M*|\L2(0,T;H2(Q))
+ fu — u*||L2(0,7;04(02)) + | P — P 120, m3w24/3(0))

< C|h 2@ (5.22)

for some C' > 0 independent of h.
Using Taylor’s formula, we have

1 1 1
(") = W'(*) + " (") (" — *) + 5/ / W) (520" + (1 — s2)0") (" — ¢*)dsdz,
0 0

V(") = v(e™) + V(") (" — ") + % /0 /0 V' (sz0" + (1 — s2)0") (" — ¢*)*dsdz.

Then, by definition, (y", 2", 8",r") is a strong solution to the following problem:

v(p")@" = —Vrh £ 2"Vt + VYt — V(" )y et + S, in Q,
div " =0, in Q,
Oy + div (*0") + div (y"u*) = A" + f,, in Q,
2= =AY V(M) s, in Q,
0" -n=0o,r" = Bnyh = Oz =0, on X,

yh|t=0 = 07 n Q,
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with
1
fi= " =)V =) = (u - u*)/o V(sp" + (1= 9)e™) (" — ¢") ds
1 * ! ! " h * h *\ 2
— U V' (szp" 4+ (1 — s2)¢") (" — )" dsdz,
o Jo
fo=—(u" —u*) V(" — "),

1 1 1
famg [ ] ¥t 4 (1= s o) dsd
0 0

Recalling the estimates (3.22)—(3.23) for (u*, P*,p*, u*), (u”, P" " u") and also (5.22), using the Sobolev
embedding theorem in two dimensions, we obtain (see [32], Sect. 5 for details):

Hf1|\%2(o,T;L4(Q)) + [|div f1||i2(07T;L4/3(Q)) + ||f2H%2(Q) + ||f3||%2(0,T;H2(Q)) < C\|h||4L2(Q)~
Then from Lemma 5.2 and (5.9) we get
||yhH%’([O,T];HZ(Q))HLZ(O,T;H4(Q))HH1(O,T;LQ(Q)) + th||2L2(o,T;H2(Q)) + HOhH%2(O,T;L4(Q))
1 12 0 mowars o)
< O(Hle%?(O,T;L‘l(Q)) + 1div f1ll72 0.7 par ) + el T2 (o) + ||f3||%2(0,T;H2(Q)))
< C”hHiZ(Q)v (5.23)

for any h € U C L*(Q) with ||kl < A. As a consequence, we can verify that

IS(R*+h) —S(R*) —€"ly _ [Iy"lly
1Pl i

<Cllhflu >0 as [hlly — 0.

This completes the proof of the assertion (1).

We are left to prove the Lipschitz continuity of the Fréchet derivative of S (i.e., assertion (2)).

Let R*, R! € U be two given controls. We denote by (u*, P*, ¢*, u*), (uf, P¥, o*, uf) their associate states, and
by (v*,q*, &, n%), (v¥, ¢¥, &%, nt) the corresponding solutions to the linear system (5.1)-(5.6) at (u*, P*, ¢*, u*)
and (uf, P%, o, uf) with f; =0, fo = h, f3 = 0, respectively. Then we have

DS(R*)h=¢*,  DS(R*)h = €.
Setting

v=v'—of,  g=¢"—¢, (=¢-¢  n=n" -7,

it is easy to realize that the differences (v, q,&,n) is a solution to the following problem

v(e*)v = =Vq+nVe* + p*VE — V' (") u* + fi, in Q,
dive =0, in @,
€ + div (p*v) + div (Eu") = An + fo, in Q,
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n= 7A§+qj//(¢*)£+f3a in Q7
V-0 =0hq=0nE=0n=0, on X,
€lt=0 = 0, in Q,

with
1
fi= —v”/o V(sp™ + (1= 8)p")(p — ) ds
+ 0 V(" — ) + (u* — p)VE =V (¢") (u" — u)¢?

— éﬁuﬂ/o V' (0")(s@* + (1 — 8)p") (" — ¢*) ds,

f2 = —div ((¢* — ¢F)vf) — div (€ (u* —uf)),

1
Ji = ¢t /0 PO (50" + (1= 8)ph) (0 — o) ds.

Using estimate (5.9) for (v*, ¢*, &*,1*), (v, ¢*, &¥,n), the facts that n*, n* € L>(0,T; L?(R)) and the continuous
dependence estimate (3.8), we obtain (see [32], Sect. 5 for details)

£ 117207 pac0y) + 14V Fill 720, ren0/s ) + 12l F2(q) + 131172071200
<C|Rr" - Rﬁ”%ﬁ(Q)Hh”ZL%Q)'

Applying Lemma 5.2 again, we infer from the above estimates and (5.9) that

IENZ (0,732 (002200, 3 @) i 0,722 () + Il 20,7520y
+ [0l 20,7240 + ||qH%2(O,T;W2,4/3(Q))
< C|R* = R¥|72 (1Pl 72 () (5.24)

which yields the desired conclusion, i.e., (5.21). O

5.2. First-order necessary optimality conditions

Thanks to the Fréchet differentiability of S in U, the Fréchet differentiability of the cost functional J easily
follows by chain rule. This enables us to establish first-order necessary optimality conditions for the optimal
control problem (4.1).

Theorem 5.5. Assume that Q C R? is a bounded domain with smooth boundary 0Q, T > 0 and the assumptions
(S1)—(S5) are satisfied. Let R* € Upq be a locally optimal control of problem (4.1) with the associated state
p* = S(R*). Then the following variational inequality holds

o / (0"(T) — ) €(T) da + az / (6" — po) £ dudt + 3 / R*(R— R*)dadt > 0, (5.25)
Q Q Q

for all R € Uynq, where £ is the unique strong solution to the linear problem (5.1)—(5.6) with f1 =0, fo = R— R*
and f3 = 0.
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Proof. Recalling the definition of the reduced cost functional 7 (see (4.2)) and invoking the convexity of Uad,
we obtain (cf. [33], Lem. 2.21)

(7'(R*),R—R*) >0,  VYREUp.
On the other hand, we infer from the chain rule that
J'(R) = T§(r)(S(R), R) o DS(R) + Ti(S(R), R),
where for every fixed R € U, J, (¢, R) is the Fréchet derivative of J (¢, R) with respect to ¢ at ¢ € ), and
for every fixed ¢ € Y, Js(p, R) is the Fréchet derivative with respect to R at R € U. By a straightforward

computation and using the fact DS(R*)(R — R*) = £ (see Prop. 5.4), we obtain (5.25). O

Our next aim is to simplify the variational inequality (5.25) by introducing an adjoint state.
Let R* € U be a control with its associated state denoted by (u*, P*,¢*, u*). We consider the following
adjoint system:

v(p*)w = Vr — pV*, in Q, (5.26)
divw = 0, in Q, (5.27)
—Op—u*-Vp+ A=V (") +w-Vu*

+ V(M) u" - w = az(¢* — ¢g), in Q, (5.28)
(=Ap+w- Vo, in Q, (5.29)

subject to the boundary and endpoint conditions:

Onp =0 =w -n=0, on X, (5.30)
ple=r = o1 (¢™(T) — ¢a), in Q. (5.31)

Besides, we see from (5.26)—(5.30) that = (formally) satisfies the elliptic problem

Am = div (pVe") + V' (¢") V" - w, inQ, (5.32)
Onm =0, on Y. (5.33)

Like before, in order to uniquely determine 7, we require 7(¢) = 0 for almost all ¢ € (0,7)).

Remark 5.6. The adjoint system (5.26)—(5.33) can be derived by using the formal Lagrangian method (see
[33]). Its solution, if exists, is called the adjoint state or costate associated with R*.

For the convenience of later analysis, we study a slightly more general linearized system.

Lemma 5.7. Assume that  C R{is a bounded domain with smooth boundary 02, T > 0 and the assumptions
(S1)—(S3) are satisfied. Let R* € U be any control with its associated state denoted by (u*, P*,o*, u*). Then,
for every

g1 € L*(0,T;HY(Q)) with g1 -m=0 a.e onX,

g2 € L*(0,T; LY3(Q)), g3 € L*(0,T; H'(Q)),  ga € H'(Q),
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there exists a unique quadruple (w, T, p, () with the following reqularity

p € C([0,T]; H'(Q)) N L*(0,T; H*(Q)) N H'(0,T; (H'(Q))"),
¢ € L*0,T; HY()), we L*0,T;HY(Q)NH,), me L*0,T;H*(Q)NLiN)),

such that it satisfies

v(e")w = V71 — pVe* + g1, a.e in Q,
divw =0, a.e in @,
A =div (pVe*) + V' (¢*)Ve* - w — div g, a.e in Q,
(=Ap+w- -Ve*+ g3, a.e in Q,
Onp =w- -n=0yw =0, a.e on X,
pli=r = ga, a.e in €,

and
~ (@ whanym — [ (@ Vpwde— [ V6 Vodo - [ W00 ds
Q Q Q
+/(w : V,u*)zbdx—i—/(u’(go*)u* cw)p de = / gotp dr,
Q Q Q
for almost all t € (0,T) and all b € HY(Q). Moreover, the following estimate holds

”pH%‘([()A,T];Hl(Q))ﬁL2(O,T;H3(Q))ﬁH1(O,T;(Hl(Q))’) + ||C||2L2(0,T;H1(Q))
+ ||w||%2(O,T;H1(Q)) + ||7T||%2(0,T;H2(Q))

< C(H91H2L2(0,T;H1(Q)) + ||92||%2(0,T;L4/3(Q)) + 11930122 0.7, 11 (62)) + ||94H12Hl(9))'

25

(5.42)

(5.43)

In addition, if g, € L>*(0,T;L?(Q)), then w € L*(0,T;L3(Q)); if g1 € L*0,T;L*(Q)) and curlg; €

L40,T; L%(Q)), then w € L*(0,T; HY(Q)).

Proof. The existence result again follows from a standard Faedo—Galerkin method. Therefore, we omit the

implementation of the approximation scheme and just perform necessary a priori estimates.

First estimate. Multiplying (5.36) by w, integrating over 2, using (5.37) and Hoélder’s inequality, we get

velwlZ20) < Cllpll2 @IV L) + 1911122 @) 1wl 2 (@)

which implies

w2y < Cllpllzz) + Cllgillzz)-

(5.44)
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Testing (5.42) with p, we obtain

1d
- 5@”/’”%2(9) + 14011720

:—/(w-V(p*)Apdx—!—/ [V (¢*) Ap+u* - Vp|pda
Q Q

+ [ e w Ve pds = [ (- i)pds = [ /(" - wipda

+/[‘I’//(<P*)g3+g2]l)dff—/QSAPdm

Q Q
7

= I, (5.45)
j=1

Keeping in mind that the estimates (3.22)—(3.23) hold for (u*, P*, ¢*, u*), we handle terms on the right-hand
side of (5.45). Iz and I can be estimated as in [15], (4.19) and (4.21) such that

1
L < Sl1Apl7a () + CO+ 18172 (0))llol 720,

Iy < |wllzz@ Ve e @) lloll e
< CIVitllae) (ol 2@ + Cllgrllzz @) ol e @)

1 *
< E||Ap||%2(ﬂ) + O+ [IVE*Fa@) o720 + Cllgrl1720)-

For the remaining terms, we have

5L

IN

||U’HL2(Q) [V HLOC(Q) ||AP||L2(Q)

IN

1
EHAPH%%Q) + Cllpll72 0y + Cllgrll72 (),

Iy < 9" (") | oo (o llwll L2@) IV | Lo () | 2l L2 02)
< CliplZ20) + ClarlZ2a

Is

IN

||V/(80*)HL°°(Q) |u” ||L4(S2) HwHL2(Q) HPHL“(Q)

IN

1

Is < 10" (")l lgsll 2@ loll 2 ) + g2l Lz o) Lol o)

1
< EHAp”%?(Q) +Clol72) + C||92||%4/3(Q) + CllgsllZ2 (0

1
I7 < lgsllL2@) | Apll L2 () < EHAPH%Q(Q) + CllgsllZ2 (-
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As a consequence, we deduce from (5.45) and (A3) that

1d, T
- §&||p“L2(Q) + EHA/}”L?(Q)
<O+ ||VN*||2L4(Q)) ||P||%2(Q) + 0”91”%2(9) + C||92||i4/3(9) + C||g3||2L2(Q)'

The (backward) Gronwall’s inequality yields

T
16() 2500 + / 180(8)[22 0 s
t
< C(19430y + g1 B2y + ozl rparscay + loale)): VE€ .70 (5.46)

Then it follows from (5.44) that

lwli3zq) < C(loalzy + 191132y + 19211320 riparsay + N9sl32e) ) (5.47)

and, due to (5.39), it holds

€320 < C(llgalaay + 91132y + 1921130 ros0rsy + 98132y ) (5.48)

From (5.44) and (5.46), we have w € L®(0,T;L2(Q2)), provided that g; € L>(0, T; L%(2)).

Second estimate. From (5.38), (5.47), the assumption 7 = 0 and the elliptic estimate, we obtain

7]l 20y < Clldiv (0Ve™) || 22(0) + CllV (") V™ - w||12(q) + C|ldiv g1l L2 (q)
< Clipllar @) + Cllwl|L20) + Clldiv g1 2 (o)

< (Il + ldiv gill 20 + gl z2()-
This together with (5.46) implies
H7TH%2(0,T;H2(Q))
< C(llgall3ay + 1911320y + I1div 11320y + 92030710750 + 195132 )- (5.49)
On the other hand, using the identity
v(p*)eurlw + v/ (%) Vg™ - wh = V™ - (Vp)*,
ol

where v v, —v1)T for any vector v = (v1,v2)T, we infer from (5.36) that

eurlwl| 20y < ClIV (0" )Ve* || oo lw |22 (0) + ClIVE* || @) (Vo) "l 22 (0
+ C||curl g1 z2(q)

< (e + ol @) + lewl g2 ). (5.50)
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Thus, it follows from (2.2) and (5.46)—(5.47) that
Hw||2L2(o,T;H1(Q))
< Cllwlliz(g) + Cllolz 01810 + Cllewlgill7 g
< (lgallZs ey + o2 ) + leurlgsl3a gy + lgeleio oy + louliaey)- - (5:5D)
Third estimate. Testing (5.42) with —Ap gives
_ld
2dt
=— / (u* - Vp)Apdx — / V(w-Ve*)-VApdz
Q Q

VP2 ) + IVAAIL2 q)

—/ \If”(w*)<Ap+w-W*+93>Apd:c+/(w~w*>Apdx
Q Q

+/(1/(<p*)u* ~w)Apdx —/ Vgs-VApdz — / goApdx
Q Q Q

=y I (5.52)

The terms on the right-hand side of (5.52) can be estimated as follows

Is < [lu*|lLs @) VollLa@ | Apl L2 o)
L s
< ClIVollzao ol
1
< EHVAPH%P(Q) + ClIVpll72 () + Clol 2

Iy < |[[V(w - V)12 [[VApl L2(0)
< Cllwllpa@ A La@) VAPl L2 () + ClIVwl L2 (0) Vo™ || () VAP 22(0)

1
< EHVAPH%%Q) + Cllw|F o,
Lo < 197 (") |z ) (A0l 22 0) + 1wl z2(0) IV ™| Lo 0) + lgallz2 @) 180 22 (0)
1
< EHVAp”%P(Q) + C|VpllZ2 () + ClwlZzay + Cllgslliz(q):
I = —/ p(w- VAp)dx
Q

[l1* ||L4(Q) ||w||L4(Q) HVAIO||L2(Q)

IN

IN

1
EHVAPH2L2(Q) + Cllw\\%4(g),
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I

IN

1V (@) @l 2@ lwll @) A0l 2 (o)

IN

1
EHVAPH%Q(Q) + CIVpll72 () + CllwlFey,

I3+ 11y

IN

1VgallLz@) VAPl L2y + 192l Lass ()| Apll e ()

IN

1
EHVAPH%Q(Q) +ClIVolte) + CliVaallia) + Cllazll7as q-

Hence, we can deduce from (5.52) that

1d,_ 1 ,
- §a||VP||L2(Q) + §HVAP||L2(Q)

< C|VpllZz(0) + Clolz) + Cllwlin gy + CllgallFas ) + Cllgsllur «)-
()

The (backward) Gronwall’s lemma together with (5.46) and (5.51) yield

T
Vo Err + [ 19200 oy
< Cllgallzr oy + Cllgrlz2q) + Clleurlgi|72(q) + CHQ2”%2(O,T;L4/3(Q))
+ Cllgsll 720,701 () vt e [0,T], (5.53)

which combined with (5.39), (5.51) and (5.53) implies

1€ 0,701 (02)) < Cllgallz ) + CllgillZ2(q) + Clleurlga |72
+ C||92||%2(0,T;L4/3(Q)) + C||93||2L2(0,T;H1(Q))~ (5.54)

Next, we infer from (5.42) that

10:pll (1 )y < Cllu™ - Vpllpassq) + ClIVE L2 ) + ClI" ()| e (o) 1<) 2
+ Cllw - Vi || pass ) + ClIY (@) Lo (@ llw™ - wll pars ) + Cllgall sz
< Olula@ IVollzz) + CllClar @) + Cllwl| s [[VE | 22
+ Cllu™ || [wllzz@) + Cllg2llLarsq)

< C(lplm + IS + Il + g2l s )-
Thus, we get

”atp“%z((),T;(Hl(Q))’) < C||94||§11(Q) + CHQIH%Q(Q) + C'||CUI"191||%2(Q)
+Cllg2ll72(0 a3 (y) + Cllgsllizo.rim (o) (5.55)

Finally, from (5.50), (5.53), we can deduce w € L*(0,T;H(Q)), provided that g; € L>(0,T;L?*(Q)) and
curl g; € L*(0,T; L*(Q)).

Collecting the estimates (5.49), (5.51) and (5.53)—(5.55), we arrive at the conclusion (5.43). Next, we observe
that if (w,, p, () solves problem (5.34)—(5.42) with g; = 0, g2 = g3 = g4 = 0, then it follows from (5.43) that
(w, 7, p,¢) =(0,0,0,0). This yields the uniqueness of solution due to linearity of the system. O
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We are ready to show that the adjoint system is uniquely solvable.

Proposition 5.8. Assume that ) C R{is a bounded domain with smooth boundary 0Q, T > 0 and the assump-
tions (S1)—(S5) are satisfied. Let R* € U be any control with its associated state denoted by (u*, P*, o*, u*). The
adjoint system (5.26)—(5.33) admits a weak solution (w*,*, p*,(*) satisfying (5.34), (5.35) and the following
estimate
||P*||2C([0,T];H1(Q))mL2(0,T;H3(Q))nH1(o,T;(Hl(Q))/) + ||C*||2L2(O,T;H1(Q))
+ Hw*||2L4(0,T;H1(Q))r‘nLOO(O,T;LZ(Q)) + H7T*H%2(0,T;H2(Q))
< Cllaz(¢”™ = 9q)ll72(q) + Cllar (0*(T) = a)llin q)- (5.56)

Proof. Take

g1 =0, g2 = az(¢™ — vq), g3 =0, g1 = a1 (0" (T) — ¢a).

From the regularity of ¢*, we easily verify that g, € L?(Q) and g4 € H'(2). Then the conclusion is a direct
consequence of Lemma 5.7. O

Now we are able to eliminate the function £ from the variational inequality (5.25) and, alternatively, establish
a first-order necessary optimality condition via the adjoint state.

Theorem 5.9. Assume that Q C R? is a bounded domain with smooth boundary 0Q, T > 0 and the assumptions
(S1)—(S5) are satisfied. Let R* € Uag be a locally optimal control of problem (4.1) with the associated state
(u*, P*, o*, u*) and the adjoint state (w*,7*, p*,(*). Then R* satisfies the following variational inequality

/ (0" + BR*) (R— R*)dadt >0, VR € Uy, (5.57)
Q

Proof. The proof follows a similar argument for [15], Corollary 4.4 with minor modifications. Taking (v, g, &, n)
that is the unique solution to the linearized system (5.1)—(5.6) (with f; =0, fo = R — R* and f3 = 0) as test
functions in the adjoint system (5.26)—(5.31), adding the results together and using integration by parts, we
have

o1 [ ((T) = o) €(T) da + 0 /Q (6" — ) € dadt

T d . T ) *
/ & </ P deC) dt — / <<9tp 7€>(H1(Q))/7H1(Q) dt — / VC . Vf dxdt
0 Q 0 o

Q

"= Ap* —w* - Ve )ndadt — / (divw™)qdzdt
Q

(
+/Q [V(so*)w* -Vt 4 p*Vw*} ~vdzdt
= [8,55 + div (¢*v) + div (Eu™) — An} p* dadt
+ /Q [77 +AE— \Il”(go*)f} ¢* dadt + /Q(div )" dedt

+ / [V(gp*)'v +Vq—nVp* —u*VeE+ V’((p*)fu*} cw* dzdt
Q

= [ (R— R*)p* dadt. (5.58)
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Substitution of the identity (5.58) into (5.25) yields the conclusion (5.57). O

Recalling that U,q is a nonempty, closed convex subset of L?(Q), in the case 8 > 0 the necessary condition
(5.57) is equivalent to the following projection formula (cf. [33]):

Corollary 5.10. When (3 > 0, the locally optimal control R* is the L*(Q)-orthogonal projection of —B~!p*
onto Uya:
R*(x,t) = max {Rmin(x,t), min{—3""'p*(x,1), Rmax(m,t)}}, for a.a. (x,t) € Q.
6. A SECOND-ORDER SUFFICIENT CONDITION FOR STRICT LOCAL
OPTIMALITY
Since our optimal control problem is not convex, the first-order necessary optimality conditions are not

sufficient. The aim of this section is to establish a second-order sufficient condition for strict local optimality.

6.1. Differentiability of the control-to-costate operator

In view of Proposition 5.8, we are able to define the control-to-costate operator that maps any control R € u
onto its corresponding adjoint state.

Definition 6.1. Let the assumptions of Proposition 5.8 be satisfied. Set
Z = C([0,T]; HY () N L*(0, T3 H* () N HY (0, T (H'(2))").
We define the control-to-costate operator
T:U—Z2, R—T(R) =p, (6.1)

where (w, 7, p, () is the unique weak solution to the adjoint system (5.26)—(5.33) corresponding to the given
control function R € Y.

First, we establish the Lipschitz continuity of the control-to-costate operator.

Proposition 6.2. Assume that Q C R? is a bounded domain with smooth boundary 02, T' > 0 and the
assumptions (S1)-(S5) are satisfied. For any given controls R*, R* € U, we denote their adjoint states by
(w*, 7, p*, "), (wh, ¥, pt, (P), respectively. Then it holds

™ = P¥lleo, s (@)nzzo,msms @m0y @y +11C° = Cllzz(o,r,m1 (@)
+ ||lw* — wﬁHLOO(0,T;L2(Q))QL4(0,T;H1(Q)) + |7 — 7Tti||L2(0,T;H2(Q))
< C||R* — R*||2(q), (6.2)

where C > 0 may depend on K1, K5, 71 and on the parameters of the system.

Proof. Let us set
w:w*fwﬁa W:W*fﬂ—ﬁa P:P**Pua Czc*fdj

Besides, we denote by (u*, P*, o*, u*), (uu, Pt oh, ,uﬁ) the associated states corresponding to R*, RY, respectively.
Then (w, 7, p, () satisfies the following problem

v(e")w = V71 — pVe* + g1, a.e. in Q,



32 M. ABATANGELO ET AL.

divw = 0, a.e. in @,
A =div (pVe*) + V' (") V" - w — div g, a.e. in @,
(=Ap+w- -V + g3, a.e. in @,
Onpp=w-n=090,m =0, a.e. on X,
ple=r = 9a, a.e. in ),

and

— p ) iyt — /Q (u - Vp)pdo — /Q VC-Vide - /Q V' (p*)Cp d
+/§2(w-v;¢*)wdz+/§2(v’(g@*)u1 ~w)1/)d1::/9g2¢dx,

for almost all ¢ € (0,T) and all v € H'(2). Here,

1
g1 = —wﬁ/o V' (se® + (1= 5)p") (9" — ") ds — p*V (" — ¢%),

1
g2 = (=) V5 4 ¢ [ WOt (1= )~ ) ds
0

W V() (ot ()
~ (ww) [ V(sg" + (- ) et — st an(p” — ),
gr=wh-V(p" —¢%),  ga=ai(p"(T) - *(T)).
Then using estimates (3.8), (3.22), (3.23) and (5.56), we obtain (see [32], Sect. 6 for details)

”.91”%2(0,T;H1(Q)) + ”91”%00(0,T;L2(Q)) + ||Curlgl||%4(O,T;L2(Q)) + ||92||2L2(0,T;L4/3(Q))
+ ”93“%2(0,T;H1(Q)) + ”94“%{1(52)
< C|IR* = R*[72(0)-

We infer from Lemma 5.7 and the above estimates that

I 0,735 @)y z20, 7513 ) 0 )y 1SN B2 0,302 )
+ ||w||%°C(07T;L2(Q))0L4(O,T;H1(Q)) + ||7T||2L2(0,T;H2(Q))
< Cllgill72 0 m1)) + Cllg1 70,1220 + Cllcurl gl 740,720
+ Cllg2l 20,1143 (0) + Cll9all T2 0,511 0y + Cllgallir gy
< C|R" - Rﬁ”%%@)y

which yields the required estimate (6.2). O
Next, we show the Fréchet differentiability of the control-to-costate operator.

Proposition 6.3. Assume that Q C R? is a bounded domain with smooth boundary 0Q, T > 0 and the
assumptions (S1)—(S5) are satisfied.



OPTIMAL DISTRIBUTED CONTROL FOR A CAHN-HILLIARD-DARCY SYSTEM 33

(1) For any R* € U, the control-to-costate operator T : U—z defined in (6.1) is Fréchet differentiable
at R* as a mapping from U into Z. The Fréchet derivative DT (R*) € L(U, Z) can be determined as follows.
Given R* € U, we denote by (u*, P*, o*, u*) its associated state and by (w*, 7*, p*,(*) its adjoint state. Besides,
for any h € U, we denote by (v",q", ", n") the unique solution to problem (5.1)~(5.6) at (u*, P*,p*, u*) with
fi=0, fo=h, f3 =0. Then, it holds

DT(R ) = 7, (63)
where (w", 7", p", Eh) with the regularity

ez, ¢her¥0.1iHY(Q),
w" € L*=(0,T; L*(Q)) N L*(0, T; H () N H,),
7 e L*(0,T; H*(Q) N L (),

s a weak solution to the following linear system

v(e")w = V7T — pVe* + g1, a.e. in Q, (6.4)
divw =0, a.e. in Q, (6.5)
C=Aj+@- Vo* + gs, a.e. in Q, (6.6)
Onp=w -n=09,7=0, a.e. on X, (6.7)
Pli=t = ga, a.e. i §, (6.8)
and
— @7 )y = [ (@ Vipde = [ VE-Vide— [ (e)Cvdr
+ @ Vuyde s [ @ @uds = [ v, (6.9)
Q Q Q
for almost all t € (0,T) and all v» € HY(Q). Here,
_ 1 *\¢h,, x * h
g1 = —V'(¢")§ w" — p"VEY, (6.10)
go = ’Uh . vp* + \11(3)(s0*)€h<-* _ ’LU* . Vﬁh _ Vl/(ﬁﬂ*)fhu* . w*
— V(" )o" w4 ageh, (6.11)
gs = w* - V¢, (6.12)
g1 = ar&"(T). (6.13)

(2) The Fréchet derivative of the control-to-costate operator T is Lipschitz continuous in H, i.e., for any
R*, R € U, it holds

IDT(R*) = DT (Rl c.2z) < CIIR* — R¥||12(), (6.14)

where C' > 0 may depend on K1, K3, 71 and on the parameters of the system.
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Proof. By definition, for the given control function R*, (u*, P*, ¢*, 1*) is the unique strong solution to problem
(1.3)—(1.4), while (w*,7*, p*,(*) is the unique weak solution to the adjoint system (5.26)—(5.33) with g; = 0,
g2 = (9" — ), g3 =0 and g4 = a1 (¢*(T') — pq) therein.

Let us first establish the solvability of problem (6.4)—(6.13). Thanks to Lemma 5.2, we easily find g4 =
a1£M(T) € HY(Q). Besides, it is straightforward to check that g; - n = 0 on ¥. Using the regularity properties
of (u*, P*,p*, u*), (w*,7*, p*,(*) and (v", ¢", " n"), we can verify that (see [32], Sect. 6 for details)

g1 € L2(0, T;HI(Q)) N L=(0, T;LA(Q),  curlgy € LA(0,T; LA(Q),
g2 € L*(0,T; L*3(Q)), g3 € L*(0,T; H'()),
with the following estimate
Hgl”%z(O,T;Hl(Q)) + ||gl||2L°°(O,T;L2(Q)) + |\Cur191\|i4(o,T;L2(Q)) + H92||%2(0,T;L4/3(Q)))
+ 9311720, 7:51 ) < CllRIZ2 (-
Then we are able to apply Lemma 5.7 and conclude that the linear problem (6.4)—(6.13) admits a unique weak

solution (w", 7", p", Zh) satisfying the desired regularity and

”ﬁh”?J([O,T];Hl(Q))OL2(O,T;H3(Q))r‘|H1(O,T;(Hl(Q))’) + ||Zh”2L2(0,T;H1(Q))
+ ||15h||2Lo<>(o,T;L2(Q))mL4(o,T;H1(Q)) + H%hH%?(O,T;H?(Q))
< C”QIH%Q(O,T;Hl(Q)) + ||91||2Loo(o,T;L2(Q)) + chrlglui‘l(O,T;Lz(Q))
+ CH%H%?(O,T;LMS(Q)) + Cllgsl1 720,701 (2)) + Cllgallin o)
< O3z (- (6.15)

Next, we show that (w”, 7", p", ¢ h) gives the Fréchet derivative of T Similar to the proof of Proposition 5.4,
since R* € U, there is some A > 0 sufficiently small such that R* + h € U, whenever h 6 U and [|h][yy < X. Below
we shall only consider such small perturbations h. For R* 4 h, we denote by (u”, P", ¢" ") its associated state
and by (w", 7", p (") its associated adjoint state. Define the differences

7= — =", Zh—ch_¢x_ b a" = wh —w* — @, pho— ph o _5h
For all admissible perturbations h, we can check that
ghez, e lL?0,T;H(Q)),
a" € L*(0,T;H (Q)NH,), " e L*0,T; H*(Q)NL3(Q)).
Then (a”,b",y", 2") is a weak solution to the following problem:
v(p")al = Vb — §hVe* + g1, a.e. in Q,

. h .
diva” =0, a.e. in @,

(6.16)

(6.17)

2= AP +a" Ve + s, a.e. in Q, (6.18)
Oy =a" -n=0, a.e.on X, (6.19)
(6.20)

~h ~ .
V' lt=1 = G, a.e. in Q,
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and
— @7 Wy = [ (w0 97ede— [ V- Vide = [ W)
h . * ’ * * h _ ~
+/Q(a Vi )z/de—i—/Q(u (pM)u* - a")yda /Qggwdx, (6.21)

for almost all ¢ € (0,T) and all ¢» € H'(Q). Using Taylor’s formula, it is straightforward to check that

1
g1 =~ —w) [ Vst (L= s - o) ds
0
- W*V'(w*)(wh — =M
—f'w A/ szgp +(1—s2)p )(<ph—<p*)2dsdz
—(p" = p)V(p" — ) = p*V (" — " — €M),
Go = as(p" — " — M) + (u —u*) - V(" - p*) + (U —u — V") - Vp*
1
e =¢) [ FO(st + (1= 9N - ) s
C*‘I’(?’)( N = — €M
T / / WO (526 + (1— 52)6") (9" — ") dsdz
— (w" ) V(p" —p) —w* - V(" — =)
(" - w) [ (1 9" - ) ds
0
- (so (" — " —EM(u - w")
- S(u" - w* / / B (52" + (1 = 52)0") (9" — ¢7)?dsdz
—V(<P Jh — u) - (w0 — w*) — o (%) (uh — u — o) -,
§3:(wh*w*)~V(<P *@*Hw*-v(so —p* =),
g1 = ar("(T) — " (T) — EM(T)).

We recall that the estimates (3.22)-(3.23) hold for both (u*, P*,¢*,u*) and (u®, P" o" u”). Besides, the
control-to-costate operator is Lipschitz continuous (see (6.2)), that is,

)
~
I

" = oo,y (@)nz2 0,753 () 03 @)y + IS = CFllzz (0,71 ()

+ lw" — w*|| L 0,152 L0111 () + 17" = 7| L2012 (02))
< Cllhllr2(q),

for some C' > 0 independent of h. Combining the above estimates with (5.23) and (5.56), we can deduce that
(see [32], Sect. 6 for details)

1911172 0,771 0y + H/g\2||%2(O,T;L4/3(Q)) 18301720, 7.m1 () + 184l 71 () < ClIBNI72(0)-
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Applying Lemma 5.7, we get the following estimate on the solution 3 to problem (6.16)—(6.21):
~h
15" 1 t0, 77 111 (2))n 22 (0,75 8 () (0,751 (9))7)

< C(Hglll%?((),T;Hl(Q)) + ||/g\2Hi2(0,T;L4/3(Q)) + ||§3||2L2(0,T;H1(Q)) + ||§4||?{1(Q))
< Okl 72q);

for any h € U C L*(Q) with ||hllyy < X\. As a consequence, it holds

TR +h) = T(R) ="z _ 3"]l=

= < CHhHu — O7 as ||h||z,{ — 0.
([~ e [172]]es

This completes the proof of the assertion (1).
Next, we prove assertion (2), that is, the Lipschitz continuity of the Fréchet derivative of 7.

Given two controls R*, R* € U, we denote by (u*, P*,p*, u*), (uf, P% ¢f u¥) their associate states, by
(v*, q*, &, n*), (v¥, ¢¥, &%, n*) the corresponding solutions to the linear system (5.1)-(5.6) at (u*, P*, ¢*, u*) and

(uf, P, b uf) with fy = 0, fo = h, f3 = 0, respectively, and by (w*, 7, 5*,C*), (@*, 7, 5%, ) the solutions to
the linear system (6.4)—(6.13) corresponding to R* and RF. Define the differences

w=w -wt,  F=F %, p=p -7 (=0
We find that (w, T, p, (T“) is a solution to the following problem
v(p")w = V71 — pVe* + g1, a.e. in Q,
divw = 0, a.e. in Q,
C=Aj+w- Vo' + s, a.e. in Q,
Onp=w -n=0, a.e. on X,
ﬁ|t:T = §4, a.e. in Q,

and
— @p by = [ (w0 Viwde— [ VE-Vode— [ W) loda

—1—/(15 : Vu*)¢dx+/(u'(go*)u* cw)ypdr = / g2tb dz,
Q Q Q
for almost all t € (0,7) and all v» € H'(Q). Here, we have

1
g1 = o' / Y (sg" + (1= 5)ph) (" — @) ds — FV (9" — &)
= V()€ (w" — wh) V(9" (€ - &
1
- gﬁwﬁ/ V(50" + (1= 8)@") (" — ¢*) ds
0

—(p" = P)VE — pPV(& — &),
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1
5o = (u* —uf) V7 4+ & / TO) (sp* 1 (1— 8)gb) (" — o) ds
0
— V(e — ) — V(") (" — b - i
1
—u’ -ﬁﬂ/ V(59" + (1= 5)") (9" — ") ds
0
+0" V(" = pf) + (v* =) - V)
+ U () (¢ = ¢F) + IO (7)€" — )¢
L ert / D(sp" + (1 - s)p ”)(@*—@”)ds

—w* - V(" —nf) = (w* —wh) - Vit — 1" ()¢
— V(") (u — uf) - wt — (o )( — Mut -

gt ) / V) (s + (1 - )6b) (" — o) ds

_ I//((p*)’v* . (,w* _ wﬂ) _ 1//(90*)(1)* . vﬁ)wﬁ

* ok (w _wﬁ)

u
’l.U

— (vf ~w”)/ V(™ + (1= s)e") (9" — ) ds + (¢ — &),
0
gz = w" - V(" — ¢f) + (w* —wf) - VE + w - V(- &),
ga = o1 (€ (T) — €X(T)).

Using the estimates (3.8), (3.22), (3.23), (5.9), (5.24), (5.56), (6.2) and (6.15), we find (see [32], Sect. 6 for
details)

||§1||2L2(0,T;H1(Q)) + H§2||2L2(0,T;L4/3(Q)) + ||§3||2L2(0,T;H1(Q)) + ||§4||§{1(Q)
< CIR" = R[22 (g 1R l172(q)-

Applying Lemma 5.7, we obtain

15" = BFIIE o, 1: 111 (000 L2 (0,73 1 (2))m 2 0,5 ()))
< (111 0ursm ey + 182120 2opvmcay + 183 0rs0m oy + 11 )
< C|R" - Ru||%2(Q)Hh||2L2(Q),

which easily yields the conclusion (6.14). O

6.2. A second-order sufficient condition

Since the control-to-state operator S and the control-to-costate operator 7 are continuously Fréchet differ-
entiable (recall Prop. 5.4 and Prop. 6.3), the cost functional J as well as the reduced cost functional J are
twice continuously differentiable in ¢ thanks to the chain rule. With the help of the adjoint state, for a given
control R* € U, the first and second Fréchet derivatives of J at R* can be calculated. Indeed, we have

j'(R*)h:/ (p* + BR*)hdadt, Vhel,
Q
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where p* is the associated adjoint state of R*, and

J"(R*)[hy, ha) :/ (Bhy + pl- ) he dzdt, Vhi,he €U,
Q

where p. is determined as in (6.3) with h = h;.
To derive the second-order sufficient condition, we apply the idea in [34] and introduce the concept of cone
of critical directions.

Definition 6.4. Let R* € U,q and set
Ag(R) = {(z,t) € Q : |p"(z,t) + BR*(x,1)| > 0},

where p* is the associated adjoint state of R*. The cone of critical directions, denoted by C(R*), is
defined as

C(R*):={heUNL>(Q) : h satisfies (6.22)},

where (6.22) is given by
*), R*(2,t) = Rumax(2,1), (6.22)

for almost all (x,t) € Q.
The main result of this section reads as follows.

Theorem 6.5. Assume that 2 C R? is a bounded domain with smooth boundary 0Q, T > 0 and assumptions
(S1)—(S5) are satisfied with § > 0. Let R* € Uyq be any control satisfying the variational inequality (5.57).
Moreover, we assume that

~

J"(R*)[h, h] = /Q (Bh + Pl )hdedt >0,  ¥heC(R)\{0}. (6.23)

Then there exists constants X, 0 > 0 such that the following inequality holds
J(R) > T(R) +6I|R— R*|%21q),  VREUu with |R—R*120) < A (6.24)

As a consequence, R* is a strict local minimizer of J on the set Uyq-

Proof. The proof follows from a contradiction argument in the spirit of [34], Theorem 4.1. Suppose that R* does
not fulfill (6.24). Then there exists a sequence of controls { Ry} C Uaq satisfying Ry # R*, Ry — R* strongly in
L?(Q) such that

~ ~ 1
J(Re) < T(BY) + || Ri — R*|320),  VkeZT. (6.25)

Define

~ R, — R*
=k
| Re — R*||z2(0)
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Since ||hy|| £2(Q) = 1, we can extract a subsequence (not relabelled for simplicity) such that

hy —h  weakly in L2(Q) for some h € L*(Q).

Let pi be the associated adjoint state of Ry. Using Propositions 3.11, 5.8, and 6.2, we can deduce that
‘/ (pr + BRy) hi, dxdt—/ (p* +6R*)7dedt’
Q Q
<| [ o)+ 0 oy Rasad + | [+ 587 (G - B dac| 0,
Q Q

as k — 400, which implies

lim J'(Re)hie = J'(R*)h. (6.26)

k—+oco

Using the Newton—Leibniz formula

~ ~ 1 ~

TR =T+ [ TRt (1= 9B By~ B s,

0
we infer from (6.25) that
L ~ 1
/ F(sRe+ (1= 5)R)ids < LR~ Rllzagy 0, as k= +oo.
0

This fact, combined with (6.26) and Proposition 6.2, easily yields j’(R*)E < 0. On the other hand, since
Ry € Uyg, it follows from (5.57) that J'(R*)hy > 0. This further implies J'(R*)h > 0. As a consequence, we
find

J'(R*)h =0
Then, following the same argument as in Step 2 of the proof for [34], Theorem 4.1, we can conclude
h € C(R").

Next, from Proposition 6.3 and the compact embedding Z <+ L?(Q), we can deduce that, up to a
subsequence (not relabelled hereafter for simplicity), it holds

17 — Pl [ 12

@ — 0, as k — +oo0.

As a result, we have (again up to a subsequence)

’/ pR*hkdxdt—/ pR*hdxdt’ ‘/ ,OR* —ﬁR* hkdxdt‘—i—’/ ﬁﬁ*(ﬁk—ﬁ) dxzdt| — 0
Q

as k — 4o0. Hence, it holds

lim J"(R")[hg, hi) = T"(R*)[h, h). (6.27)

k—4o00
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Using a second-order Taylor’s expansion, we find

~

J(Re) = J(R*) + J'(R*)(Ry, — R*)
+

(
1 1opl o
§||Rk - R*||2L2(Q) /0 /0 J"(szRy, + (1 — s2)R*)[hy, hg] dsdz.
From (5.57) and (6.25) we infer that
1,1 o 9
/ / (52 + (1~ s2) R o, ] dsdz < > (6.28)

o Jo

Besides, the Lipschitz continuity property (see Prop. 6.3) implies

~
!

1 .1
/ / J"(szRy, + (1 — s2)R*) [, hg] dsdz — T (R*)[hg, hi]| — O, as k — 4o0.
o Jo

From the above fact, (6.27) and (6.28), we easily deduce that

J"(R*)[h, h] = limsup J" (R*) [, h)

k—+oo

1 01
= lim sup/ / J"(szRy + (1 — s2)R*)[hg, hg] dsdz
o Jo

k—-+oco

+ lim (f”(R*)[hk,hk]— / / J”(ssz+(1—sz)R*)[hk,hk]dsdz>
0 0

k— 400

<0.

Recalling condition (6.23) and the fact that h € C(R*), we find h = 0 so that hj, — 0 weakly in L2(Q). Hence,
ph. =0 and, up to a subsequence, we have

2% | L2y — O, as k — +o0.

Then, we find that

— ; 712
0<pB= ﬁkglfoo 1hellz2(0)
_ . TN Bl T ~hi T
= kgl-ir-loo J (R )[hk, hk] kll)lf_loo 0 P hy, dxdt
= jﬂ(R*)[Eﬁ] <0,
which leads to a contradiction. The proof of Theorem 6.5 is complete. O

APPENDIX A.

In this appendix, we prove Theorem 3.5 about the existence and uniqueness of a strong solution to problem
(1.3)—(1.4).

The strategy follows the arguments similar to those in [4, 5, 14, 15]. Below we sketch the main steps and point
out the necessary modifications due to the presence of mass source terms. For simplicity, we denote the norm
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of L2(Q2) (or (L3(Q))?) by | - [, and the norms of LP(%2), W#(Q), H™() by | - |z, |- lwms and |- [ s,
respectively.

Step 1. The approximating problem. Let ¢ € (0, x) with x being the constant given in (A1)’. As in [5],
we introduce a family of regular potentials {¥.} that approximates the original singular potential ¥ by setting

U (s) = Fe(s) — %32, Vs eR, (A1)
where
4y ‘
ZTF(j)(l—zs)[s—(l—a)]J, Vs>1—¢,
=07
Fo(s) = { F(s), Vse[-14e1—¢l, (A.2)
4
Z%F@(—Mrs) [s— (=1+¢e), Vs< —1+e.
=07

Thanks to the definition of ., one easily finds (see [4]) some K € (0,k] such that, for any ¢ € (0,%), the
approximating function W, given by (A.1) satisfies ¥. € C*(R) and

118t = < V. (s), —a<V/(s) <L, Vs eR,

where 71, 72 are positive constants independent of €, the constant « is given in (A1) and L is a positive constant
that may depend on . Moreover, we have

U (s) <W(s), Vsel[-1,1] and [TL(s)| <|¥'(s)], Vse(-1,1).
For every ¢ € (0,%), we study the following approximating problem:

V(@e)us =—VP, + u:Ve,
divu, = S,

in Q, A3
at(Ps +div ((PEUE) = AME +S+ R, Q ( )
e = —Ape + VL (pe),
subject to the initial and boundary conditions
us'n:anﬂez n@s:()a (.)n E, (A4)
Peli=0 = o, in €.

When the strong solutions are concerned, we need to pay some attention to the “initial value” of the approx-
imated chemical potential p1. o £ —Agpg + V. (o) (see [4, 35]). To this end, we consider the following Neumann
problem with a singular nonlinearity:

{—Au +F(u)=f inQ (A.5)

Ont =0, on 0f),

where the function F satisfies the assumptions (A1) and (A1)’. Then the following lemma holds
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Lemma A.1. Let Q C R? be a bounded domain with smooth boundary O2. For any f € L?(2), problem (A.5)
admits a unique strong solution u € H?(Q) and F'(u) € L*(Q). If f € H(Q2), then

|Au|| < C||Vu| 2|V f]| 2

for some positive constant C' independent of u. For any q € [2,+00), there exists a positive constant C = C(q, )
such that

2
lullwe.s + 1 F'@)llze < C O+ [ fllm)  and [P ()]0 < C(1+ W),

Moreover, F'(u) € WH4(Q) and there exists a constant & € (0,1) such that
ullLe <1 —4. (A.6)

Remark A.2. The results presented in Lemma A.1 can be found in [5, 30, 35, 36], and in particular, the strict
separation property (A.6) was proved in [37], Lemma 3.2.

Now, for the initial datum ¢q given in Theorem 3.5, we infer from Lemma A.1 that there exists some Se (0,1)
such that ||@ollpe <1 — g, i.e., the initial phase function is indeed strictly separated from the pure states +1.
The constant & depends on |lfio]| 1 and €. Then, by the elliptic estimate, we also find that g € H3(2). As a
consequence, different from [4], Section 5, here we do not need to introduce approximations for the initial data
(in two dimensions). Indeed, for every & € (0, min{%, (1/2)0}), we have (recall (A.2))

fie0 = —Apo + FL(¢o) = —Apo + F'(po) = Jio,

which yields the e-independent estimate ||fic ol| g1 = ||fZo|| a1 -

Existence and uniqueness of global strong solutions to the approximating problem (A.3)—(A.4) can be proven
by using the standard arguments similar to those in [6, 7, 14] via a suitable Faedo—Galerkin scheme. We only
state the result and skip its proof.

Proposition A.3. Let the assumptions in Theorem 3.5 be satisfied. For every e € (0, min{r, (1/2)5}), problem
(A.3) admits a unique global strong solution (u., P, @, pe) on [0,T] such that

Ue € C([OaTLHl( )) ﬂLQ(O T H3(Q))7
P. € C(0,T); Vo) N L*(0,T; H*()),
pe € C([0,T]; H*(Q)) N L*(0,T; H*(Q)) N H'(0,T; H'()),
pe € C(0,T); HY(Q) N L*(0,T5 H*(Q)).
The strong solution satisfies the system (A.3) almost everywhere in Q. Moreover, us - n = Oppt: = Oppe = 0

almost everywhere on X and ¢(-,0) = ¢q in Q.

Step 2. A priori estimates. We derive uniform estimates for (u., P-, @., pe) that are independent of the
approximating parameter ¢ € (0, min{%, (1/2)d}).

First estimate. Integrating the third equation of (A.3) over 2, we have

/Qgpg(t,:c)do::/ngo(:zz)dz+/QR(t,x)dx, Vit e [0, 7.
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Then, from assumption (A3) and (3.3) we deduce that
loe(®)] <1 = b, vVt e [0,T]. (A7)

Second estimate. The pressure P. can be written as follows (see e.g., [4, 14])

P. = Ndiv (v(p:)u.) — Ndiv (u-Ve.)
= Ndiv (v(pe)ue) = Ndiv ((pe — ) Vepe) + Tie(pe — Pe)- (A8)

Using (A2), Holder’s inequality and (A.7), we find

[Pell < Cliv(ee)uell sz + Cll(e — ) Vel pors + [l (1 + llpe])
< Cllucll + llue = frell sl Vepel| + el (1 + [z )-

Third estimate. Thanks to (A1) and (A.7), we find the following standard estimate (see e.g., [5])

IFeeller <C [ (oo = FD(Pipo) = FLlp)) da + C.
based on which we can further obtain (see [29])

1Fe(ee)llr < Clllpe — Bllllee — @ell + llpe — Pelllle:l) + C
< Clle = FEllloell + C (1 + [leell?)-

As a consequence, we get

7] < 1Fe(ge) 2o + €0l < Ollpe = Belllgell + CQ + [lpell). (A.9)

/ pe dx
Q

Fourth estimate. Multiplying the first equation of (A.3) by u. and the third equation by u., adding the
resultants together and integrating over €), we obtain

d
GEO+ [ vou du o+ Ve
Q
:/MES(l—cpE)der/R,udeJr/Psde
Q Q Q
:/(uE—E)S(l—cps)dx—k/ Rusdx—i-/ SNdiv (v(pe)ue) dz
Q Q Q

—/SMWKW—EW%M%
Q
where

&) = 5 IVl + [ W) o
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Here, we have used (A.8) and the assumption S = 0. Observing that ||V ||? < 2(&: +72|Q|), we can derive the
following inequality (see [32], Appendix A for details)

d 1 1
GEO+3 [ velucPde+ SIVAIE < OO+ IRIE+ 5101+ £.(0) (A.10)

where C' > 0 is independent of €. Thus, it follows from (A.10) and Gronwall’s lemma that
1
IV + [ vede<or viepT) (A1)
and
T
| (ol + 195.012) at < 0. (A12)

where Cr > 0 may depend on the initial energy £.(0), vy, v*, 72, Q and T'. In particular, from the argument in
Step 1, we see that

1
£.0) = 5 Vul} + [ ¥ao)da.

that is, the initial energy is independent of €.

Fifth estimate. Testing the fourth equation in (A.3) with —Ap., we get

HAW€”2 - (\I',e(@c‘)aAQOs) = —(pe, Agpe).

Then by Lemma A.1 and the same argument as in [4, 5], we can conclude

T T T T
/0 oo (1)1 42 dt + / e (®) 3 dt + / IF (o) (0)]130 dt + / e ()12 dt < O

Sixth estimate. We proceed to derive some higher-order estimates for the approximate solution. To this
end, we first infer from Lemma 2.1 that, since S € C([0,T]; L3(2)) (cf. (A3)), there exists vs € C([0,T]; HY(Q))
satisfying

divvog =S in €, v=0 on 01,
for t € [0,T]. Setting
as = Us — Vg,

we can rewrite the approximate problem (A.3) in the following way:

V(pe)ue = —v(pe)vs — VP + Ve,

diva, = 0,

Orpe + div (pette) = Ape + S+ R — div (pevs),
pe = —Ap: + W (o),

in Q, (A.13)
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subject to the initial and boundary conditions

(A.14)

U, N = Oypte = Onpe =0, on X,
ve(+,0) = o, in Q.

Differentiating (formally) the first equation of (A.13) with respect to time, multiplying the resultant by .
and integrating over {2, we obtain

1d ~ - _
—— | v(p)|u|? dz = (dpe, Voo “Ue)(H1) HY +/ 1eVOype + ue dx
1 - ~
- 5/ V (¢)Orpe |t da — / O (v(pe)vs) - ue d. (A.15)
Q Q

We remark that the above computation can be rigorously justified by a standard approximation procedure using
the time difference operator 90 f = h=1[f(t + h) — f(t)] and then letting h go to 0 (see e.g., [4], pp. 21). In a
similar manner, we have

d . . .

&/ div (pevs)pe dz = (0 (div (gogvs)),u€>(H1)/7H1 + (D¢ pie, div (cpevs)>(H1)/7H1, (A.16)
Q

d

& (S+R)H5 dz = <(9t,LLE,S+R>(H1)/7H1 + <at(S+R),/,LE>(H1)/7H1. (Al?)
Q

Furthermore, multiplying the third equation of (A.13) by Oipe = —Adppe + V()0 and integrating over
Q, after integration by parts, we get

1d
3 IVl + Vol + [ F(po)(0np0? da
Q

= —<8t,u5, ﬂs . V(,06>(H1)’,H1 + 60”815905“2 + <at/“’L67 S + —R>(H1)’,H1
— <atﬂs,diV (SOE'US)>(H1)/7H1. (A].S)

Adding (A.15)—(A.18) together yields

d

AL+ V0P + [ F (o) Oy do
Q

- 1 - .
= / 1e Voo, - e do — f/ V(0)0spe|uc? de — | 0y (v(pe)vs) - @ da
Q 2 Jo Q

+ @0“675@5”2 — <8t(S + R), /1‘€>(H1)’,H1 + <at(le (QOE’US))7 /j/5>([_[1)/_’11117 (Alg)

where

1 - 1 .
Aa(t):i/gy((pg)|ug|2dx+§||Vu5||2—|—/Qd1v(<p5'vs),u5dx—/ﬂ(5+R),uada:.

From (A.7), (A.9), (A.11) and the Poincaré-Wirtinger inequality we see that

div (pevg) e d

< (H(pe diVUS’”L% + ||v908 : 'US”L§)||:U8HL4
Q

1 1
< OlleellzallS + IVecllllvsiiza)llmell? luel £
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< IS+ [IVhel)

< IVpel® + Cca+1Is)%),

| =

and

/Q(S + R)pe dz

< (ISTF+ 1R el

< IVuel® + CA+[ISIP + IIRI).

< C(ISI+ IR+ 1V ael)
1
8

From (A3) we also note that S, R € C([0,7T7]; L*(Q)) (see [38]). As a consequence, setting
AL() = A(t) + 5 with §* = C(L+ |ISlI3 0,720 + |1 RIZ~(0.7:22(0)))»

for some sufficiently large C' > 0, it follows that

Lo~ 1 . | . *
Svelell? + IVl + 1< AZ(0) < Jo @ + | Ve + 257,

By some careful computations, we can control the right-hand side of (A.19) in terms of the quantity A* and
obtain (see [32], Appendix A for details)

d 1
GO+ 3IV0p + [ FI(p) (0002 do < O(82) (C +ONL) + CIASIE + |00k ey
Q

Thanks to the time continuity of the approximate solution and vg, we see that

IV v(@e(0)uc(0)]| < Cllupc(O)lvll¢<(0)ll= + Cllus ()]
< O+ ol ar + 15O,

which is bounded. As a result, the initial value of A¥ is bounded by
1< AZ(0) <O |lfiollzn +[15(0)]1%) + 25™.
Hence, from Gronwall’s lemma, (A3) and the fact A* € L(0,T) (recall (A.12)), we can conclude that
AL(t) < Cp, Vtel]0,T],
Where CT > 0 depends on ||SHL2(O,T;H1(Q))7 ||8tS||L2(0,T;L2(Q))7 HRHL?(O,T;Hl(Q))a H(’)tR||L2(O$T;(H1(Q)),), ||,L~LQHH1,
E-(0), Q, T and coefficients of the system, but it is independent of e. Recalling the definition of A%, we infer
from the above estimate that

@l + luc(®)| < Cr, Ve [0,T],

as well as

T
/ IVosp.(8)]2 dt < Cr.
0
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Hence, it holds

lue (@l + llpe(®llwzr + 1000 ()l a1y + 1 FL(0e) ()l e < Crr, (A.20)

for any ¢t € [0,7] and p € [2,+00). The H?-estimate for the pressure P. can be derived from Lemma 2.2 and
(A.20) (cf. [4]):

|P-(t)|g> < Cp, YVt e€[0,T].
Finally, we infer from the third equation of (A.13), (A3), (A.20) and a standard elliptic estimate that

[ellrs < CUIOpe I + [|div (peue) [y + 1Sy + 1Rl + [lel])
< CUIVOpell + llpell) + CUISI mr + [[Rl 1),

almost everywhere in (0, 7). This further yields

T
/O e (O dt < O

Step 3. Existence. Based on the e-independent estimates obtained in the previous step, we can pass to
the limit as e — 07 and obtain the existence of a global strong solution (u, P, ¢, 1) to problem (1.3)—(1.4) with
corresponding regularity properties via a standard compactness argument (c¢f. [5]). Further regularity of the
solution (u, P, ¢, 1) can be obtained. To this end, from p € L>°(0,T; H*(2)) and Lemma A.1, we can deduce
that F"(p) € L*°(0,T; LP(2)) for any p € [2,+00), and the strict separation property (3.5) (cf. [37], see also
an alternative argument for the Cahn-Hilliard equation in [16]). Then from the equation p = —Ap + ¥'(y),
(A1) and the elliptic estimate, we find that ¢ € L°°(0,T; H3(Q)). Recalling (A1)’ and using (3.5), we further
obtain F’(¢) € L?*(0,T; H3(Q2)). Applying the elliptic estimate again, we can conclude ¢ € L?(0,T; H5()). For
the chemical potential u, similar to [4], we get dyu € L2(0,T; (H*(2))’). Finally, using standard interpolation
arguments, we can derive the time continuity ¢ € C([0,T]; H*(Q2)) and p € C([0,T]; HY(Q)).

Step 4. Uniqueness. Uniqueness of the strong solution is a direct consequence of the continuous dependence
estimate obtained in Proposition 3.8.

The proof of Theorem 3.5 is complete. O
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