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The introduction of computerized medical records in hospitals has reduced burdensome activities like manual
writing and information fetching. However, the data contained in medical records are still far underutilized,
primarily because extracting data from unstructured textual medical records takes time and effort. Information
Extraction, a subfield of Natural Language Processing, can help clinical practitioners overcome this limitation by
using automated text-mining pipelines. In this work, we created the first Italian neuropsychiatric Named Entity
Recognition dataset, PsyNIT, and used it to develop a Transformers-based model. Moreover, we collected and
leveraged three external independent datasets to implement an effective multicenter model, with overall F1-
score 84.77 %, Precision 83.16 %, Recall 86.44 %. The lessons learned are: (i) the crucial role of a consistent
annotation process and (ii) a fine-tuning strategy that combines classical methods with a “low-resource”
approach. This allowed us to establish methodological guidelines that pave the way for Natural Language Pro-
cessing studies in less-resourced languages.

1. Introduction

The ubiquity of digital technologies is increasingly encompassing
every aspect of our lives, and healthcare is no exception. In the last years
there has been a rapid adoption of digital health tools [1]. This new
technological paradigm has led to a dramatic increase in digitized
medical text data in the everyday medical routine of healthcare in-
stitutions (e.g., discharge letters, examination results, medical notes)
[2]. These documents, while very informative, are unstructured and not
harmonized, creating a barrier that leads to insufficient use and under-
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exploitation. This lowers the efficiency of the clinical and research en-
vironments, since the extraction of such information into structured
databases is time-consuming: physicians spend about 35 % of their time
documenting patient data [3].

Artificial Intelligence (Al), and in particular Natural Language Pro-
cessing (NLP), could provide useful tools to overcome these limitations.
NLP is a collection of techniques and tools for processing human lan-
guage written texts. Some examples of NLP tasks are: Named Entity
Recognition (NER), which assigns words to predefined categories (e.g.,
person, location); Relation Extraction (RE), which connects named
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entities in a text through semantic relations; and Question Answering
(QA), whose goal is to find answers to questions written by humans. In
the last decade, NLP has shifted to Deep Learning (DL) approaches, and a
large number of models have been implemented. The advent of the
Transformer architecture [4] unlocked the creation of highly performing
models, and the famous Bidirectional Encoder Representations from
Transformers (BERT) [5], developed by Google in 2019, established it-
self as the de-facto state-of-the-art. Several BERT-based models followed
shortly after. These models are usually created in a two-step process:

e The first step is pre-training, an unsupervised procedure in which the
model is fed with a huge amount of unlabeled text (e.g., the BERT
corpus is composed of 3.3 billion words). The pre-training is based on
the mechanism of Masked Language Modeling (MLM): a random
portion of the words in a sentence is masked, and the model tries to
predict them based on the surrounding context. At the end of the pre-
training, the model has a general knowledge of the language. Texts
used for pre-training are usually referred to as corpora (i.e., a large
collections of written texts).

The second step is fine-tuning, a supervised training in which the
model is fed with a relatively small set of labeled training examples
(e.g., a famous QA dataset, the Stanford Question Answering Dataset
(SQuAD) [6], is composed of 100 thousand examples), and learns to
perform a specific task. When speaking about fine-tuning, we usually
refer to datasets, which are a structured collection of data used for a
specific purpose.

One of the main limitations of this process is that it requires a
considerable amount of text in the pre-training phase to achieve good
results. For this reason, the models available in literature are often
trained on generic corpora (e.g., BERT main corpus is the English
Wikipedia), and they have difficulties when it comes to specific topics.

However, efforts have been made to overcome this limitation.
Biomedical BERT (BioBERT [7]), is one of the best known and most
successful models. This model was developed using the same approach
as the original BERT, with the key difference that the pre-training corpus
consists of PubMed abstracts and full-text articles, totaling 18 billion
words. BioBERT performs better than the original BERT when applied to
various NLP tasks involving biomedical documents. This result proves
that the use of a topic-specific pre-training corpus is a crucial factor for
high performance in a specific domain such as biomedicine. Another
example is SciBERT [18], which exploits the original BERT architecture
but trains the model from scratch on a different dataset (1.14 million
scientific papers from Semantic Scholar). Thanks to this, SciBERT is able
to incorporate a custom dictionary that reflects the in-domain word
distribution more accurately. Along this path, several biomedical NLP
models have recently been proposed to address the aforementioned NLP
tasks:

e BioNER [8,9], used to identify specific medical entities in a text (e.g.,
drugs, medical tests, dosages, scores). Dihn et al. [19] developed a
tool able to identify antibody and antigen entities and achieved a F1-
score of 81.44 %. Li et al. [21] compared four biomedical BERT
models (BioBERT, SciBERT, BlueBERT [22], PubMedBERT [23]) and
two open-domain models (BERT and SpanBERT [24]) by fine-tuning
them on three clinical datasets, showing that the domain-specific
models outperformed the open-domain ones with the best model
achieving an Fl-score of 83.6 %. Yeung et al [47] developed a
BioBERT-based tool to identify metabolites in cancer-related
metabolomics articles with an Fl-score of 90.9 %. Dang et al. [48]
created a Long Short-Term Memory (LSTM [49]) network and tested
it on the NCBI disease dataset [40] with an Fl-score of 84.41 %,
while Cho et al. [50] performed the same test with their bi-direction
LSTM-based tool and achieved an F1-score of 85.68 %. Finally, it is
worth noting that although the vast majority of these tools were
developed using English corpora, some work has been done for other
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languages as well. Chen et al. [51] developed a BERT-based hybrid
network, and Li et al [52] developed a DL model incorporating dic-
tionary features. These systems were tested on the China Conference
on Knowledge Graph and Semantic Computing dataset 2017 version,
and achieved F1-scores of 94.22 % and 91.60 %, respectively.
BioRE [10,11], used after NER, in order to connect medical entities
(e.g., drugs and their dosages).

BioQA [12,13], aimed at finding answers to specific questions in a
medical text.

BioNER, BioRE, and BioQA are tools used in Information Extraction
(IE), one of the NLP main subtasks. IE has the goal of making the se-
mantic structure of a text explicit, so that we can make use of it [14]; an
example is available in Supplementary notes, in the section “Information
Extraction example”.

Some missing points need to be highlighted. The so-called “less-
resourced languages”, e.g., Italian, are underrepresented in this sce-
nario. Indeed, models for very specific medical topics in these languages
are lacking, although some examples can be found in literature
([15,16]). This is due to the fact that, also for the biomedical topic, the
vast majority of models are trained on English corpora, mainly because
it is difficult to find a sufficiently large medical corpus in these languages
[17].

In this paper we try to overcome these limitations by using Italian
biomedical BERT models and fine-tuning them for the NER task on a
specific medical topic, namely neuropsychiatry. The models we have
created could be used to implement IE tools, avoiding lengthy and re-
petitive procedures by highly specialized clinical staff.

Statement of significance

Problem Clinical reports are highly informative, but heavily underused

because data within them is burdensome to extract.

What is already NER tools could help to automatize the extraction process.

known However, there is a lack of tools for very specific topics (e.g.,
neuropsychiatry) in less-resourced languages (e.g., Italian).
What this paper This study creates an effective Italian neuropsychiatry

adds multicenter NER model and share it with the community,
along with one of the NER datasets used. We conducted several
experiments and analized the multicenter fine-tuning process,
proposing methodological guidelines that we believe can be
applied to other topics for less resourced languages as well.

1.1. Objectives
This work makes the following contributions:

A. A native Italian neuropsychiatric NER dataset, called PsyNIT (Psy-
chiatric Ner for ITalian), with about six thousand entities, used to
fine-tune an Italian biomedical NER model. To our best knowledge,
these are the first less-resourced dataset' and model® publicly
available for neuropsychiatry.

B. It further validates the checkpoints developed in [25] on a specific
NER downstream task that is both on natively Italian text and clin-
ically relevant in the neuropsychiatry domain.

C. It examines in detail the process of implementing a biomedical
multicenter NER model and provides methodological guidance for
the model development. We believe that these guidelines are
generalizable to other domains as well.

-

https://huggingface.co/datasets/Neuroinformatica/PsyNIT.
https://huggingface.co/IVN-RIN/MedPsyNIT.

N
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2. Methods
2.1. Pre-training

The pre-training of the starting Italian biomedical checkpoints fol-
lowed the procedure described in [25]. The original model was a
general-purpose Italian BERT checkpoint® (called BaseBIT). The pre-
training corpus is a composition of an Italian Wikipedia dump, OPUS,
and OSCAR corpora, for a total size of 81 GB and 13 billion tokens.
Following the original BioBERT approach, this checkpoint was further
pre-trained with a biomedical corpus, obtained by the automatic
translation of the original BioBERT corpus (over 2 million PubMed ab-
stracts), for a total size of 28 GB. The translation was carried out by
leveraging Google neural machine translation, an RNN-based frame-
work. This checkpoint was called BioBIT (Biomedical Bert for ITalian).
Finally, following a quality-over-quantity approach, two more check-
points were developed with a new small corpus (200 MB, corresponding
to 0.7 % of the size of the PubMed corpus used in [7]); they are called
MedBIT#3 (implementing Mixout [29] to avoid Catastrophic Forgetting
(CF)) and MedBITg;, (implementing Experience Replace [35] to avoid
CF). CF is a phenomenon that causes neural networks to forget previ-
ously learned information upon being trained with new one [26], and it
was taken into account while training these models by implementing
Continual Learning techniques [27] in order to mitigate it [26,28-31].

2.2. Data collection and corpus construction

The main dataset used in this work, PsyNIT, was created starting
from electronic medical reports collected by the IRCCS Istituto Centro
San Giovanni di Dio Fatebenefratelli* hospital, located in Brescia, Italy.
The documents contained various information about patients: de-
mographic variables, medical history, results of tests and medical ex-
aminations, reports from medical exams, and more. Four sections of
such documents were extracted:

e “Pharmacological history”, usually a structured list of medications
that the patient is taking and their dosages.

“Remote pathologic history and active disease”, usually a list of past
and current relevant diseases.

“Cognitive proximate pathological history”, typically unstructured,
includes medical examinations the patient has undergone. It also
includes information about the patient’s personal life, such as
marital status, daily habits, sleep disorders, and any relevant aspects
of his/her behavior.

“Psychological evaluation”, typically unstructured, reports the result
of (neuro)psychological examinations, together with comments from
the attending physician.

PsyNIT was created from 100 medical reports. They were manually
anonymized, removing personal patient data, physicians’ references,
dates, and locations. The anonymized documents were annotated by SF,
psychologist and researcher with 10 years of experience, with the
following classes of entities:

“DIAGNOSI E COMORBIDITA” (779 examples, corresponding to
13.23 % of the total dataset): Diagnosis and comorbidities, including
medical concepts that encompass and identify a disease with a
clinically classified definition. For our purposes, this class has been
used to annotate both the main disease for which the medical report
was written, and any other disease or medical condition, pre-existing
or coexisting, from which the patient suffers. Examples are (Italian

% https://github.com/dbmdz/berts.
4 https://www.fatebenefratelli.it/.

Journal of Biomedical Informatics 148 (2023) 104557

and translated): “Neoplasia vescicale” (bladder neoplasia), “Ipoa-
cusia” (hearing loss), “Ipofolatemia” (hypopholatemia).

“SINTOMI COGNITIVT” (2386 examples, corresponding to 40.52 % of
the total dataset): Cognitive symptoms, that reflect the individual’s
abilities in different cognitive domains. These are various aspects of
high-level intellectual functioning, such as processing speed,
reasoning, judgment, attention, memory, knowledge, decision-
making, planning, language production and comprehension and vi-
suospatial abilities [32]. In neuropsychiatric or cognitive disorders,
various cognitive symptoms can be observed, showing the cognitive
impairment of patients in different cognitive domains. Examples
include: “Anomia” (anomie), “Capacita introspettiva” (introspective
ability), “Organizzazione e pianificazione visuospaziale” (visuospatial
organization and planning).

“SINTOMI NEUROPSICHIATRICI” (707 examples, corresponding to
12.01 % of the total dataset): Neuropsychiatric symptoms, that refer
to a set of non-cognitive symptoms that occur in the majority of
patients with dementia during the course of the disease [33]. These
symptoms are referred to behavioral changes (such as mood disor-
ders, anxiety, sleep problems, apathy, delusions, hallucinations),
behavioral problems (like disinhibition, irritability or aggression),
aberrant motor behavior and changes in eating behavior [34]. Ex-
amples include: “Apatico” (apathetic), “Sintomi depressivi” (depres-
sive symptoms), “Irritabile” (irritable).

“TRATTAMENTO FARMACOLOGICO” (162 examples, corresponding
to 2.75 % of the total dataset): Drug treatment, including any sub-
stance used to prevent or treat a medical problem, without dosage.
Examples include: “Madopar”, “Urorec”.

“TEST” (1854 examples, corresponding to 31.49 % of the total
dataset): Medical assessment, used to obtain an objective measure or
information about a medical condition or disease. Examples include:
“EEG” (ElectroEncephaloGram), “MMSE” (Mini-Mental State Ex-
amination), “RM encefalo” (brain magnetic resonance imaging).

The total number of examples of the above entities was 5888. Further
details about annotation rules are presented in Supplementary notes, in
section “Annotation rules”, and more information related to PsyNIT in
“Datasets analysis” section.

2.3. Fine-tuning and evaluation metrics

PsyNIT was used to fine-tune four starting checkpoints: BaseBIT,
BioBIT, MedBIT{s, MedBITg;,. The fine-tuning procedure has been
repeated ten times for each model, initializing each run with a different
random state, in order to minimize the effect of randomness and also to
evaluate models’ stability. The size of the test set was set at 10 % of the
dataset. The remaining data were split into a training set (80 %) and a
validation set (20 %). BioBIT produced the highest average overall F1-
score; the specific run that gave the closest Fl-score to the average
was chosen as reference model, and it will be now referred to as Bio-
PsyNIT. The operations were carried out by means of a Python script
built on well-known DL libraries (in particular Pytorch [35] and
Transformers [36]). For this fine-tuning we implemented the same CF
mitigation strategies adopted in [25]. The metrics used were Precision
(P), Recall (R), and F1-score; we split the dataset in train and test sub-
sets, and all the results reported have been measured on the test split
(this also applies to the other experiments). Since classification is per-
formed at token level, it is also important to note that the evaluation
algorithm used the so-called IOB labelling format [37] (inside, outside,
beginning) which means that each token is marked according to both its
entity class and its position in the entity: “O” means that the token does
not belong to any class (and therefore is not marked), “B” means that the
token is the beginning of the entity, and “I” means the token is subse-
quent to a B or another I token. Details about fine-tuning, evaluation
metrics, and IOB tagging are available in Supplementary notes, in the
section “Fine-tuning and evaluation metrics”.


https://github.com/dbmdz/berts
https://www.fatebenefratelli.it/
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2.4. Multicenter experiments

Three external datasets have been crafted by as many hospitals:
IRCCS Istituto Auxologico Italiano, in Milan, IRCCS Istituti Clinici Sci-
entifici Maugeri and IRCCS Mondino Foundation, both in Pavia. The
annotators were instructed in the same way as the annotator of PsyNIT.
These datasets were used as independent test sets in Experiment 1, to
evaluate the general applicability of BioPsyNIT, and in subsequent ex-
periments to extend the training set. In this way, a total of four datasets
were collected, allowing the design of several experiments:

1. One-vs-All (OvA): BioPsyNIT was tested with three external datasets.
The goal was to see if it was flexible enough to work with unseen
data, originating from different clinical centers.

2. Re-annotation: due to the low performance of the OvA approach (see
section “Experiment 17), a subset (approximately 20 %) of the
external datasets was re-annotated by the original PsyNIT annotator
(version 2 of the datasets) to test whether a coherent annotation
process could lead to better performance on independent datasets.

3. .1: Leave-One-Group-Out (LOGO): in this experiment, the starting
checkpoints were fine-tuned on three datasets and tested on the
fourth one, to see if using more data can improve performance on an
independent dataset. Since every single dataset has different lin-
guistic features, a model trained on multiple datasets should be able
to generalize better [43] and thus performing well on unseen data (i.
e., the dataset that was left out during the fine-tuning).

.2: Low-resource fine-tuning: to further investigate the LOGO test
results, low-resource fine-tuning of the models created in the previ-
ous experiment was performed with data from the left-out dataset.
The goal was to test whether such models exploit the transfer
learning approach and perform well even with a very small amount
of unseen data (about 10 % of the left-out dataset, which corresponds
to a few hundred entities, while the model of the previous step was
fine-tuned on thousands of entities).

4. Re-annotation plus Leave-One-Group-Out plus low-resource fine-
tuning: in this experiment, we combined the findings from the pre-
vious experiments and simulated a scenario in which consistent,
high-quality, independent datasets are combined with a LOGO plus
the low-resource fine-tuning strategy to achieve an effective multi-
center NER checkpoint.

5. Finally, we fine-tuned a model on the complete datasets combined, to
create the model we are sharing with the community: MedPsyNIT.

Fig. 1 shows the logical flow of the multicenter experiments. To be
highlighted, every experiment that involved a fine-tuning phase imple-
mented the CF mitigation strategies mentioned in the section “Methods —
Pre-training”.

3. Results
3.1. Datasets analysis

PsyNIT is composed in total by 5888 entities. The least represented
class is Drug treatment (2.7 % of the total dataset), while the most rep-
resented is Cognitive symptoms (40.5 %). The external datasets, similarly
to PsyNIT, were created from electronic medical reports of patients with
neuropsychiatric disorders and annotated by physicians at the respec-
tive institutions; a complete overview is presented in Supplementary
notes, in the section “Dataset analysis”. They present different sizes,
with the smallest being Auxologico (891 entities) and the largest being
Maugeri (5949 entities). Because they came from different healthcare
facilities, they had different writing styles and contained different en-
tities (e.g., facilities might perform different types of tests or administer
different drugs).
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3.2. PsyNIT evaluation

All the four selected checkpoints (i.e.: BaseBIT, BioBIT, MedBITgs,
MedBIT#;2) have been fine-tuned with PsyNIT; the results are reported
in Supplementary notes, in the section “PsyNIT evaluation”. To check if
statistical differences are present, we performed an ANOVA test [44] on
the ten Fl-scores of every model. The results show that there are no
statistical differences between the score of the four models (p-value =
0.66). For subsequent experiments, we chose to use the checkpoint that
gave the overall highest average F1-score, i.e., BioBIT (88.82 % + 2.24
%). We picked the single run that gave the closest results to the average
performance; its results are reported in Table 1. The overall F1-score is
close to 90 %, which is a high value compared to literature [20-23]. It is
worth noticing that MedBITgs and MedBITg;2 achieved similar results
(88.40 % + 2.32 % and 88.18 % + 2.80 %, respectively).

3.3. External dataset evaluation

3.3.1. Experiment 1: One-vs-All

In the first experiment BioPsyNIT was evaluated with the three
external datasets. The results are reported in Table 2. It is evident that
performance on these datasets is lower than on PsyNIT; the overall F1-
Score ranges from 40 % to 55 % (worst- and best-case scenario,
respectively), while on PsyNIT it was 90 %.

3.3.2. Experiment 2: Re-annotation

Experiment 1 showed that BioPsyNIT underperformed on external
datasets. Since the corpora used to build the four datasets considered in
this study are referred to patients with similar diagnoses, and subjected
to similar tests, the hypothesis we formulated was that the poor per-
formance is due to inconsistencies in the annotation process. To test this,
a subset of about 20 % of each external dataset was re-annotated from
scratch by the PsyNIT annotator. The new datasets were then evaluated
using BioPsyNIT; the results are shown in Table 3.

3.3.3. Experiment 3.1: Leave-One-Group-Out

To mitigate the low performance of the OvA, a LOGO approach was
applied [45]. The number of groups was three, since PsyNIT was always
included:

e Group 1 - fine-tuning datasets: PsyNIT, Auxologico, Maugeri; eval-
uation dataset: Mondino.

e Group 2 — fine-tuning datasets: PsyNIT, Auxologico, Mondino; eval-
uation dataset: Maugeri.

e Group 3 - fine-tuning datasets: PsyNIT, Mondino, Maugeri; evalua-
tion dataset: Auxologico.

Although the BioBIT gave the best results on PsyNIT, we cannot as-
sume that it will be the same in this experiment. Moreover, the ANOVA
test showed no significant statistical differences between the results of
the four starting checkpoints; for this reason, we used all of them for this
experiment as well. Results have once again been averaged on ten
random states, then the single model with performance closest to the
average has been tested on each evaluation dataset. The highest overall
Fl-scores have been achieved by the MedBIT models on all the three
groups (Table 4).

3.3.4. Experiment 3.2: Low-resource fine-tuning

To better understand the results of Experiment 3.1, another test has
been conducted. For every group, the best model has been further fine-
tuned with 10 % of the left-out dataset, corresponding to few hundred of
entities. Fig. 2 illustrates how the experiment has been carried out. The
low-resource fine-tuning subset of the dataset is randomly selected; the
experiment has been carried out with ten different random states, and
average results are reported, in order to evaluate stability of the model
on the test set. Models developed in Experiment 3.1 have been evaluated
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Fig. 1. Workflow of multicenter experiments performed in this study. “Mon” = Mondino dataset, “Mau” = Maugeri dataset, “Auxo” = Auxologico dataset. First, we
fine-tuned the four starting checkpoints with PsyNIT, creating BioPsyNIT. In Experiment 1, we tested it against 3 independent datasets; the average overall F1-score is
reported in red for each dataset and for other experiments as well. In Experiment 2 we tested BioPsyNIT against the re-annotated version of datasets, called V2. In
Experiments 3.1 and 3.2, we applied a LOGO and LOGO followed by a few-shotlow-resource fine-tuning, respectively, on the four starting checkpoints, evaluating
then the models with highest performance (Best G1, G2, G3). In Experiment 4, we combined the re-annotated datasets with the LOGO and few-shotlow-resource fine-
tuning strategy, fine-tuning once again the starting checkpoints, demonstrating that this setup gives better peroformance than both Experiments 2 and in 2 out of 3
datasets. In Experiment 5 we fine-tuned the starting checkpoints to create MedPsyNIT, the model we are sharing with the community. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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Table 1
Results of the PsyNIT fine-tuning process for the best performing checkpoint
(BioBIT). In bold, the overall F1-score.

Table 4
Results of the LOGO process for the three groups on the fine-tuning test set and
left-out set with the four starting checkpoints. Only the results for the best

Class F1 [%] P [%] R [%] models are reported. In bold, the overall F1-scores.
Diagnosis and comorbidities 89.36 88.61 90.13 Class Group; 1 Group; ! Gmtu )
Cognitive symptoms 85.32 84.46 86.21 ?\;Std;‘_’rf BMeS;];‘;‘T’f ];Iessé‘;‘;f
Neuropsychiatric symptoms 83.57 78.07 89.90 (MedBITxs) (MedBITr12) (MedBIT2)
Drug treatment 89.52 83.93 95.92 Fine- Left- Fine- Left- Fine- Left-
Medical assessment 98.31 96.67 100 tuning out tuning out tuning out
Overall 89.53 87.38 91.80 test set set test set set test set set
F1 + F1 F1 + F1 F1 + F1
STD % STD % STD %
on the same test set, to compare them on the exact same dataset. Results (%] %] %] rel (%] %]
are reported in Table 5.
Diagnosis and 81.54 60.15 79.97 69.67 78.5 + 51.31
. . comorbidities +2.01 + 2.78 3.01
3.3.5. Expenmer.lt 4: Re-annotation + Leave-One-Group-Out + low- Cognitive 76.11 21.69 79.62 12.48 74.03 38.94
resource fine-tuning symptoms + 2.59 +3.79 +2.05
Experiment 2 proved that a consistent annotation process is essential Neuropsychiatric 82.34 42.41 71.53 37.61 80.15 54.04
to increase performance between independent datasets. Experiment 3.2 symptoms +£3.84 +5.07 +2.52
o . Drug treatment 89.33 4950  90.80  51.41 90.21 57.55
showed that, even with inconsistently annotated datasets, the concate- 4280 4182 4938
nation of LOGO strategy and low-resource fine-tuning allows to obtain Medical 91.43 85.89 92.13 87.43 89.33 91.14
relatively good performance. In this last experiment we combined these assessment + 4.44 +2.83 +5.20
insights by performing the aforementioned training strategy with Overall 83.52  47.62 8242  51.35 81.96  64.24
+1.45 +1.38 +1.14

consistently annotated datasets. Results are reported in Table 6.

3.3.6. Experiment 5 this should not be a problem, since none of them will be used as a single

As a final experiment, we fine-tuned the four starting checkpoints on
the complete dataset, i.e., the aggregation of PsyNIT and the three in-
dependent datasets. The starting checkpoint that yielded on average the

dataset for fine-tuning. Looking at the total number of annotations, there
is an imbalance between the entity classes. However, even the least
represented class (Medical assessment, which is approximately 8 % of the

highest F1-score on 10 seeds was MedBITg1 2. Since we wanted to share
this model with the community, in this case we selected the single seed
that performed the highest, i.e., F1-score 84.77 %, Precision 83.16 %,
Recall 86.44 %. The complete results are reported in Supplementary
notes, in the section “Experiment 5”. Moreover, we performed a further
analysis on misclassifications; details can be found in the section “Error
analysis” of Supplementary notes.

entities, as shown in “Dataset analysis” of Supplementary notes) has
several hundred instances, so the model can learn to identify them
correctly. The number of entities for the entire dataset is approximately
16000, making its size comparable to the literature. For comparison,
here are some widely used biomedical NER datasets (e.g., used in the
BioBERT article) with the number of annotations: BC5CDR [38], 15411;
BC2GM [39], 20703; NCBI [40], 6881; and Species-800 [41], 3708.

4. Discussion
4.2. PsyNIT evaluation

4.1. Datasets analysis

PsyNIT was used to fine-tune four BERT-based checkpoints: BaseBIT,
BioBIT, MedBITgs, and MedBITg; 5. The overall F1-score of BioPsyNIT is
90 %, which represents a high value compared to the literature and even

The three external datasets have very different sizes. Nevertheless,

Table 2

Results of the evaluation process on Auxologico, Maugeri, and Modino datasets with the BioPsyNIT model. In bold, the overall F1-scores.
Class Mondino Maugeri Auxologico

F1 [%] P [%] R [%] F1 [%] P [%] R [%] F1 [%] P [%] R [%]

Diagnosis and comorbidities 55.12 54.38 55.88 59.06 61.81 56.54 48.86 38.14 67.98
Cognitive symptoms 16.71 10.73 37.83 31.71 34.34 29.46 21.85 14.53 44.03
Neuropsychiatric symptoms 32.97 25.95 45.18 52.85 58.33 48.32 37.84 27.85 58.99
Drug treatment 82.60 83.64 81.59 85.92 87.09 84.77 88.71 84.47 93.39
Medical assessment 39.17 43.54 35.60 43.79 52.20 37.71 49.90 44.35 57.05
Overall 40.17 33.54 50.07 50.76 55.36 46.87 55.33 44.96 71.91

Table 3

Results of the evaluation process on a re-annotated subset (20 %) of Auxologico, Maugeri, and Mondino datasets with the BioPsyNIT model. In bold, the overall F1-
scores.

Class Mondino Maugeri Auxologico

F1 [%] P [%] R [%] F1 [%] P [%] R [%] F1 [%] P [%] R [%]
Diagnosis and comorbidities 60.67 61.46 59.90 57.32 58.06 56.60 59.39 56.00 63.23
Cognitive symptoms 41.80 38.58 45.60 37.00 37.16 36.83 45.45 36.84 59.32
Neuropsychiatric symptoms 57.85 47.30 74.47 68.21 58.86 81.10 45.78 35.19 65.52
Drug treatment 57.63 57.09 58.17 60.18 58.36 62.12 63.40 65.07 61.83
Medical assessment 87.50 84.85 90.32 84.73 87.59 82.04 86.36 81.62 91.69
Overall 52.50 49.41 56.00 58.01 57.15 58.89 65.10 59.67 71.61
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Fig. 2. Design of Experiment 3.2. For illustration, we used Group 1, although it was also replicated for Group 2 and 3. Model A was fine-tuned with three datasets,
while the left-out dataset was split into a few-shotlow-resource tuning and a test set. The first dataset was used to fine-tune model A into model B, while the second

was used to evaluate the performance of both models.

surpasses it in some cases [20-23]. The factors that led to this result are
probably the quality of the starting checkpoints, the consistency of the
dataset, and the annotation quality. The different entities showed
different performances, ranging from 85 to 100 %. Although Drug
treatment is by far the least represented class with only 2.75 % of the
annotations, its F1-score is within the average of the other classes. This is
likely due to the fact that the PsyNIT medical reports refer to a very
narrow range of diagnoses, so the range of drugs listed in them is quite
limited. This facilitated both the annotation process and the entity
recognition algorithm and made disambiguation of drugs relatively
easy. Another interesting thing to note is that for every class recall is
higher than precision. This means that the model predicts more false
positives than false negatives, thus tagging as entities tokens that are
not. In a real-world practical application, such as an IE-based pipeline to
convert clinical document into a structured database, high recall and
low precision would mean that most of the important information is
retrieved at the expense of some irrelevant data. Conversely, the

Table 5

Results of the LOGO process for the models A (trained in Experiment 3.1) and
models B, fine-tuned with the low-resource approach. In bold, the overall F1-
scores.

Class Group 1, F1 + Group 2, F1 + Group 3, F1 +
STD [%] STD [%] STD [%]

Model Model Model Model Model Model

A B A B A B
Diagnosis and 60.53 62.39 69.19 68.25 50.6 61.38
comorbidities + 0.35 + 2.38 + 0.41 + 1.92 + 2.00 + 6.06
Cognitive 19.35 41.17 14.23 51.26 37.67 47.08
symptoms +0.38 +841 +025 +£893 +£338 +7.40
Neuropsychiatric 40.09 45.52 43.37 66.62 56.24 55.91
symptoms + 0.77 + 3.68 + 0.77 +7.29 + 2.39 +2.18
Drug treatment 51.24 64.37 49.84 63.85 55.99 68.46
+0.42 +8.6 +046 +£6.17 +1.42 +841
Medical 85.23 84.36 85.71 86.27 91.35 91.52
assessment + 0.38 + 0.84 +0.27 + 0.74 + 0.93 +1.23
Overall 46.57 62.13 50.87 64.58 64.11 71.75

+0.35 +3.99 +0.23 +5.29 +0.87 =+ 3.46

opposite scenario would mean that most of the extracted information is
relevant, but some important data is lost. The first option is preferable
because filtering out irrelevant data requires less effort than re-
elaborating reports to find missing information.

4.3. External dataset evaluation

In this study we defined a multicenter Italian NER model. For this
purpose, in addition to PsyNIT, three datasets were obtained from other
clinical institutions: Mondino, Maugeri, and Auxologico. These datasets
were derived from electronic clinical report forms written and annotated
by clinicians at each center. They can be considered independent of each
other, with the only commonality being that they refer to patients in the
same diagnostic class. Several experiments were performed.

4.3.1. Experiment 1: One-vs-All

The first experiment aimed to test the performance of BioPsyNIT on
the three independent datasets. The results are relatively low, with
overall Fl-scores of 40 %, 51 %, and 55 % for Mondino, Maugeri, and
Auxologico, respectively. Two options were formulated to explain the
significant performance gap with PsyNIT:

Table 6

Results of the LOGO + low-resource fine-tuning of the four starting checkpoints
with re-annotated datasets. Only the results for the best models are reported. In
bold, the overall F1-scores.

Class Group 1, F1 + Group 2, F1 + Group 3, F1 +
STD [%] STD [%] STD [%]
Best model Best model Best model
(MedBITgs3) (MedBITg;2) (MedBITx;2)
Diagnosis and 70.1 + 5.97 50.68 + 10.06 70.12 + 3.65
comorbidities
Cognitive symptoms 62.42 £+ 7.46 46.39 + 4.87 77.94 + 4.96
Neuropsychiatric 60.79 + 30.11 65.86 + 5.42 60.59 + 9.60
symptoms
Drug treatment 72.46 + 4.48 73.88 + 3.72 78.77 + 4.59
Medical assessment 83.97 £7.53 84.53 + 4.58 84.33 + 3.98
Overall 66.73 + 4.97 63.34 +1.95 77.19 + 2.45
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A. The datasets were annotated according to different rules, although
we tried to make the annotation guidelines as clear as possible.

B. The datasets have some degree of intrinsic inconsistency, e.g., they
cover broader medical topics, they have different grammatical
structure, or they contain substantially different entities [42].

If option A is true, the low performance would be due to an incon-
sistent annotation process, which could be mitigated in two ways: first,
by re-annotating the independent datasets with a consistent method;
and second, by training the model with more data from different medical
centers, thus achieving a better generalization ability [43]. Considering
the goal of building a multicenter NER model, we deliberately chose not
to pursue a strategy of a high inter-annotator agreement (IAA) at any
cost. This would require too much effort to train each annotator itera-
tively and probably in several sessions to reach a sufficiently high IAA,
which might be quite difficult in a real multicenter case scenario.
Instead, our goal was to implement strategies to improve performance
regardless of the consistency of annotations, while keeping the burden
on the annotators as low as possible, so that other Italian centers wishing
to take on and implement NER tasks in their own institutions could use
our model. This said, accurate instructions for annotators in general
remain an important point to provide for the development of an effective
NER model; they can be found in the Supplementary notes, in the section
“Annotation rules”. Conversely, performance on inherently inconsistent
datasets, as described in option B, will most likely remain poor,
regardless of the quality of the annotations; while more data will allow
for better performance due to higher generalizability.

Interestingly, Fl-scores for the Drug treatment class are consistently
above 80 %, although overall performance for each dataset is low. This is
likely due to the fact that, as with PsyNIT, disambiguation of drug en-
tities is relatively easy due to similar suffixes in brand names, and
therefore performance is high regardless of the dataset.

4.3.2. Experiment 2: Re-annotation

To investigate the validity of option A, a second experiment was
conducted, in which 20 % of each external dataset was re-annotated by
the same annotator who originally created PsyNIT, resulting in what is
known as Version 2 (V2) of the datasets. The results show an improve-
ment in performance for all datasets: Mondino increased from 40 % to
52 %, Maugeri from 51 % to 58 %, and Auxologico from 55 % to 65 %.
This demonstrates that a consistent annotation process is needed to
improve performance, but it remains relatively low, ranging from 52 to
65 %.

4.3.3. Experiment 3.1: Leave-One-Group-Out

To explore option B, Experiment 3.1 was conducted. It used a LOGO
approach to test whether training the checkpoints with data from mul-
tiple centers would enable them to perform better on independent data
(i.e., the left-out dataset during the fine-tuning phase). The results show
that, despite the good performance during training (Overall F1-score for
Group 1: 83 %, Group 2: 82 %, Group 3: 82 %), the results on the
external left-out datasets remain low, with an overall F1-score of 47 %,
51 %, and 64 % for Mondino, Maugeri, and Auxologico, respectively.
Interestingly, they outperformed the OvA approach even if their per-
formance is relatively low. The lowest increase in F1-score compared
with Experiment 1 is shown with the Maugeri evaluation set (+1%) and
the highest with Auxologico (+9%), proving that the poor performances
of OVA is due to the fine-tuning on a single dataset. Although the
medical reports used to create datasets are narrative text, they tend to
follow a specific grammatical pattern, peculiar to the physician who
wrote them. For this reason, models fine-tuned on a single dataset are
unlikely to have the generalization capability that would make them
suitable for corpora with a different grammatical structure. Adding
documents with different writing styles and possibly different medical
terms and entities to the training set, allows the model to generalize
more effectively and thus perform better on independent datasets.
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4.3.4. Experiment 3.2: Low-resource fine-tuning

Further investigations were carried out on the LOGO approach. The
models created in Experiment 3.1 were fine-tuned once more on a small
number of files of the left-out group, implementing a low-resource
learning approach. The goal was to demonstrate if the entire pre-
training and fine-tuning processes executed so far, despite the low per-
formance, enabled the checkpoints to perform NER effectively on un-
seen data even when trained on a relatively small number of entities.
This would allow the models developed in this work to be used on in-
dependent datasets with minimal annotation effort and improving their
usability and diffusion in healthcare facilities. For each group, we
defined model A, which was fine-tuned as described in Experiment 3.1,
and model B, which is model A plus the further low-resource fine-tuning.
The left-out dataset is divided in two parts. The first part, representing
10 % of the dataset (corresponding to a few hundred entities), was used
for the low-resource fine-tuning; while the second part was used as a test
set. The part of the dataset used for the low-resource fine-tuning was
randomly selected; the experiment has been carried out 10 times, and
average results are reported to evaluate stability of the model on the test
set. The models created in Experiment 3.1 have been evaluated using the
same test set to compare them to the exact same dataset (for this reason,
results in the column “Eval dataset” from Table 4 and “Model A” column
from Table 5 are different). The results show that B models consistently
perform better than the corresponding A models. The lowest increase in
F1-score compared to Experiment 3.1 is in Group 3 (+7.6 %), where the
starting F1-score was already close to 65 %, while the highest is in Group
1 (+14.5 %), where the performance reaches a score of 62 %. This shows
that the original checkpoints, fine-tuned with data from multiple cen-
ters, acquire a generalizability that allows them to be applied to new
independent datasets, at the expense of a less resource-intensive anno-
tation and training phase. This could pave the way to use a similar
approach for institutions that cannot afford to create a large dataset, due
to lack of data or resources for the annotation process.

4.3.5. Experiment 4: Re-annotation + Leave-One-Group-Out + low-
resource fine-tuning

Experiment 4 was conducted combining the consistently re-
annotated datasets created in Experiment 2 (option A) with the LOGO
plus low-resource fine-tuning approach of Experiment 3.2 (option B).
The objective was to demonstrate that the combination of these two
approaches allows to obtain the best possible results by simulating a
situation where consistently annotated datasets are used in addition to
the training pipeline proposed. The results show that for two of the three
external datasets (Mondino and Auxologico), the implemented approach
outperformed both the Experiment 2 (re-annotated datasets) and
Experiment 3.2 (LOGO plus low-resource fine-tuning). In particular,
Mondino achieves an overall Fl-score of 67 %, and Auxologico 77 %.
Conversely, performance for Maugeri dataset did not improve and
dropped by about 1 % compared to Experiment 3.2. This could be due to
the fact that, despite our best effort to re-annotate in a consistent way
and subsequent fine-tuning strategies, the grammatical structure of the
dataset remains a key factor in determining performance. Comparing
these results with Experiment 1 shows a significant performance in-
crease: Mondino went from 40 % to 67 %, Maugeri from 50 % to 63 %,
Auxologico from 55 % to 77 %. This proves the effectiveness of the
implemented training pipeline, showing that the solution of the
dilemma presented in Experiment 1 is the combination of both option A
and option B. It is important to note that the goal of these experiments
was not to achieve high performance per se, but rather to demonstrate
the efficacy of the proposed training pipeline, which provided a signif-
icant increase in performance.

4.3.6. Experiment 5

In this experiment we fine-tuned MedPsyNIT. We are making it
available to the community, but, as demonstrated by previous experi-
ments, it is unlikely to be ready for immediate use because it will first
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require a low-resource fine-tuning phase.

4.4. Limitations and future work

The present work has limitations that can be overcome in future
studies. The number of centers involved is relatively low, since annotating
corpora is a time-consuming task, and so it is not trivial to find volunteers
for it. Having demonstrated the effectiveness of the proposed pipeline, we
could expand this approach to several other Italian medical centers. The
second limitation consists of a pronounced imbalance in dataset sizes,
with the smallest one (Auxologico, approximately 900 entities) being 85
% smaller than the largest one (Maugeri, 6 thousand entities); this is
partially connected to the annotation effort. For future works, we could
set a threshold for the minimum and maximum number of entities of each
class, thus also resolving the imbalance of single classes. Another limi-
tation is the lack of an investigation that relates the syntactic structure
and lexical content of datasets with their performance. In a future work
we would like to identify linguistic features able to estimate the perfor-
mance on the dataset, allowing us to give indications of the dataset
quality even before the fine-tuning phase. Moreover, we could investigate
the connection between the entities of the low-resource fine-tuning and
the increase of performance, possibly by adding additional metrics other
than Fl-score. It is also fair to mention that several Large Language
Models (LLMs) have been made publicly available in recent months, and
these models can perform very well on many NLP tasks, including IE.
However, unlike BERT-based models that can be deployed locally, the
popular GPT-3.5 and GPT-4 require data to be transferred outside of
hospitals, which has major ethical implications, considering the Health
Insurance Portability and Accountability Act (HIPPA) and General Data
Protection Regulation (GDPR®).

In this study, we have shown that a consistent annotation process is
crucial. Providing detailed instructions, with several examples, has not
been enough. Therefore, as a further future step towards the creation of
a consistent NER dataset, we propose the need for live training session
where annotators could clarify doubts and agree on what is and what is
not an entity.

The models we have created could be exploited to implement an IE
tool that enables (semi-)automated data imputation for hospitals. To this
day, these operations are often still performed by clinicians, with all the
drawbacks that this implies, i.e., waste of time of highly specialized
personnel and the prone-to-error nature of this task when performed on
large texts. Moreover, NER is the first, basic step to perform more
complex tasks (e.g., Relation Extraction). For this reason, the present
work could pave the way for very task-specific IE tools.

5. Conclusions

In this work, we created and shared with the community a native
Italian neuropsychiatric NER dataset, with about six thousand entities
divided into five categories, called PsyNIT. To our knowledge, this is the
first publicly available Italian NER dataset® for neuropsychiatry. We
used this dataset to fine-tune four Italian BERT checkpoints (one
general-purpose, and three biomedical), creating BioPsyNIT. To check
its general applicability, we tested it on three independent datasets (with
a total of about 10 thousand entities) crafted by external Italian hospi-
tals. We designed a set of experiments in order to mitigate annotation
inconsistencies and to give the models the best possible generalization
capabilities. The whole process highlighted a fundamental factor,
namely that a multicenter model that can be used out-of-the-box is not
effective and would likely provide low performance. However, a few
hundred of high-quality, consistent examples, combined with a low-
resource fine-tuning approach, can help to greatly enhance extraction

5 https://gdpr.eu.
6 https://huggingface.co/datasets/Neuroinformatica/PsyNIT.
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quality. We believe that this evidence can be applied to other medical
institutions and clinical settings, paving the way for the development of
biomedical NER models in less-resourced languages.

5.1. Environmental impact statement

The average computational cost we estimated for each fine-tuning
run amounts to 0.75 GPU hours (on 4 models with 10 random states).
Experiments have been carried out on the IRCCS Centro San Giovanni di
Dio Fatebenefratelli high-performance computing environment, equip-
ped with four A100 GPUs. Based on local rid carbon intensities’ and
hardware power consumptions, the calculation described in Luccioni
et al. [46] results in a total of approximately 5.4 kgCO eq produced,
which is equivalent to 22 km driven by an average internal combustion
engine car.
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