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ABSTRACT

We present a simple and promising new method to measure the expansion rate and the geometry of the universe that combines obser-
vations related to the time delays between the multiple images of time-varying sources, strongly lensed by galaxy clusters, and Type
Ia supernovae, exploding in galaxies belonging to the same lens clusters. By means of two different statistical techniques that adopt
realistic errors on the relevant quantities, we quantify the accuracy of the inferred cosmological parameter values. We show that the
estimate of the Hubble constant is robust and competitive, and depends only mildly on the chosen cosmological model. Remarkably,
the two probes separately produce confidence regions on the cosmological parameter planes that are oriented in complementary ways,
thus providing in combination valuable information on the values of the other cosmological parameters. We conclude by illustrating
the immediate observational feasibility of the proposed joint method in a well-studied lens galaxy cluster, with a relatively small
investment of telescope time for monitoring from a 2 to 3 m class ground-based telescope.

Key words. gravitation – gravitational lensing: strong – methods: data analysis – supernovae: general – galaxies: clusters: general –
cosmological parameters

1. Introduction

Since Refsdal (1964) theoretically predicted that strongly lensed
supernovae (SNe) with measured time delays between their
multiple images could provide an independent way to estimate
the value of the present-day cosmic expansion rate, defined as
the Hubble constant (H0), the time-delay cosmography (TDC)
technique has been applied in several lens galaxy and galaxy-
cluster systems with multiply imaged SNe or quasars (QSOs;
e.g., Suyu et al. 2017; Grillo et al. 2018; Birrer et al. 2019;
Wong et al. 2020; Treu et al. 2022; Shajib et al. 2023). The TDC
method is a single-step technique (i.e., not requiring any com-
plex calibration with distance anchors) and is completely inde-
pendent from the local distance ladder and early-Universe probes.
As such, this method can play a crucial role in helping to clarify
the Hubble tension problem (Moresco et al. 2022).

The discovery of SN ‘Refsdal’ (Kelly et al. 2015), imaged
six times by the galaxy cluster MACS J1149.5+2223 (hereafter

MACS 1149, Grillo et al. 2016; Treu et al. 2016; Lotz et al.
2017), was exploited by Grillo et al. (2018, 2020) to estimate
the value of H0 through a full strong-lensing analysis, including
the measured time delays between the SN multiple images. The
6% (statistical plus systematic) uncertainty on the value of H0
achieved in Grillo et al. (2020) demonstrates that lens galaxy clus-
ters with time delays are a valuable and complementary tool for
measuring the expansion rate and the geometry of the Universe.
In this series of two Letters we examine the possibility of boosting
the power of TDC in lens galaxy clusters by I) observing Type Ia
Supernovae (SNe Ia) in cluster member galaxies or II) using the
same galaxies as cosmic chronometers (Bergamini et al., in prep.).

The TDC method is a purely geometrical probe, where the
cosmological dependence is fully encapsulated in the typical
distances involved in a lensing system, namely in the observer-
lens, the lens-source, and the observer-source angular-diameter
distances. In this work we explore, for the first time, the idea
of taking advantage of a SN Ia detected in a cluster member
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galaxy to provide an independent distance measurement to the
lens through the distance modulus relation (Riess et al. 1998;
Perlmutter et al. 1999). From the combination of these two tech-
niques, we quantify the gain in precision on the measurement of
the values of some cosmological parameters. While about one
SN Ia is expected to explode on average every century in a mas-
sive galaxy, the higher probability of observing this phenomenon
in galaxy clusters, containing several hundreds of member galax-
ies (e.g., Owers et al. 2011; Rosati et al. 2014; Grillo et al. 2016;
Annunziatella et al. 2017; Mercurio et al. 2021; Richard et al.
2021; Lagattuta et al. 2022; Bergamini et al. 2023), makes them
ideal laboratories for this novel method.

The Letter is organised as follows. In Sect. 2 we briefly
describe the TDC and SNe Ia methods to measure the values
of the cosmological parameters. In Sect. 3 we illustrate how we
quantify the precision attainable in these measurements with the
proposed combined technique. In Sect. 4 we present our results
and discuss the observational feasibility of carrying out this anal-
ysis. In Sect. 5 we summarise our conclusions.

In this work, magnitudes are given in the AB system.

2. Methods

In this section we concisely illustrate the dependence of some of
the observables related to the multiple images of a time-variable
lensed source and to SNe Ia on the values of the cosmological
parameters, such as H0; the present-day cosmological densities
of matter, Ωm, and of dark energy, Ωde; and the dark energy
equation-of-state parameter, w.

2.1. Time-delay cosmography

Gravitational lensing occurs when the light rays from a back-
ground source are deflected by a galaxy or a galaxy cluster in the
foreground, which acts as a lens. In the strong-lensing regime,
multiple images of background sources are formed. If the lumi-
nosity of a multiply lensed source is intrinsically time-varying,
such as that of SNe or QSOs, the differences in light arrival times
between the multiple images (or time delays) can be measured
(e.g., Fohlmeister et al. 2013; Courbin et al. 2018; Millon et al.
2020; Kelly et al. 2023). The time delay between two images
(labelled i1 and i2) of the same background source, ∆ti1i2 , is

∆ti1i2 =
D∆t

c
∆φi1i2 , (1)

where c is the speed of light and φ is the Fermat potential, which
is related to the lens total gravitational potential. The time-delay
distance, D∆t (Suyu et al. 2010), is defined as

D∆t = (1 + zd)
DA

d DA
s

DA
ds

, (2)

where zd denotes the redshift of the lens, and DA
d , DA

ds, and
DA

s are the angular-diameter distances between the observer
and the lens, the lens and the source, and the observer and the
source, respectively. The cosmological dependence is embed-
ded in the time-delay distance through the ratio of these three
angular-diameter distances. This term can thus be expressed
as a function of the redshifts of the lens and the source, zs,
and depends on the values of the cosmological parameters
D∆t(zd, zs; H0,Ωm,Ωde, w). As shown by the Sobol’ sensitivity
analysis (Sobol’ 2001), the time-delay distance is primarily sen-
sitive to the value of H0 (as D∆t ∝ H−1

0 ), and more mildly to
those of Ωm, Ωde, and w (see Fig. 24 in Moresco et al. 2022).

As can be seen from Eq. (1), the uncertainty on the value of
D∆t (and therefore on that of H0) is approximately the sum in
quadrature of the uncertainties on the time-delay measurement
and on the lens total mass distribution. Time delays in lens clus-
ters can be long (i.e., more than a year) and can thus be measured
with a relative precision better than ∼2% (Fohlmeister et al.
2013; Dahle et al. 2013; Muñoz et al. 2022). In this case the
error budget on D∆t is dominated by the uncertainty associ-
ated with the total mass distribution of the lens galaxy cluster.
The relative error on the value of D∆t achieved from a single
(galaxy or cluster) strong-lensing system ranges typically from
∼4% to ∼9% (see Suyu et al. 2014; Wong et al. 2017, 2020;
Bonvin et al. 2017; Grillo et al. 2018, 2020; Birrer et al. 2019;
Chen et al. 2019; Rusu et al. 2020; Shajib et al. 2020, 2023).

2.2. Type Ia supernovae

A SN Ia occurs when a carbon–oxygen white dwarf accretes
enough matter from a companion star to approach the Chan-
drasekhar mass limit or through the merging of two white
dwarfs (see e.g., Liu et al. 2023, for a review). SNe Ia have
been found to be a highly homogeneous population, with peak
absolute magnitudes in their light curves showing a small
intrinsic scatter (e.g., Branch 1998; Freedman & Madore 2010).
These sources can be exploited as standardisable candles, after
applying an empirical calibration that depends on the decline
rate in the 15 days following the maximum light (Pskovskii
1984; Phillips 1993). Being very bright objects, SNe Ia are
powerful distance indicators out to high redshifts (Riess et al.
2018). The distance to a SN Ia is determined through the
relation

µ = m − M = 5 log10

(
DL

1 Mpc

)
+ 25, (3)

where µ is known as the distance modulus, and m and M
denote the apparent (corrected for interstellar dust extinction)
and absolute magnitudes of the SN Ia, respectively. The lumi-
nosity distance of a SN Ia, DL, can be expressed as a func-
tion of its redshift, zSNIa, and of the values of the cosmolog-
ical parameters, DL(zSNIa; H0,Ωm,Ωde,w). As is true for D∆t,
DL is proportional to the value of H−1

0 and is less sensitive to
the values of the other cosmological parameters. By comput-
ing the value of the Sobol’ index at different redshifts, we find
that ∼100% to ∼60% of the variance of the luminosity distance
is due to the variance of H0 from zSNIa = 0 to zSNIa = 1,
respectively.

The total error budget on the value of the luminosity dis-
tance of a single SN Ia includes the contributions from several
factors, such as photometric errors, light-curve fitting, galaxy
host and dust extinction corrections, and colour variation (see
e.g., Betoule et al. 2014; Scolnic et al. 2014, 2022). With this
method the individual distances to SN Ia host galaxies can be
measured to a precision of 5%–10% (Riess et al. 2022). These
uncertainties include the error contribution from the geometric
anchors used by the SH0ES team (see Riess et al. 2022). Alter-
natively, the quantity D∆t, measured through the TDC technique
for each considered lens galaxy cluster, can be used as a geo-
metric calibrator through an inverse distance ladder approach
(see Taubenberger et al. 2019). The analysis would then be fully
self-consistent and independent of the local distance ladder,
although possibly with larger uncertainties on the measurement
of DL depending on the number of anchors and their individual
uncertainties.
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3. Simulations

In this section we describe two different approaches, a Bayesian
and a Monte Carlo method, used to explore the precision with
which the combined technique described above can probe the
cosmological parameters. We checked that the results obtained
with the two approaches are consistent, and, for brevity, we focus
mainly on the first approach.

3.1. Assumptions

As demonstrated in Grillo et al. (2018, 2020), MACS 1149 offers
excellent opportunities for cosmological applications. Thus, we
chose to consider as a reference this lens galaxy cluster, located
at zd = 0.54 (Grillo et al. 2016). MACS 1149 hosts SN Refsdal,
a strongly lensed SN at zs = 1.49 with measured time delays
between five of its multiple images (Kelly et al. 2015, 2016,
2023), together with 84 additional multiple images from 27 other
background sources (Grillo et al. 2016). If a SN Ia were detected
in one of the cluster members of MACS 1149, one would have
that zSNIa = zd = 0.54 (Léget et al. 2018).

As quoted in Sects. 2.1 and 2.2, the typical total (i.e., sta-
tistical plus systematic) relative errors currently obtained for the
time-delay distance, σD∆t , and the SNe Ia luminosity distance,
σDL

d
, both range from approximately 5%–10%. In this work we

adopted these two values to mimic more conservative and less
conservative scenarios.

Finally, we performed our analysis in a flat-ΛCDM (Ωm +
Ωde = 1 and w = −1) and an open-wCDM cosmological
model, described by two and four free parameters, respectively.
We assumed a fiducial cosmology with H0 = 70 km s−1 Mpc−1,
Ωm = 0.3, Ωde = 0.7, and w = −1, and we considered large uni-
form priors (H0 ∈ [20, 120] km s−1 Mpc−1, Ωm and Ωde ∈ [0, 1],
and w ∈ [−2, 0]) on the free cosmological parameters.

3.2. Bayesian approach

The values of the cosmological parameters and their uncer-
tainties are estimated by sampling a log-posterior, as described
below. The likelihood function, Li, for a given technique i is
defined as

Li =
1

σi
√

2π
exp(−χ2

i /2), (4)

assuming that the errors associated with the measurements, σi,
are Gaussian. The term χ2

i denotes the chi-square function of
each technique, which can be expressed as

χ2
TDC =

(
D∆t,true − D̂∆t

σD∆t,true

)2

(5)

for the TDC method, and as

χ2
SNIa =

DL
true − D̂L

σDL
true

2

(6)

for the SN Ia luminosity distance method. The quantities D∆t, true
and DL

true correspond to the values of the time-delay and the
luminosity distances, respectively, computed in the fiducial input
cosmological model, and D̂∆t and D̂L are the values of these dis-
tances obtained by sampling the two-dimensional (H0, Ωm) or
four-dimensional (H0, Ωm, Ωde, w) parameter space (with fixed
zd = 0.54, zs = 1.49, and zSNIa = 0.54). The total posterior prob-
ability distribution is then obtained by multiplying the values of

the likelihood from each technique (Ltot = LTDC × LSNIa) and
assuming the priors detailed in Sect. 3.1 for the cosmological
parameters.

To sample the posterior distribution of the cosmological
parameter values, we exploited the Affine-Invariant Markov
chain Monte Carlo (MCMC) Ensemble sampler developed by
Goodman & Weare (2010), and in particular its Python imple-
mentation (Foreman-Mackey et al. 2013). The parameter space
is explored with ten walkers, with 105 steps each. We removed
the first 5000 steps of each walker as the burn-in phase, ensuring
that the MCMC chains have converged and that the results are
independent of the initial position of the walkers. This number
of steps is ∼100 times larger than the integrated auto-correlation
time computed for each parameter.

3.3. Monte Carlo approach

In this case we first computed the values of the time-delay,
D∆t,true, and luminosity, DL

true, distances assuming the fiducial
cosmology (and zd = 0.54, zs = 1.49, and zSNIa = 0.54).
Then, from Gaussian distributions centered on these values
and with standard deviations equal to the uncertainties reported
in Sect. 3.1, we extracted 106 time-delay and luminosity dis-
tance values, which represent our possible measurements. Next,
we built a two-dimensional (H0, Ωm) and a four-dimensional
(H0, Ωm, Ωde, w) grid for the flat-ΛCDM and open-wCDM
models, respectively, covering with 1000 bins of equal width
the assumed prior intervals (see Sect. 3.1) of the cosmologi-
cal parameters. For every grid point, we computed the values
of D∆t and DL with the corresponding cosmological parame-
ters. Finally, for each of the 106 simulated measurements, we
searched for the best-fit values of the cosmological parameters
by minimising a total chi-square function, χ2

tot, defined as

χ2
tot = χ2

TDC + χ2
SNIa, (7)

where the expressions for χ2
TDC and χ2

SNIa are given, respectively,
in Eqs. (5) and (6), and the considered errors for the distances
correspond to 5% or 10% of the sampled quantities.

4. Discussion

In Table 1 we summarise the median values and the 1σ confi-
dence level intervals for the values of the cosmological param-
eters within the chosen cosmological models, assuming differ-
ent values for the relative uncertainties on D∆t and DL. Figure 1
shows in a flat-ΛCDM model the posterior probability distri-
butions and the 1, 2, and 3σ confidence regions for H0 and
Ωm inferred from the TDC (blue), the SN Ia luminosity dis-
tance (green), and their combination (black), when assuming
a 5% relative error for both cosmological probes. We observe
that the intrinsic degeneracy between H0 and Ωm from the
TDC and the SN Ia luminosity distance methods are oriented
in slightly different directions, making these probes complemen-
tary (e.g., Moresco et al. 2022). As expected (see Sect. 2), both
techniques are more sensitive to the value of H0 than to that of
Ωm. The value of Ωm cannot be measured from either the TDC
or the SN Ia luminosity distance method alone, as found for
example in single strong-lensing systems (see Suyu & Halkola
2010; Bonvin et al. 2017; Wong et al. 2017; Birrer et al. 2019).
Interestingly, the combination of the two techniques results in
an estimate of the value of Ωm, however with a quite signifi-
cant statistical error. When considering lens galaxy clusters, we
note that the observed positions of a large number of multi-
ple images at different redshifts provide information about the
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Table 1. Intervals at the 68% confidence level for the values of the cosmological parameters obtained with the Bayesian method.

Flat-ΛCDM (a) Open-wCDM

Err. (b) D∆t Err. (b) DL H0
(c) Ωm H0

(c) Ωm Ωde w

5% 5% 68.8+3.8
−4.0 0.39+0.29

−0.20 68.5+6.4
−5.1 0.47+0.35

−0.32 0.63+0.24
−0.32 −1.12+0.63

−0.60
5% 10% 68.8+3.8

−3.7 0.45+0.33
−0.26 69.1+6.0

−5.1 0.47+0.35
−0.32 0.55+0.30

−0.35 −1.06+0.67
−0.64

10% 5% 67.9+6.2
−5.7 0.42+0.34

−0.25 67.0+7.7
−5.6 0.48+0.35

−0.33 0.57+0.29
−0.35 −1.09+0.67

−0.63
10% 10% 68.7+6.4

−5.8 0.45+0.34
−0.28 68.5+7.9

−6.3 0.47+0.35
−0.33 0.54+0.31

−0.35 −1.07+0.68
−0.65

Notes. (a)Ωm + Ωde = 1 and w = −1. (b)Adopted percentage relative errors. (c)(km s−1 Mpc−1).

TDC
SNIa

TDC
SNIa

Fig. 1. Inference from the Bayesian (left) and Monte Carlo (right) approaches on the values of the cosmological parameters H0 and Ωm in a
flat-ΛCDM model, assuming a total relative uncertainty of 5% for both cosmological probes (with fixed zd = 0.54, zs = 1.49, and zSNIa = 0.54).
The marginalised posterior distributions for the TDC and the SN Ia luminosity distance methods are shown in blue and green, respectively. The
combined distributions are shown in black. The 16th, 50th, and 84th percentiles of the combined marginalised distributions are highlighted with
vertical dashed lines, and the corresponding values are reported. The fiducial values are in red. The contour levels on the planes represent the 1, 2,
and 3σ confidence regions.

‘family ratios’, from which the values of Ωm, Ωde, and w can
also be inferred (as shown in Soucail et al. 2004; Jullo et al.
2010; Linder 2011; Caminha et al. 2016, 2022; Acebron et al.
2017; Grillo et al. 2018). For simplicity, in this pilot study we
neglected the contribution of the family ratio term, thus obtain-
ing conservative estimates of the cosmological parameter values.
We also note that the uncertainty on H0 is driven by that of the
D∆t term (see Table 1). For a fixed value of σD∆t a measure-
ment of the SN Ia luminosity distance with a 5% or 10% error
results in a similar precision on the measurement of H0. Never-
theless, a measurement of DL nicely complements and enhances
the TDC technique. In particular, for lens clusters with a 10% rel-
ative uncertainty both on D∆t and DL, the joint method enables
a gain in precision on the H0 estimate by a factor of ∼1.2 com-
pared to the results from the TDC technique alone.

In Fig. 2 we show the posterior probability distributions and
the 1, 2, and 3σ confidence regions for H0, Ωm, Ωde, and w in an
open-wCDM cosmology, assuming a 5% relative error for both

probes. This figure illustrates that the value of H0 is robustly mea-
sured, almost independently of the assumed cosmological mod-
els, with a posterior probability distribution slightly larger here
than in a flat-ΛCDM model. As in that model, the probability dis-
tribution functions of the other cosmological parameters are quite
flat from the TDC or SN Ia luminosity distance method alone, but
their combination leads to more precise measurements (see also
Table 1). For instance, values of Ωm > 0.89, Ωde < 0.21, and
w > −0.36 are ruled out at the 90% confidence level.

After illustrating the possibility of boosting the TDC method
in combination with a SN Ia luminosity distance measure-
ment in a cluster member galaxy, we discuss the observa-
tional feasibility of carrying out this new method. As previ-
ously mentioned, the probability of observing a SN Ia in a
cluster galaxy, as estimated from several observational pro-
grammes, is very low (i.e., &0.1 × 10−12 SNe M−1

� yr−1, see
e.g., Sharon et al. 2010; Dilday et al. 2010; Petrushevska et al.
2016; Toy et al. 2023; Golubchik et al. 2023). However, lens
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TDC
SNIa

Fig. 2. Posterior probability distributions from the Bayesian approach of
H0, Ωm, Ωde, and w in an open-wCDM model, assuming a total, relative
uncertainty of 5% for both cosmological probes (with fixed zd = 0.54,
zs = 1.49, and zSNIa = 0.54). The colour-coding and shown statistical
quantities are as in Fig. 1.

galaxy clusters host hundreds to thousands of member galaxies,
often possessing extensive high-quality spectroscopic observa-
tions (e.g., Braglia et al. 2009; Owers et al. 2011; Rosati et al.
2014; Grillo et al. 2016; Mercurio et al. 2021; Lagattuta et al.
2022). For instance, in MACS 1149 a total of 195 spectroscopi-
cally confirmed cluster galaxies have been detected over an area
of ∼6.7 arcmin2 (Schuldt et al., in prep.). The Andalucia Faint
Object Spectrograph and Camera (ALFOSC) at the 2.5m Nordic
Optical Telescope (NOT) on La Palma (Spain) was already used
to search for high-redshift SNe in lens cluster fields (see e.g.,

Petrushevska et al. 2016). The ALFOSC instrument has a field
of view of 6.4 arcmin across. This side corresponds to approx-
imately 2.4 Mpc at the redshift of MACS 1149. Several studies
of lens galaxy clusters, with virial masses similar to that of the
cluster used as a reference here, have shown that the total stel-
lar mass enclosed within a circle with radius equal to 300 kpc
ranges from 2 to 3 × 1012 M� (see Fig. 3 in Annunziatella et al.
2017 and Fig. 9 in Granata et al. 2022). By extrapolating these
values to a radius of 1.2 Mpc or considering the projected stel-
lar mass density profile shown in Fig. 12 by Annunziatella et al.
(2014) and integrating it within the same radius, we estimated a
cumulative stellar mass value of &1013 M� in the member galax-
ies of a massive galaxy cluster like MACS 1149. This translates
into a count rate of &1 SN Ia yr−1. This estimate is conserva-
tive as the rate of SNe Ia exploding in a lens cluster would be
higher in a field of view larger than the relatively small ALFOSC
field, or by targeting higher-redshift galaxy clusters, as shown
by the results from the HST Cluster SN Survey (P.I. Perlmut-
ter, Dawson et al. 2009; Barbary et al. 2012). Finally, the typi-
cal SN Ia peak magnitude of M(B) = −19.5 mag in the B band
corresponds to m(B) ∼ 23 mag (rest-frame) for a SN Ia at the
redshift of MACS 1149. The detection of a SN Ia several days
before its maximum brightness (e.g., when m(B) ∼ 25 mag) is
within the capabilities of a 2 to 3 m class ground-based tele-
scope, such as the NOT, within about one hour of integration
time (Petrushevska et al. 2016). This demonstrates the possibil-
ity of successfully detecting and monitoring one such event in
a limited amount of time of a dedicated programme and, ulti-
mately, of applying the proposed joint method.

5. Conclusions

In this work we have presented, for the first time, how to enhance
the power of time-delay cosmography in lens galaxy clusters by
detecting Type Ia supernovae in member galaxies, allowing for
an additional and independent measurement of the luminosity
distance to its host galaxy, and thus to the lens cluster.

Using as a reference the lens galaxy cluster
MACS J1149.5+2223, hosting the strongly lensed SN ‘Refsdal’,
we have examined the complementarity of the two techniques and
quantified, through their combination, the precision attainable in
the measurements of the most relevant cosmological parameters.
The novel combined method provides promising predictions and
can in principle be applied to any lens galaxy cluster with multiple
images of a time-varying source (e.g., Inada et al. 2003; Oguri
2010; Dahle et al. 2013; Acebron et al. 2022a,b; Martinez et al.
2023; Napier et al. 2023). Forthcoming, performed by the Vera
C. Rubin Observatory (Legacy Survey of Space and Time) and
the Euclid satellite, are expected both to significantly increase the
sample of these cluster-scale strong-lensing systems and likely
to detect more than one SN Ia exploding in the member galaxies
of the same cluster. In the latter case the proposed technique
would become even more powerful. We have shown that all
the observations needed to obtain the first (and future) results
with this joint method are feasible with a modest investment of
ground-based telescope time.

In the second Letter of this series (Bergamini et al., in prep.),
we explore the possibility of analysing extensive high-quality
spectro-photometric datasets (already available) in several lens
galaxy clusters to homogeneously select pure samples of red,
massive, and passive cluster members and exploit them as cos-
mic chronometers. By measuring the age of these objects in
different lens clusters located in close-by redshift bins, it is pos-
sible to probe the expansion history of the Universe, H(z), at
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the effective redshift of the considered lens clusters (see e.g.,
Jimenez & Loeb 2002; Stern et al. 2010; Moresco et al. 2012),
complementing the results obtained with the time-delay cosmog-
raphy technique.

Acknowledgements. We kindly thank the anonymous referee for the use-
ful suggestions received. A.A. has received funding from the European
Union’s Horizon 2020 research and innovation programme under the
Marie Skłodowska-Curie grant agreement No 101024195 – ROSEAU. We
acknowledge financial support through grants PRIN-MIUR 2017WSCC32
and 2020SKSTHZ. P.R. acknowledges FIR 2021 fund. S.H.S. thanks the
Max Planck Society for support through the Max Planck Fellowship. This
research was supported by the Munich Institute for Astro-, Particle and
BioPhysics (MIAPbP) which is funded by the Deutsche Forschungsge-
meinschaft (DFG, German Research Foundation) under Germany’s Excel-
lence Strategy – EXC-2094 – 390783311. This work uses the follow-
ing software packages: Astropy (https://github.com/astropy/astropy,
Astropy Collaboration 2013, 2018), Corner.py (https://github.com/dfm/
corner.py, Foreman-Mackey 2016), Emcee (https://github.com/dfm/
emcee, Foreman-Mackey et al. 2013), matplotlib (https://github.com/
matplotlib/matplotlib, Hunter 2007), NumPy (https://github.com/
numpy/numpy, van der Walt et al. 2011; Harris et al. 2020), Python (https://
www.python.org/, Van Rossum & Drake 2009), Scipy (https://github.
com/scipy/scipy, Virtanen et al. 2020).

References
Acebron, A., Jullo, E., Limousin, M., et al. 2017, MNRAS, 470, 1809
Acebron, A., Grillo, C., Bergamini, P., et al. 2022a, A&A, 668, A142
Acebron, A., Grillo, C., Bergamini, P., et al. 2022b, ApJ, 926, 86
Annunziatella, M., Biviano, A., Mercurio, A., et al. 2014, A&A, 571, A80
Annunziatella, M., Bonamigo, M., Grillo, C., et al. 2017, ApJ, 851, 81
Astropy Collaboration (Robitaille, T. P., et al.) 2013, A&A, 558, A33
Astropy Collaboration (Price-Whelan, A. M., et al.) 2018, AJ, 156, 123
Barbary, K., Aldering, G., Amanullah, R., et al. 2012, ApJ, 745, 32
Bergamini, P., Acebron, A., Grillo, C., et al. 2023, A&A, 670, A60
Betoule, M., Kessler, R., Guy, J., et al. 2014, A&A, 568, A22
Birrer, S., Treu, T., Rusu, C. E., et al. 2019, MNRAS, 484, 4726
Bonvin, V., Courbin, F., Suyu, S. H., et al. 2017, MNRAS, 465, 4914
Braglia, F. G., Pierini, D., Biviano, A., & Böhringer, H. 2009, A&A, 500, 947
Branch, D. 1998, ARA&A, 36, 17
Caminha, G. B., Grillo, C., Rosati, P., et al. 2016, A&A, 587, A80
Caminha, G. B., Suyu, S. H., Grillo, C., & Rosati, P. 2022, A&A, 657, A83
Chen, G. C. F., Fassnacht, C. D., Suyu, S. H., et al. 2019, MNRAS, 490, 1743
Courbin, F., Bonvin, V., Buckley-Geer, E., et al. 2018, A&A, 609, A71
Dahle, H., Gladders, M. D., Sharon, K., et al. 2013, ApJ, 773, 146
Dawson, K. S., Aldering, G., Amanullah, R., et al. 2009, AJ, 138, 1271
Dilday, B., Bassett, B., Becker, A., et al. 2010, ApJ, 715, 1021
Fohlmeister, J., Kochanek, C. S., Falco, E. E., et al. 2013, ApJ, 764, 186
Foreman-Mackey, D. 2016, J. Open Source Softw., 1, 24
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman, J. 2013, PASP, 125,

306
Freedman, W. L., & Madore, B. F. 2010, ARA&A, 48, 673
Golubchik, M., Zitrin, A., Pierel, J., et al. 2023, MNRAS, 522, 4718
Goodman, J., & Weare, J. 2010, Commun. Appl. Math. Comput. Sci., 5, 65
Granata, G., Mercurio, A., Grillo, C., et al. 2022, A&A, 659, A24
Grillo, C., Karman, W., Suyu, S. H., et al. 2016, ApJ, 822, 78

Grillo, C., Rosati, P., Suyu, S. H., et al. 2018, ApJ, 860, 94
Grillo, C., Rosati, P., Suyu, S. H., et al. 2020, ApJ, 898, 87
Harris, C. R., Millman, K. J., van der Walt, S. J., et al. 2020, Nature, 585, 357
Hunter, J. D. 2007, Comput. Sci. Eng., 9, 90
Inada, N., Oguri, M., Pindor, B., et al. 2003, Nature, 426, 810
Jimenez, R., & Loeb, A. 2002, ApJ, 573, 37
Jullo, E., Natarajan, P., Kneib, J. P., et al. 2010, Science, 329, 924
Kelly, P. L., Rodney, S. A., Treu, T., et al. 2015, Science, 347, 1123
Kelly, P. L., Brammer, G., Selsing, J., et al. 2016, ApJ, 831, 205
Kelly, P. L., Rodney, S., Treu, T., et al. 2023, ApJ, 948, 93
Lagattuta, D. J., Richard, J., Bauer, F. E., et al. 2022, MNRAS, 514, 497
Léget, P. F., Pruzhinskaya, M. V., Ciulli, A., et al. 2018, A&A, 615, A162
Linder, E. V. 2011, Phys. Rev. D, 84, 123529
Liu, Z.-W., Röpke, F. K., & Han, Z. 2023, RAA, 23, 082001
Lotz, J. M., Koekemoer, A., Coe, D., et al. 2017, ApJ, 837, 97
Martinez, M. N., Napier, K. A., Cloonan, A. P., et al. 2023, ApJ, 946, 63
Mercurio, A., Rosati, P., Biviano, A., et al. 2021, A&A, 656, A147
Millon, M., Courbin, F., Bonvin, V., et al. 2020, A&A, 640, A105
Moresco, M., Cimatti, A., Jimenez, R., et al. 2012, J. Cosmol. Astropart. Phys.,

434, 006
Moresco, M., Amati, L., Amendola, L., et al. 2022, Liv. Rev. Relat., 25, 6
Muñoz, J. A., Kochanek, C. S., Fohlmeister, J., et al. 2022, ApJ, 937, 34
Napier, K., Gladders, M. D., Sharon, K., et al. 2023, ApJ, 954, L38
Oguri, M. 2010, PASJ, 62, 1017
Owers, M. S., Randall, S. W., Nulsen, P. E. J., et al. 2011, ApJ, 728, 27
Perlmutter, S., Aldering, G., Goldhaber, G., et al. 1999, ApJ, 517, 565
Petrushevska, T., Amanullah, R., Goobar, A., et al. 2016, A&A, 594, A54
Phillips, M. M. 1993, ApJ, 413, L105
Pskovskii, Y. P. 1984, Sov. Astron., 28, 658
Refsdal, S. 1964, MNRAS, 128, 307
Richard, J., Claeyssens, A., Lagattuta, D., et al. 2021, A&A, 646, A83
Riess, A. G., Filippenko, A. V., Challis, P., et al. 1998, AJ, 116, 1009
Riess, A. G., Rodney, S. A., Scolnic, D. M., et al. 2018, ApJ, 853, 126
Riess, A. G., Yuan, W., Macri, L. M., et al. 2022, ApJ, 934, L7
Rosati, P., Balestra, I., Grillo, C., et al. 2014, The Messenger, 158, 48
Rusu, C. E., Wong, K. C., Bonvin, V., et al. 2020, MNRAS, 498, 1440
Scolnic, D., Rest, A., Riess, A., et al. 2014, ApJ, 795, 45
Scolnic, D., Brout, D., Carr, A., et al. 2022, ApJ, 938, 113
Shajib, A. J., Birrer, S., Treu, T., et al. 2020, MNRAS, 494, 6072
Shajib, A. J., Mozumdar, P., Chen, G. C. F., et al. 2023, A&A, 673, A9
Sharon, K., Gal-Yam, A., Maoz, D., et al. 2010, ApJ, 718, 876
Sobol’, I. 2001, Math. Comput. Simul., 55, 271
Soucail, G., Kneib, J. P., & Golse, G. 2004, A&A, 417, L33
Stern, D., Jimenez, R., Verde, L., Kamionkowski, M., & Stanford, S. A. 2010, J.

Cosmol. Astropart. Phys., 2010, 008
Suyu, S. H., & Halkola, A. 2010, A&A, 524, A94
Suyu, S. H., Marshall, P. J., Auger, M. W., et al. 2010, ApJ, 711, 201
Suyu, S. H., Treu, T., Hilbert, S., et al. 2014, ApJ, 788, L35
Suyu, S. H., Bonvin, V., Courbin, F., et al. 2017, MNRAS, 468, 2590
Taubenberger, S., Suyu, S. H., Komatsu, E., et al. 2019, A&A, 628, L7
Toy, M., Wiseman, P., Sullivan, M., et al. 2023, MNRAS, 526, 5292
Treu, T., Brammer, G., Diego, J. M., et al. 2016, ApJ, 817, 60
Treu, T., Suyu, S. H., & Marshall, P. J. 2022, A&ARv, 30, 8
van der Walt, S., Colbert, S. C., & Varoquaux, G. 2011, Comput. Sci. Eng., 13,

22
Van Rossum, G., & Drake, F. L. 2009, Python 3 Reference Manual (Scotts

Valley: CreateSpace)
Virtanen, P., Gommers, R., Oliphant, T. E., et al. 2020, Nat. Methods, 17, 261
Wong, K. C., Suyu, S. H., Auger, M. W., et al. 2017, MNRAS, 465, 4895
Wong, K. C., Suyu, S. H., Chen, G. C. F., et al. 2020, MNRAS, 498, 1420

L9, page 6 of 6

https://github.com/astropy/astropy
https://github.com/dfm/corner.py
https://github.com/dfm/corner.py
https://github.com/dfm/emcee
https://github.com/dfm/emcee
https://github.com/matplotlib/matplotlib
https://github.com/matplotlib/matplotlib
https://github.com/numpy/numpy
https://github.com/numpy/numpy
https://www.python.org/
https://www.python.org/
https://github.com/scipy/scipy
https://github.com/scipy/scipy
http://linker.aanda.org/10.1051/0004-6361/202348090/1
http://linker.aanda.org/10.1051/0004-6361/202348090/2
http://linker.aanda.org/10.1051/0004-6361/202348090/3
http://linker.aanda.org/10.1051/0004-6361/202348090/4
http://linker.aanda.org/10.1051/0004-6361/202348090/5
http://linker.aanda.org/10.1051/0004-6361/202348090/6
http://linker.aanda.org/10.1051/0004-6361/202348090/7
http://linker.aanda.org/10.1051/0004-6361/202348090/8
http://linker.aanda.org/10.1051/0004-6361/202348090/9
http://linker.aanda.org/10.1051/0004-6361/202348090/10
http://linker.aanda.org/10.1051/0004-6361/202348090/11
http://linker.aanda.org/10.1051/0004-6361/202348090/12
http://linker.aanda.org/10.1051/0004-6361/202348090/13
http://linker.aanda.org/10.1051/0004-6361/202348090/14
http://linker.aanda.org/10.1051/0004-6361/202348090/15
http://linker.aanda.org/10.1051/0004-6361/202348090/16
http://linker.aanda.org/10.1051/0004-6361/202348090/17
http://linker.aanda.org/10.1051/0004-6361/202348090/18
http://linker.aanda.org/10.1051/0004-6361/202348090/19
http://linker.aanda.org/10.1051/0004-6361/202348090/20
http://linker.aanda.org/10.1051/0004-6361/202348090/21
http://linker.aanda.org/10.1051/0004-6361/202348090/22
http://linker.aanda.org/10.1051/0004-6361/202348090/23
http://linker.aanda.org/10.1051/0004-6361/202348090/24
http://linker.aanda.org/10.1051/0004-6361/202348090/24
http://linker.aanda.org/10.1051/0004-6361/202348090/25
http://linker.aanda.org/10.1051/0004-6361/202348090/26
http://linker.aanda.org/10.1051/0004-6361/202348090/27
http://linker.aanda.org/10.1051/0004-6361/202348090/28
http://linker.aanda.org/10.1051/0004-6361/202348090/29
http://linker.aanda.org/10.1051/0004-6361/202348090/30
http://linker.aanda.org/10.1051/0004-6361/202348090/31
http://linker.aanda.org/10.1051/0004-6361/202348090/32
http://linker.aanda.org/10.1051/0004-6361/202348090/33
http://linker.aanda.org/10.1051/0004-6361/202348090/34
http://linker.aanda.org/10.1051/0004-6361/202348090/35
http://linker.aanda.org/10.1051/0004-6361/202348090/36
http://linker.aanda.org/10.1051/0004-6361/202348090/37
http://linker.aanda.org/10.1051/0004-6361/202348090/38
http://linker.aanda.org/10.1051/0004-6361/202348090/39
http://linker.aanda.org/10.1051/0004-6361/202348090/40
http://linker.aanda.org/10.1051/0004-6361/202348090/41
http://linker.aanda.org/10.1051/0004-6361/202348090/42
http://linker.aanda.org/10.1051/0004-6361/202348090/43
http://linker.aanda.org/10.1051/0004-6361/202348090/44
http://linker.aanda.org/10.1051/0004-6361/202348090/45
http://linker.aanda.org/10.1051/0004-6361/202348090/46
http://linker.aanda.org/10.1051/0004-6361/202348090/47
http://linker.aanda.org/10.1051/0004-6361/202348090/48
http://linker.aanda.org/10.1051/0004-6361/202348090/48
http://linker.aanda.org/10.1051/0004-6361/202348090/49
http://linker.aanda.org/10.1051/0004-6361/202348090/50
http://linker.aanda.org/10.1051/0004-6361/202348090/51
http://linker.aanda.org/10.1051/0004-6361/202348090/52
http://linker.aanda.org/10.1051/0004-6361/202348090/53
http://linker.aanda.org/10.1051/0004-6361/202348090/54
http://linker.aanda.org/10.1051/0004-6361/202348090/55
http://linker.aanda.org/10.1051/0004-6361/202348090/56
http://linker.aanda.org/10.1051/0004-6361/202348090/57
http://linker.aanda.org/10.1051/0004-6361/202348090/58
http://linker.aanda.org/10.1051/0004-6361/202348090/59
http://linker.aanda.org/10.1051/0004-6361/202348090/60
http://linker.aanda.org/10.1051/0004-6361/202348090/61
http://linker.aanda.org/10.1051/0004-6361/202348090/62
http://linker.aanda.org/10.1051/0004-6361/202348090/63
http://linker.aanda.org/10.1051/0004-6361/202348090/64
http://linker.aanda.org/10.1051/0004-6361/202348090/65
http://linker.aanda.org/10.1051/0004-6361/202348090/66
http://linker.aanda.org/10.1051/0004-6361/202348090/67
http://linker.aanda.org/10.1051/0004-6361/202348090/68
http://linker.aanda.org/10.1051/0004-6361/202348090/69
http://linker.aanda.org/10.1051/0004-6361/202348090/70
http://linker.aanda.org/10.1051/0004-6361/202348090/71
http://linker.aanda.org/10.1051/0004-6361/202348090/72
http://linker.aanda.org/10.1051/0004-6361/202348090/72
http://linker.aanda.org/10.1051/0004-6361/202348090/73
http://linker.aanda.org/10.1051/0004-6361/202348090/74
http://linker.aanda.org/10.1051/0004-6361/202348090/75
http://linker.aanda.org/10.1051/0004-6361/202348090/76
http://linker.aanda.org/10.1051/0004-6361/202348090/77
http://linker.aanda.org/10.1051/0004-6361/202348090/78
http://linker.aanda.org/10.1051/0004-6361/202348090/79
http://linker.aanda.org/10.1051/0004-6361/202348090/80
http://linker.aanda.org/10.1051/0004-6361/202348090/81
http://linker.aanda.org/10.1051/0004-6361/202348090/81
http://linker.aanda.org/10.1051/0004-6361/202348090/82
http://linker.aanda.org/10.1051/0004-6361/202348090/83
http://linker.aanda.org/10.1051/0004-6361/202348090/84
http://linker.aanda.org/10.1051/0004-6361/202348090/85

	Introduction
	Methods
	Time-delay cosmography
	Type Ia supernovae

	Simulations
	Assumptions
	Bayesian approach
	Monte Carlo approach

	Discussion
	Conclusions
	References

