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Measurements of neutral current Drell-Yan production at large invariant dilepton masses can be used 
to test the energy scale dependence (running) of the electroweak mixing angle. In this work, we make 
use of a novel implementation of the full next-to-leading order electroweak radiative corrections to the 
Drell-Yan process using the MS renormalization scheme for the electroweak mixing angle. The potential 
of future analyses using proton-proton collisions at 

√
s = 13.6 TeV in the Run 3 and High-Luminosity 

phases of the LHC is explored. In this way, the Standard Model predictions for the MS running at TeV
scales can be probed.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons .org /licenses /by /4 .0/). Funded by SCOAP3.
1. Introduction

The electroweak mixing angle, θW , is one of the fundamental 
parameters of the Standard Model (SM) of particle physics. In the 
electroweak (EW) SM Lagrangian it is defined as

sin2 θW ≡ g2
1

g2
1 + g2

2

, (1)

where g1 and g2 are the U (1)Y and SU (2)L gauge couplings. 
When considering electroweak (EW) radiative corrections, Eq. (1)
gets modified, depending on the renormalization scheme and on 
the input parameter scheme used. In particular, in the modi-
fied minimal-subtraction (MS) renormalization scheme, the run-
ning sin2 θW , labelled in the following as sin2 θMS

W (μ), is defined 
as [1–8]

sin2 θMS
W (μ) ≡ 4παMS

EM(μ)

g2
2

MS
(μ)

, (2)

where αMS
EM(μ) is the running electromagnetic coupling.
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The EW mixing angle at the scale of mZ has been measured at 
both lepton [9] and hadron colliders [10–15], with a precision at 
the sub-percent level. Actually, the quantity determined with these 
measurements is the effective leptonic sin2 θ�

eff, which is defined at 
the Z-boson mass peak through the ratio of vector and axial-vector 
couplings to the Z. It is conceptually different from sin2 θMS

W (μ), 
being the former flavour dependent and based on an on-shell 
definition. Also other definitions of a running sin2 θW (μ) can be 
given (see for instance [16–19]) different from the MS one. In our 
study, we stick to the MS parameter. Measurements of atomic par-
ity violation, neutrino, and polarised electron scattering on fixed 
targets have been used to extract the EW mixing angle at lower 
energies [8,20]. First results for large space-like scales have been 
obtained in Ref. [21,22] using DIS data. The running at time-like 
scales above the Z-boson mass, however, has yet to be probed ex-
perimentally. The high energy regime is of particular interest since 
the renormalization group equation, which governs the evolution 
of sin2 θMS

W (μ), predicts a running with a steep positive slope [23]
at high scales, as a result of the inclusion of the W-boson contribu-
tion for scales larger than the W-boson mass. Probing the running 
of the weak mixing-angle at high energies is complementary to 
the corresponding studies at low-energies, where a negative slope 
is expected, and offers a far from trivial test of the consistency of 
the SM. High energies can also indirectly probe new states carrying 
electroweak quantum numbers. Indeed the effects of New Physics 
le under the CC BY license (http://creativecommons .org /licenses /by /4 .0/). Funded by 
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(NP) can be seen as a modification of the running of the elec-
troweak gauge couplings, in a way independent of the particular 
decay channels [1,24,25].

A large sample of neutral current Drell-Yan (NCDY) events at 
large dilepton invariant masses (m��) is expected to be produced 
in proton-proton collisions at the Large Hadron Collider (LHC) at a 
centre-of-mass energy of 

√
s = 13.6 TeV. In this work, we investi-

gate the sensitivity to the weak mixing angle of the NCDY process 
at large dilepton invariant masses. Several studies appeared in the 
literature on the potential of LHC and future hadronic machines 
to constrain NP models through the analysis of running couplings 
with DY processes [26–29].1 The existing analyses rely on leading 
order (LO) EW matrix elements, where the couplings are promoted 
to running couplings through leading logarithmic contributions to 
the beta functions. For the first time, the possibility to probe di-
rectly the running of sin2 θMS

W (μ) is explored by means of a full EW 
next-to-leading order (NLO) calculation with a hybrid renormaliza-
tion scheme, where the Lagrangian parameters e and sin2 θW are 
renormalized in the MS scheme and the Z-boson mass is renor-
malized in the on-shell scheme. In the large leptonic invariant 
mass region the presence of the Sudakov logarithms [33–38] in 
the NLO matrix element is known to give large contributions to 
the cross section and could, in principle, have an impact on the 
sensitivity determination. The calculation has been developed and 
implemented in the framework of an upgraded version [39] of 
the Z_ew-BMNNPV process [40] of the POWHEG-BOX-V2 [41–43]
Monte Carlo (MC) event generator, which is used for the present 
sensitivity study.

2. Theoretical predictions

We investigate the triple differential NCDY cross sections as a 
function of the invariant mass, m�� , rapidity, y�� , of the dilepton 
system, and of the cosine of the angle between the incoming and 
outgoing fermions in the Collins-Soper reference frame, θC S [44]. 
At LO the triple differential NCDY cross section can be expressed 
as

d3σ

dm��dy��d cos θC S

= πα2

3m��s

(
(1 + cos2 θC S)

∑
q

Sq[ fq(x1, Q 2) fq(x2, Q 2)

+ fq(x2, Q 2) fq(x1, Q 2)] + cos θC S

∑
q

Aqsign(y��)

· [ fq(x1, Q 2) fq(x2, Q 2) − fq(x2, Q 2) fq(x1, Q 2)]
)

,

(3)

where α is the electromagnetic coupling, m�� = ŝ = x1x2s is the 
partonic centre-of-mass energy and s is the hadronic one. The 
fq(q)(x, Q 2) describe the momentum fraction x of the parton q(q)

in the colliding protons, with the momentum transfer Q 2 given 
by m2

�� . The momentum fractions x1 and x2 are related to m��

and y�� as x1,2 = m��√
s

e±y�� . The symmetric S and anti-symmetric 
A coupling combinations [45] are embedded into

Sq = e2
�e2

q + Pγ Z · e�v�eq vq + PZZ · (v2
� + a2

�)(v2
q + a2

q)

Aq = Pγ Z · 2e�a�eqaq + PZZ · 8v�a�vqaq,
(4)

1 The constraining power of DY processes for general parameterizations of NP 
through the Effective Field Theory approach has been explored, for instance, in 
Refs. [30–32] and references therein.
2

expressed in terms of the electric charges ei (in units of the 
positron charge) and the vector (axial-vector) couplings vi (ai). The 
propagator factors are given by

Pγ Z(m��) = 2m2
��(m2

�� − m2
Z)

sin2 θW cos2 θW [(m2
�� − m2

Z)
2 + �2

Zm2
Z]

PZZ(m��) = m4
��

sin4 θW cos4 θW [(m2
�� − m2

Z)
2 + �2

Zm2
Z]

,

(5)

where �Z represents the Z width. At the Z peak, the EW mix-
ing angle has been extracted by measuring the forward-backward 
asymmetry, which is defined as

AFB = σ(cos θC S > 0) − σ(cos θC S < 0)

σ (cos θC S > 0) + σ(cos θC S < 0)
. (6)

At high energy, however, the absolute differential cross section is 
a more suitable observable for the extraction of sin2 θMS

W (μ). This 
can be seen by evaluating the logarithmic derivative w.r.t. sin2 θW , 
i.e. the relative variation under the change of sin2 θW , of the cross 
section and of AFB in the limit where m�� is much greater than 
mZ [29]. At the representative scale of 1 TeV, keeping the effect of 
finite mZ, the logarithmic derivative multiplied by sin2 θW is found 
to be ∼ 0.9 for the cross-sections and ∼ 0.3 for AFB.

In our study, NCDY production in proton-proton collisions at the 
LHC at 

√
s = 13.6 TeV is considered. We assume integrated lumi-

nosities of 300 fb−1 and 3000 fb−1, expected at the end of the LHC 
Run 3 and High-Luminosity LHC (HL-LHC) phases [46], respectively. 
We evaluate the triple differential NCDY cross section in six bins 
in m�� with boundaries 116, 150, 200, 300, 500, 1500, 5000 GeV, 
six bins in |y��| with boundaries 0.0, 0.4, 0.8, 1.2, 1.6, 2.0, 2.5, 
and two bins in cos θC S for the forward and backward directions, 
with 72 bins in total. By considering the fully differential informa-
tion we combine the sensitivity of the absolute cross-sections and 
the forward-backward asymmetry. Fiducial selections, usually em-
ployed in ATLAS and CMS measurements (see for example [14]), 
are applied to the leptons. The leading (sub-leading) lepton must 
have a transverse momentum of p�

T > 40(30) GeV and an absolute 
pseudorapidity of |η�| < 2.5. The leptons are defined at Born level, 
i.e. prior to final-state photon radiation.

We compute our theoretical predictions using a hybrid EW 
scheme with (αMS

EM(μ), sin2 θMS
W (μ), mZ) as input parameters, where 

αMS
EM(μ) and sin2 θMS

W (μ) are renormalized in the MS scheme and 
mZ in the on-shell one. In the present study, the running param-
eters are calculated from the corresponding β functions at O(α)

with decoupling of the W-boson and top-quark for μ < mW and 
μ < mtop, respectively. The O(α) threshold correction to the run-
ning parameters for μ = mW is set to zero as it cancels the similar 
discontinuity appearing at the same perturbative order in the 
counterterms corresponding to the electric charge and the sine of 
the weak-mixing angle.2 This scheme has been introduced into an 
upgraded version [39] of the Z_ew-BMNNPV process [40], within 
the POWHEG-BOX-V2 [41–43] MC event generator framework. 
Having sin2 θMS

W (μ) as a direct input, we can generate templates 
consistently at LO as well as NLO EW precision level by varying 
the MS parameter to be determined, analogously to the case of the 
scheme with sin2 θ�

eff [47] as an input parameter.
The MC predictions are generated at NLO plus parton shower in 

QCD and include NLO virtual weak corrections, excluding photonic 
corrections, which are separately gauge invariant. The parton-level 

2 The higher-order corrections to the running of αMS
EM(μ) and sin2 θMS

W (μ) de-
scribed in Ref. [23] are also available as options in the code, as well as the threshold 
corrections at O(α) and O(α2) for μ = mW and μ = mt , respectively.
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Table 1
The input parameters corresponding to the hybrid EW scheme used in this work. 
In each mass bin, the first three columns indicate the lower and upper bin edges 
and the respective centre of the bin. The last two columns show the values of 
(αMS

EM(μ))−1 and sin2 θMS
W (μ) at μ = m̂�� as predicted by the SM running.

mlo
�� [GeV] mhi

�� [GeV] m̂�� [GeV] (αMS
EM(m̂��))

−1 sin2 θMS
W (m̂��)

66 116 mZ 127.951 0.23122
116 150 133 127.838 0.23323
150 200 175 127.752 0.23468
200 300 250 127.544 0.23648
300 500 400 127.269 0.23885
500 1500 1000 126.735 0.24350
1500 5000 3250 126.047 0.24954

events are interfaced to pythia8.307 [48] to include the effect of 
parton showering, underlying event, hadronization and QED radi-
ation from quarks. The other photonic corrections, namely QED 
final-state radiation from leptons (FSR) and initial-final interfer-
ence (IFI), are not included in the present study.3 The largest effect 
of QED corrections comes from QED FSR, which however becomes 
negligible due to the chosen event selection of Born-level leptons. 
The remaining contributions from QED radiation from quark and 
IFI are small, reaching at most 1% for dilepton invariant masses 
between 1500 GeV and 5000 GeV.4 The uncertainty associated with 
the inclusion of QED radiation from quarks can be conservatively 
calculated by squaring the magnitude of the corresponding contri-
bution, which is deemed negligible for the present analysis. The 
matrix elements are computed with factorisation and renormal-
ization scales set to μR = μF = m�� and convoluted with the 
NPDF31_nnlo_as_0118_hessian [49] PDF set. The complex-
mass scheme [50] is used to treat the unstable Z-boson propagator 
in a gauge-invariant manner.

The input EW parameters for the generation of the nominal 
pseudo-data events are set to their MS values at mZ. Templates 
are generated assuming the SM running of αMS

EM(μ), while in each 
m�� bin the initial condition for the running of sin2 θMS

W (μ) corre-
sponding to the starting scale μ = m̂�� (m̂�� being the centre of 
the dilepton invariant-mass bin) are set to the expected SM value 
±0.01, in order to probe the sensitivity to sin2 θMS

W (μ). In each m��

bin, 109 MC events are generated. The values of the EW parame-
ters used in each m̂�� bin are reported in Table 1.

In order to mimic a realistic measurement scenario, a simpli-
fied emulation of the detector response is applied through the use 
of parameterized lepton efficiencies and resolutions. The identifica-
tion and reconstruction efficiencies and energy-smearing functions 
used for the electrons and muons are inspired by those derived by 
ATLAS during the LHC Run 2 data taking [51–53]. Their effect on 
the simulated events is evaluated using Rivet [54]. The efficiency 
in the electron channel ranges from 65% to 75% as a function of 
m�� and depends only weakly on |y��|. In the muon channels, it 
varies between 80% and 99% as a function of |y��| and does not 
depend on m�� .

3. Uncertainties

Several sources of experimental and theoretical uncertainties 
are considered in this study. The statistical uncertainties in the 
pseudo-data are derived from the predicted number of events at 
reconstructed level in each bin. The considered values of the sys-
tematic uncertainties in the lepton reconstruction and efficiencies 

3 The QED FSR and IFI, together with the QED radiation from quarks, are sepa-
rately gauge invariant.

4 This has been checked with the NLO calculation implemented in the POWHEG-
BOX code, where the contributions from initial and final state radiation have been 
separately switched on.
3

are inspired by the ATLAS measurement of high-mass DY cross 
sections [55] at 

√
s = 8 TeV. These are extrapolated to the Run 3 

and HL-LHC scenarios, assuming a reduction factor of two or four, 
respectively. They are propagated through the fit in a conserva-
tive way, assuming them to be uncorrelated in m�� , |y��| and 
cos θC S . The uncertainty in the luminosity determination is taken 
as 1.5% for Run 3 and 1% for HL-LHC [46]. In addition, the theoret-
ical uncertainties due to the knowledge of PDFs are estimated by 
propagating the NNPDF31_nnlo_as_0118_hessian eigenvec-
tors. The PDF variations are obtained using grids generated with 
Madgraph_aMC@NLO and aMCfast [56,57].

Missing higher-order terms typically represent an important 
source of systematic uncertainties for the absolute cross sections 
and an accurate evaluation of these uncertainties would be im-
portant in a real measurement. As this study is only a sensitivity 
analysis, a simplified estimate is used. The NCDY production cross 
section is known to N3LO in the strong coupling [58] and with ex-
act NNLO mixed QCD-EW corrections [59–61]. We use the n3loxs 
code [62] to compute cross-sections and 7-point variations of μR

and μF as a function of m�� at N3LO in QCD, and we assume 
the results not to depend on |y��| and cos θC S . The effect of the 
fiducial lepton selections is not included in n3loxs. Since the 
fiducial acceptance is very large at high m�� their effect can be 
neglected. The N3LO corrections to the cross section are small, of 
up to 2%. The scale variations are found to be smaller than the ex-
pected statistical uncertainties at the HL-LHC in all but the first 
three m�� bins. Their envelope is conservatively propagated to the 
fit by assuming them to be uncorrelated in m�� , |y��| and cos θC S . 
The pure weak radiative corrections to dσ/dm�� range from few 
0.1% around the Z peak to O(10%) at the few TeV scale, because 
of the Sudakov logarithms of the form α log2(m��/mV), mV being 
the mass of the gauge vector bosons. While a refined treatment of 
electroweak corrections in the high energy regime should include 
a proper resummation of Sudakov logarithms, as proposed, for in-
stance, in Ref. [63], our simulations are based on NLO fixed order 
contributions. A rough estimate of the uncertainty associated with 
missing EW higher-order contributions can be obtained by taking 
the square of the size of the NLO weak correction. This amounts to 
an uncertainty at the per cent level in the last m�� bin considered, 
dominated by the value at the lower edge of the bin. Within the 
MS scheme, an alternative way to quantify the uncertainty due to 
missing higher orders can be given by analysing the dependence of 
the theoretical predictions on the MS renormalization scale, which 
by default is fixed to m�� . Adopting a scale variation of a factor of 
two, μ = m��/2 and μ = 2m�� , the cross sections change by about 
0.1% at NLO, to be compared with O(%) variations at LO accuracy. 
The overall uncertainty of pure weak origin can be considered be-
low the level of the other uncertainties discussed in our present 
analysis.

Another source of uncertainty arises from the subtraction of 
background processes, such as diboson production or processes in-
volving top quarks with subsequent leptonic decays. A comprehen-
sive assessment of uncertainties pertaining to such backgrounds 
has not been explicitly addressed in our study. However, we note 
that these uncertainties are subdominant as compared to the other 
uncertainties and are typically derived from control regions uti-
lizing empirical data, thereby their relevance is diminished with 
increasing statistics.

The contributions of different uncertainty sources to the triple 
differential NCDY cross sections in the electron channel are illus-
trated in Fig. 1 for the HL-LHC scenario. A representative variation 
of sin2 θMS

W (μ) by ±0.01 is also shown. Similar results are obtained 
in the muon channel.
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Fig. 1. Relative contribution of the different sources of uncertainty to the triple differential cross section dσ/d|y��|dm�� in the forward (up) and backward (bottom) directions. 
The results are given for the electron channel in the HL-LHC scenario. Variations of sin2 θMS

W (μ) by a factor ±0.01 are also shown.
4. Fit strategy and results

The sensitivity to the running is assessed by extracting the 
expected value of sin2 θMS

W (μ) and evaluating its uncertainty 
δ sin2 θMS

W (μ) as a function of m̂�� , assuming SM running of 
αMS

EM(μ). The expected δ sin2 θMS
W (μ) values are obtained in a fit to 

the triple differential cross section pseudo-data in which indepen-
dent parameters for δ sin2 θMS

W (μ) for each m�� bin are determined 
simultaneously. The fit is performed by minimising a χ2 func-
tion by using the xFitter analysis tool [64]. The dependence of the 
cross-section on variations of sin2 θMS

W (μ) in each bin is taken into 
account in the χ2 calculation using a linear approximation, that 
has been verified to be valid within the range of variations consid-
ered. The expected statistical and experimental systematic uncer-
tainties, and the theoretical uncertainties from PDFs and missing 
higher orders are included as nuisance parameters in the χ2 defi-
nition, such that they can be constrained in the fit.

The obtained values of δ sin2 θMS
W (μ) are presented in Fig. 2 and 

in Table 2. They range from about 1% (1%) to 7% (3%) for the LHC 
Run 3 (HL-LHC) scenario. Due to the larger dataset and reduced 
experimental uncertainties, a significant improvement in sensitiv-
ity is expected in the HL-LHC scenario at high m�� .

The largest contribution to the uncertainty on δ sin2 θMS
W (μ)

comes from the PDFs. Indeed, PDFs are known to have large 
uncertainties at high x, the kinematic range probed by high 
mass DY production [45]. To assess the dependence of our re-
sults on the choice of PDFs, the fit is repeated using the alter-
native PDF sets CT18ANNLO [65], MSHT20nnlo_as0118 [66], 
ABMP16_5_nnlo [67], and NNPDF40_nnlo_as_01180_hessian 
4

Table 2
The SM predicted value of the EW mixing angle in the MS renormalisation scheme 
sin2 θMS

W (m̂��) and the expected sensitivity δ sin2 θMS
W (m̂��) obtained in this work, 

both absolute and in %. The results are given as a function of the invariant mass of 
the final state leptons m̂�� , for the Run 3 and HL-LHC scenarios.

m̂�� [GeV] sin2 θMS
W (m̂��) Run 3 HL-LHC

δ sin2 θMS
W (m̂��) [%] δ sin2 θMS

W (m̂��) [%]
133 0.23323 0.00216 0.9 0.00159 0.7
175 0.23468 0.00271 1.2 0.00202 0.9
250 0.23648 0.00339 1.4 0.00260 1.1
400 0.23885 0.00434 1.8 0.00345 1.4
1000 0.24350 0.00569 2.3 0.00468 1.9
3250 0.24954 0.01640 6.6 0.00870 3.5

Table 3
The contribution of the PDF uncertainty to δ sin2 θMS

W (m̂��) in the HL-LHC scenario. 
Results are shown in each m̂�� bin for different PDF sets.

m̂�� [GeV] δ sin2 θMS
W (m̂��) [%]

NNPDF31 NNPDF40 MSHT20 CT18A ABMP16

133 0.5 0.3 0.6 0.9 0.5
175 0.6 0.4 0.8 1.0 0.6
250 0.8 0.5 0.9 1.2 0.7
400 1.2 0.6 1.2 1.5 0.8
1000 1.6 0.8 1.6 1.8 1.0
3250 2.7 1.6 2.5 2.8 1.3

[68]. The contribution of the PDF uncertainty to δ sin2 θMS
W (μ), for 

the different PDFs, is shown in Table 3 for the HL-LHC scenario. It 
varies significantly with the PDF set used, by up to 50% in the last 
m�� bin. When using sets that include a PDF for the photon, we 
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Fig. 2. The scale dependence of the EW mixing angle in the SM (blue line), compared to the combined experimental measurement at μ = mZ (violet point). The expected 
results obtained in this work are shown in black crosses (black squares) for the LHC Run 3 (HL-LHC). For clarity, the Run 3 and HL-LHC points are shifted to the left and right, 
respectively. The outer error bars represent the total expected uncertainty on sin2 θMS

W (μ), while the inner error bars include only statistical and experimental uncertainties 
(excluding PDFs, QCD and EW higher-order uncertainties).
find a comparable PDF uncertainty as we do with their non-QED 
counterparts.

5. Conclusions

In this work, the sensitivity of NCDY measurements at current 
and future LHC runs to the MS running of the electroweak mixing 
angle is investigated. A simulation featuring QCD and EW NLO ac-
curacy matched to QCD parton shower is used to generate NCDY 
events. In particular, the NLO EW corrections are calculated using 
a hybrid EW scheme with (αMS

EM(μ), sin2 θMS
W (μ), mZ) as input pa-

rameters, where αMS
EM(μ) and sin2 θMS

W (μ) are renormalized in the 
MS scheme and mZ in the on-shell one. By using the triple differ-
ential NCDY cross section in six bins in m�� , six bins in |y��| and 
two bins in cos θC S for the forward and backward directions, it is 
shown that measurements of Drell-Yan production in the HL-LHC 
phase would result in the extraction of electroweak mixing angle 
with a precision at the percent level, under the assumption of SM 
running of the electromagnetic coupling constant. We leave to a 
future study a more refined analysis, considering also additional 
observables.
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