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Abstract
In the last years, online users have been sharing more and more opinions, reviews, and comments on the web. Opinion min-
ing is the automatic process of getting the subject of such opinions, and recently it has been attracting great commercial 
and academic interest. Several methods were presented for performing opinion mining in Bangla language, however they 
reported limited performance. In the present article, we considered the only two publicly datasets available for opinion 
mining in the Bangla language. We machine translated the datasets into the English language and we preprocessed them by 
extracting textual frequency based features. Then, we designed two stacked contractive auto-encoders based architectures 
to perform opinion mining in Bangla language, one for each dataset. The classifiers were trained on the machine translated 
version on the two datasets in a stacked learning fashion. The proposed classifiers achieved improved performance, with 
respect to accuracy ( ≥ 96% ), precision ( ≥ 93% ), recall ( ≥ 94% ), and F1 score ( ≥ 94% ), reported in the past state of the art 
works. Furthermore, the experimental results showed that both the machine translation procedure and the stacked learning 
frameworks improved the final classification performance.

Keywords  Text classification · Aspect-based sentiment analysis · Opinion mining · Bangla language · Auto-encoders · 
Stacked learning · Machine translation

1  Introduction

Latest research works showed that Internet users sometimes 
trust more to online reviews than their relatives or friends 
(Lăzăroiu et al. 2020). From companies point of view, such 
opinions tremendously influence the purchase of their ser-
vices and products. Indeed, in order to prevent people from 
understanding the main drawbacks of their products and ser-
vices, companies often want to limit online users’ participa-
tion in reviewing them. This behavior represents a crucial 
point of many big companies’ market strategy in a more and 
more competitive world (Trusov et al. 2009).

Sentiment Analysis (SA) studies how to determine the 
viewpoint of people on a certain topic (Yue et al. 2019; Li 
et al. 2019; Hacid et al. 2018). Usually, the most tackled task 
within the context of SA is the classification the polarity of 

documents, where a document can represent a news article, 
a social network post on Twitter, a review of a restaurant on 
Tripadvisor ®, etc. The polarity stands for the valence with 
which the ideas of the user are conveyed. Usually it consid-
ered as a discrete value and it could be negative, neutral or 
positive.

SA can been carried at three main levels (Yue et al. 
2019; Li et al. 2019; Hacid et al. 2018): at the document 
level SA classifies the whole opinion expressed in the 
document with positive, negative or neutral sentiment. 
At the sentence level SA classifies if each sentence con-
veys a positive, negative or neutral sentiment. This kind 
of analysis is often performed on comments and reviews 
composed of one sentence. The third level is the aspect 
level, usually referred as opinion mining or Aspect-Based 
Sentiment Analysis (ABSA). In ABSA it is assumed that 
the document focuses on different aspects and it expresses 
different polarities for each of them. The aspects can be 
clearly recognized in the text or being implicitly present 
in it. Thus the task of ABSA is twofold: it first requires the 
classification of aspects on which the document is focused, 
and this sub-task is usually identified as opinion mining or 
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aspect classification/extraction. Then, it follows the clas-
sification of the polarity of the recognized aspects.

To clarify the concepts of aspect and polarity, the reader 
may consider the following simplified version of a restau-
rant review: 

“Amazing service and delicious food.”

There are two aspects in the above example: service and 
food expressed with positive polarity. Aspects can be obvi-
ously identified in the above example since the words “ser-
vices” and “food” are clearly present in the text. However, 
sentences usually convey implicit aspects. For instance in 
the following example: 

“Waiters were so nice and pasta was great.”,

the aspects “service” and “food” are still present, even 
if not clearly mentioned in the text.

Although researchers have been carrying extensive 
research on ABSA in the English language and in other 
languages (Yue et al. 2019), less research works have been 
published in the Bangla language where there is still the 
need to experiment new techniques, yet applied in other 
machine learning fields (Roy et al. 2013, 2017; Bodini 
et al. 2018; Boccignone et al. 2018), and even the need of 
datasets both labeled with multiple aspects and polarities 
(Ahmed et al. 2021). The most of the available datasets 
are labeled only with polarities and they are composed 
of a few thousand samples. Furthermore, several datasets 
are not provided in the original Bangla language and they 
are constructed by translating datasets from the English 
language, or from other ones.

In the last years, the need for ABSA in the Bangla lan-
guage motivated researchers to create datasets for aspect 
and polarity classification in Bangla language. Recently, in 
Rahman and Dey (2018b) the authors presented two data-
bases for benchmarking ABSA algorithms in Bangla lan-
guage. The authors showed baseline results for the prob-
lem of aspect classification relying on classical machine 
learning algorithms. A Convolutional Neural Network 
(CNN) to classify aspects is presented in a following paper 
from the same authors, which gained improved perfor-
mance (Rahman and Dey 2018a). Recently, a preliminary 
work from Bodini (2019a) introduced an auto-encoder 
based model that obtained promising performance on the 
dataset presented in Rahman and Dey (2018b). However, 
there is still the need of facing the problem of ABSA in 
Bangla language relying on low dimensional datasets and 
several machine learning methods still remains unexplored 
and then could be tested.

In the present article, it is faced the problem of opinion 
mining in the Bangla language. The most relevant findings, 
and contributions are as follows:

•	 Contractive Auto-Encoders (CAEs)  (Rifai et al. 2011) 
trained in a stacked fashion were designed to perform 
opinion mining in the Bangla language. CAEs are a modi-
fied version of the standard auto-encoder (AE) models 
that were found to be effective in preventing the overfit-
ting problem when working with low dimensional data-
sets. Further, standard AEs previously showed promising 
performance on the same problem  (Bodini 2019a).

•	 The presented CAEs were trained in stacked fashion. 
Stacked learning, introduced in Vincent et al.  (2008) has 
been proven to be an effective tool for simplifying the 
design and for improving the performance of AE models. 
A comparison with the standard end-to-end learning para-
digm was provided.

•	 The latter advances in the field of machine translation has 
proven to be a concrete possibility for improving ABSA in 
less represented languages (Wan 2008; Balahur and Turchi 
2014). The used datasets were machine translated into the 
English language and CAEs were trained on the translated 
datasets and on the original ones to provide a comparison.

•	 The proposed CAEs showed better numerical perfor-
mance, with respect to the previous works that tackled 
the problem (Rahman and Dey (2018a, 2018b; Sazzed 
and Sampath 2019; Bodini 2019a). The framework of 
stacked learning lead to an improvement in performance 
with respect to the standard end-to-end learning prode-
cure. Further, CAEs performed better on the machine-
translated version of the dataset, showing that machine 
translation improved performance.

The article is presented as follows: in the Sect. 2, we report 
the related articles that faced ABSA and SA in the Bangla 
language; in the Sect. 3, we report the description of the two 
datasets, namely the Cricket and Restaurant datasets, used to 
assess the performance of the proposed architectures; in the 
Sect. 4, we report the performed preprocessing and feature 
extraction, that is represented by the machine translation of 
the sentences contained in the datasets and the extraction of 
textual frequency based features; in the Sect. 5, we describe 
the CAE models that were used to build the two presented 
classifiers; in the Sect. 6, we describe the experimental set-
tings to train the proposed architectures according to the 
stacked framework; in the Sect. 7, we report the experimen-
tal results; in the Sect. 8, we report the discussions, and 
finally in the Sect. 9 we draw the conclusions of our work 
and possible future directions.

2 � Related works

In this section, we report the articles that faced ABSA and 
SA in the Bangla language. Even works that are focused on 
SA are reported since it is a strictly related task to ABSA and 
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several techniques and datasets are common between these 
two problems. More detailed and wide information is con-
tained in the remarkable survey articles (Yue et al. 2019; Li 
et al. 2019). Concepts related to the field of machine learn-
ing can be deepen in the following books (Bishop 2006; 
Burkov 2019).

Considering the Bangla language, the majority of the lit-
erature only face SA. Chowdhury and Chowdhury (2014) 
automatically extract sentiments from Bangla blog posts and 
classify the polarity as positive or negative. A remarkable 
aspect of the article is that the authors exploited a semi-
supervised bootstrap approach for constructing the training 
database, which makes unnecessary any manual annota-
tion. For the classification step, the authors used Maximum 
Entropy and SVM (Support Vector Machine) and then they 
analyze the performance experimenting with many well-
known text features.

Hasan et al. (2014) limits to SA and classify the polarity 
of phrases exploiting contextual variance analysis: in the 
field of linguistic, the valence of verbs indicates the number 
of close nouns with which such verb is related to. The sys-
tem executes a step of parsing to catch the parts of the sen-
tence in the first step and then it applies fixed rules to assign 
the contextual valence, i.e. the polarity, to the components 
of the sentence. Concerning databases for ABSA and SA in 
the Bangla language, most of them are not publicly available 
and they are kept private.

A valuable dataset for the task of SA is presented in 
Hassan et al. (2016). The database is named “Bangla and 
Romanized Bangla Texts” (BRBT). The database is com-
posed of 9337 posts and it is is the largest available in the 
Bangla language. The database contains also sentences writ-
ten in Romanized Bangla, which is simply the Bangla lan-
guage written with the Roman alphabet. However, the data-
base is kept private at the moment (even if authors can share 
it by contacting them and filling a consent form). Hassan 
et al. designed a Long Short-Term Memory network (LSTM) 
and obtained high performance.

The above mentioned database is even used by Alam 
et al. (2017) where they use a CNN to tackle SA (consider-
ing only positive and negative polarity). The CNN model 
reaches 99.87% classification accuracy, which is 6.87% 
higher concerning (Hassan et al. 2016). We remark that the 
above-mentioned articles focus only on SA, as the underly-
ing database is not annotated with aspects. Further, it is not 
simple to compare existing methods since the database is not 
public and the sharing is very limited.

In Rahman and Dey (2018b) baseline results for aspect 
extraction using k-Nearest Neighbor (k-NN), SVM, and 
Random Forests (RFs) are provided. The latter article is 
advanced by the work (Rahman and Dey 2018a) by the same 
two authors, where they classified aspects with a CNN and 
gained improved performance both for recall and F1-score. 

The first input layer of the CNN is a phrase composed of 
concatenated word2vec word embeddings (Mikolov et al. 
2013) and the CNN consists of only one convolutional layer, 
max pooling, and finally by a classification layer, composed 
of a fully connected network.

In Bodini (2019a) the autors proposed baseline AE mod-
els on the dataset presented in Rahman and Dey (2018b). 
The reported performance were improved with respect to the 
previous presented works mentioned in the above paragraph 
(Rahman and Dey 2018b, 2018). Even if the accuracy was 
not reported in the original article, the precision, recall and 
F1-score showed promising performance in the considered 
task, where the lowest value is represented by the recall in 
both the two datasets.

Regarding machine translation within the Bangla lan-
guage, only the work of Sazzed and Sampath (2019) can be 
found. The authors present a bilingual approach to SA by 
comparing machine-translated Bangla corpus to its original 
form, and they worked on the Rahman et al. dataset (Rah-
man and Dey 2018b). They apply multiple machine learn-
ing algorithms: Logistic Regression, Ridge Regression, 
SVM, RF, Extra Randomized Trees, and Long Short-Term 
Memory. Their remarkable results of this work suggest that 
using machine translation improves classifiers’ performance 
in both datasets.

The idea of using machine translation was even proposed 
by several studies that have been successfully conducted 
using cross-lingual methods. They can be roughly divided 
into two main categories (Abdalla and Hirst 2017): (1) meth-
ods that exploit parallel databases to train bilingual word 
embeddings (Tang et al. 2014; (2) methods that exploit bilin-
gual lexicons, and machine translation systems (Zhou et al. 
2016) to learn features from both languages. For instance, 
in Wan (2008), the authors designed a bilingual system to 
improve the performance of Chinese SA taking datasets and 
methods from English. To classify the polarity, the authors 
focused on unsupervised learning. In Balahur and Turchi 
(2014), the authors employed machine translation systems 
and supervised methods for multilingual SA. They focused 
on four languages: English, German, Spanish, and French. 
They used three machine translation systems Google, Bing, 
and Moses and they tested different supervised learning 
algorithms and various types of features. The deep discus-
sions of the above works show that machine translation 
could be used for multilingual SA.

Despite the idea of employing machine translation has 
been successfully experimented, the novel research field of 
opinion mining make use of text preprocessing algorithms 
in order to analyze people’s opinions, attitudes and emo-
tions towards certain topics. However, it must be noted that 
sometimes part of such text preprocessing algorithms, which 
are mandatory for mining opinions on the Web 2.0, were 
shown to be sensitive to errors and mistakes contained in the 
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user generated content. In particular, while the most of the 
authors have taken grammatically false texts into considera-
tion, the vast majority of research work assumes grammati-
cally correct texts. But, as it is easy to incidentally notice, 
all social media channels contain many grammatical and 
orthographic errors which may decrease the final classifica-
tion performance (Petz et al. 2015).

3 � The cricket and restaurant datasets

In this section, The datasets published in Rahman and Dey 
(2018b) which were used to assess the performance of the 
proposed CAEs models are presented. The authors intro-
duced two datasets named “Cricket” and “Restaurant”.

For the Cricket database the authors manually crawled 
2900 opinions from two Facebook web pages: the Daily 
Prothom Alo and BBC Bangladesh, which are among the 
most popular news websites for the Bangla language. It is a 
shared guess that such websites publish authentic and trusta-
ble news and Bangla people frequently read news from these 
sources, even leaving comments for sharing their opinion. 
Either the Facebook webpages of Daily Prothom Alo and 
BBC Bangla count more than 10 million followers with 
thousands of posts.

The cricket topic was selected by the two authors because 
they report that Bangla people comment more on such sport 
concerning other topics, then it is more simple to get related 
posts (we remark that the crawling was done by hand). Here 
below, two opinions taken from BBC Bangladesh and Pro-
thom Alo Facebook pages are reported. Original sentences 
are not easy to understand for non-native Bangla speakers, 
then translations in English language are reported.

For instance, the below one is a sentence related to the 
aspect “batting” and with negative polarity, taken from the 
BBC Bangla Facebook page: 

“I don’t want to see Vijay in the national team any-
more.”

The below one is a sentence with neutral polarity for the 
aspect “team”, taken from the Prothom Alo Facebook page: 

“Razzaq is recently playing well, but the mister is not 
giving a chance to him.”

The Cricket database is jointly annotated by the two 
authors and several other people which include students, 
and colleagues from the University of Dhaka, Bangladesh. 
All the involved people categorized the entire database into 
five aspects: batting, bowling, team, team management and 
other. Three polarity levels were taken into account: posi-
tive, negative, and neutral polarities. Finally, the two authors 
used a majority voting method to take the final decision on 
the aspect and the polarity of a given comment.

For the Restaurant database the authors took inspiration 
from the English Restaurant database, introduced in SemE-
val-2014 by Pontiki et al. (2016): they manually translated 
the 2800 sentences into the Bangla language. Like in the 
original database, five aspects are present: food, price, ser-
vice, ambiance, and miscellaneous. Further, the authors con-
sidered only three polarities: positive, negative, and neutral, 
despite in the original database also a polarity named “con-
flict” was present. The authors decided to consider conflict 
sentences as neutral sentences.

Again, here are reported two examples present in the 
database. The first represents aspect “food” with negative 
polarity:

“The food was good, but not enough.”

The second represents the aspect “ambiance” with nega-
tive polarity:

“There are a very limited number of seats.”

4 � Preprocessing and feature extraction

In this section it is reported the preprocessing designed to 
compute features from the samples contained in the Cricket 
and restaurant datasets. The same preprocessing procedure 
was performed on both the Restaurant and Cricket databases.

First, Bangla sentences contained in the datasets were 
translated into the English language, using the APIs pro-
vided by Google machine translation online service. Next, 
all the noisy information that does not carry any semantic 
meaning in the considered contexts was removed from the 
sentences and replaced with the empty string. We removed 
stop words, punctuation, and numbers. This step is per-
formed in most of the articles focused on ABSA and SA 
and researchers showed that this does not reduce the clas-
sification performance and aims in reducing the dimension 
of the feature space (Yue et al. 2019; Li et al. 2019).

Sentences were represented with the Vector Space Model 
(VSM), that is a model to represent documents as vectors of 
some specific identifiers (Salton et al. 1975). In the VSM 
model, a document d (that can be a sentence or even a text 
composed by several sentences) is represented by the vec-
tor d = (w1,w2,… ,wt) , where wt is the weight w which is 
assigned to the t-th term present in the document d.

Several ways have been introduced to calculate the 
weights (Yue et al. 2019; Li et al. 2019). The Term Fre-
quency-Inverse Document Frequency ( TF − IDF ) weighting 
was presented in Salton et al. Salton and Yu (1973) and it 
relies on the following two concepts: when the frequency 
of certain terms in a document is higher if compared to one 
of other terms, these terms can potentially better discrimi-
nate the document from documents within other categories. 
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When a term can be found with very high frequency all the 
available documents, it is unable to discriminate between 
the aspects for which documents are annotated (for instance, 
terms like “the”, “a”, and “an”, that are frequent in sen-
tences). Thus, in TF − IDF the term weights are proportional 
to their frequency, theTerm Frequency - TF, while the speci-
ficity of terms can be calculated as the inverse of the docu-
ments where the terms are contained, The Inverse Document 
Frequency - IDF. The TF − IDF measure is obtained as the 
product of the TF and IDF statistics and is defined as in in 
Eq. (1):

where t is a term contained in the document d and D is the 
set of all the documents. For a document d ∈ D and a term 
t ∈ d , the weight wt can be computed relying on Eq. (1) as 
it follows Eq. (2):

The most common definitions for both TF and IDF are 
reported in Eqs. (3,4) (Yue et  al. 2019; Li et  al. 2019; 
Schütze et al. 2008):

where ft,d is the count for the term t in the document d, i.e., 
the times that the term t can be found inside the document 
d, N = |D| and nt = |{d ∈ D ∶ t ∈ d}| , i.e., the documents 
where the term t can be found. Thus, the most common 
TF − IDF measure is reported in Eq. (5):

The weights of the VSM representation were computed for 
each sentence relying on Eq. (5). Two common TF − IDF 
measures were further selected and weights were computed 
even according to the following Eqs. (6,7) (Schütze et al. 
2008):

(1)TF − IDF(t, d,D) = TF(t, d) × IDF(t,D),

(2)wt = TF − IDF(t, d,D).

(3)TF(t, d) = ft,d,

(4)IDF(t,D) = log
N

nt
,

(5)TF − IDF(t, d,D) = ft,d × log
N

nt
.

(6)TF − IDF�(t, d,D) = (1 + log (ft,d)) × log
N

nt
,

(7)

TF − IDF��(t, d,D) =

(
0.5 + 0.5

ft,d

max{t�∈d} ft�,d

)
× log

N

nt
.

5 � Auto‑encoder models

In the Sect. 5.1 it is presented the standard AE model. Then 
in the Sect. 5.2 it is presented the CAE model, which is a 
variant of the standard AE model used in the present work.

5.1 � Standard auto‑encoders

The AE models learn an identity function for which the 
output values should be similar to input ones according 
to a specific error measure, even called as loss measure or 
reconstruction error (Rumelhart et al. 1986). Within the 
learning process, AEs build an internal representation of 
the input of lower dimensionality and they are capable to 
recover the original input from such representation with the 
learned mapping. Despite they are designed for dimensional-
ity reduction tasks, AEs are even used for binary and multi-
class classification tasks (Hinton et al. 2006; Hinton and 
Salakhutdinov 2006; Bodini 2019b, c): AEs are first trained 
in an unsupervised fashion to learn the identity mapping, 
then the produced compact representation is fed into a classi-
fier, e.g. k-NN, SVM or even a simple Softmax function (the 
reader can deepen the mentioned classifiers reading (Bishop 
2006; Burkov 2019)).

A minimum AE architecture is composed of three lev-
els: a input layer ( L1 ) of six neurons, a hidden layer ( L2 ) 
of four neurons, and an output layer ( L3 ) of six neurons. 
The nodes labeled with “+1” represent bias vectors, which 
are initially set as the unit vector. The input is the vector 
x = [x1, x2,… , x6] . The vector entries can stand for row 
input data or also features computed from it. The output is 
the estimate of the input x̂ =

[
x̂1, x̂2,… , x̂6

]
 . AEs learn the 

approximated identity function x ≈ x̂ to reconstruct outputs 
which are similar to inputs. Notice that the architecture of 
the AEs is usually symmetric, i.e. the number of neurons of 
the layer L1 is the same of layer L3 , and the same holds for 
architectures with multiple hidden layers.

The AEs work through encoding and decoding steps. The 
encoding is executed among the input and the next hidden 
layer (layers L1 and L2 ). In this step the training data is rep-
resented with the set X = {x1, x2,… , xm} , where xi ∈ RDx , 
for 1 ≤ i ≤ m , and Dx represent the dimension of the ele-
ments in the training set X . The activation function of the 
hidden layer is usually a Sigmoid function, whose definition 
is reported in the Eq. (8):

where z ∈ RDh , and Dh is the dimension of the hidden layer. 
The Sigmoid function is applied elementwise to the ele-
ments of the input vector z . Many other activation functions 

(8)�(z) =
1

1 + e−z
,
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may be employed. The output h of neurons in the current 
hidden layer then is calculated as the Eq. (9):

where h ∈ RDh , W ∈ RDh×Dx is the matrix of the weights that 
associate the input layer and the hidden layer, and b ∈ RDh 
is a bias vector.

The decoding step is executed among the hidden and the 
next output layer (layers L2 and L3 ). The reconstructed copy 
of the input, r ∈ RDx is calculated as reported in the Eq. (10):

where r approximates the input x , W� ∈ RDx×Dh is the weight 
matrix and b� ∈ RDx is the bias vector.

During the training step, the two weight matrices W,W′ 
and the bias vectors b, b′ are updated to reach the minimum 
reconstruction error. For any definition of reconstruction 
error, it holds that the minimum error for an element x is 
reached when x = r , where r stands for the reconstructed 
copy of x.

To evaluate the performance of an AE, the reconstruction 
error is usually computed over all the elements of the test 
set X′ as Eq. (11):

where Θ = {W, b,W�, b�} are the AE parameters, 
X
� = {x�

1
, x�

2
,… , x�

m� } is the test set, and L is the loss func-
tion. The latter is usually set as the binary cross-entropy 
when input values are in the range [0, 1] or the mean squared 
error (MSE), which is reported in Eq. (12) Burkov (2019):

In the training step, the AE minimizes the loss function 
over the elements of the training set and then performance 
is evaluated on the test set computing Eq. (11).

5.2 � Contractive auto encoders

In the recent years, several AEs have been introduced, where 
novelties were presented both in the architectures and in the 
design of loss functions. A recently proposed architecture 
is CAE, presented in Bengio et al. Rifai et al. (2011). The 
authors introduced a new loss where a regularizer is summed 
to the standard loss function of (11): it is added the Frobe-
nius norm computed over the Jacobian of the input element 
x . The norm is computed on the input element x and it is 
the sum of squares of all the elements. The regularizer is 
reported as it follows Eq. (13):

(9)h = f (x) = �(Wx + b),

(10)r = g(x) = �(W�
h + b

�),

(11)JAE(Θ) =
∑

x∈X�

L(x, g(f (x))),

(12)L(x, r) = L(x, g(f (x))) =
1

N

Dx∑

i=1

[
xi − g(f (x))i

]
.

When Eq. (13) is added to to the standard loss function of 
Eq. (11), the encoding becomes less sensitive to the small 
variations possibly present in training data. Therefore, it is 
potentially possible to reduce the sensitivity of the internal 
learned representation. The penalty term makes the inter-
nal space to not increase in dimension: maintaining a low 
dimension for the internal space makes CAEs more robust in 
the presence of noise in the input data, and further, it highly 
prevents overfitting phenomena.

The CAEs loss function over all the elements of the test set 
is as it follows in Eq. (14):

where Θ and X′ are respectively parameters set and the test 
set. If L is set as the MSE, the Eq (14) become as follows:

Bengio et al. showed that the proposed CAE obtain better 
results concerning many other AE architectures which are 
regularized with the weight decay method or for instance 
by denoising (Vincent et al. 2008): in particular, in their 
paper they show that the CAE is a better way than denoising 
autoencoders (DAEs) to extract reliable features on some 
well-known datasets (Rifai et al. 2011).

To compare with DAEs, CAEs explicitly force the robust-
ness of the compact representation, whereas DAEs encourages 
robustness of reconstruction. DAEs’ robustness is obtained in a 
stochastic way by having several explicitly corrupted versions 
of a training point aim for an identical reconstruction. On the 
other hand, CAEs’ robustness to tiny perturbations is obtained 
analytically by penalizing the magnitude of first derivatives 
||Jf (x)||2F at training points only, as shown in Eq. (14). In the 
case of a Sigmoid nonlinearity functions, the penalty on the 
Jacobian norm has the following expression of Eq. (16):

Computing Eq. (16), has about the same cost as computing 
the reconstruction error and the overall computational com-
plexity is O(Dx × Dh) (Rifai et al. 2011).

(13)||Jf (x)||2F =
∑

ij

(
�hj(x)

�xi

)2

.

(14)JCAE(Θ) =
∑

x∈X�

[
L(x, g(f (x))) + �||Jf (x)||2F

]
,

(15)JCAE(Θ) =
1

N

∑

x∈X�

Dx∑

i=1

[
xi − g(f (x))i + �||Jf (x)||2F

]
,

(16)||Jf (x)||2F =

Dh∑

i=1

[
hi(1 − hi)

]2
Dx∑

j=1

W
2
ij
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6 � Experimental settings

Features were extracted from sentences available in the 
Cricket and Restaurant datasets. A VSM vector representa-
tion was obtained for each sentence contained in the two 
datasets. Three separate tests were performed where the 
weights of the VSM vectors were computed in three differ-
ent ways, as reported respectively in Eqs. (5, 6, 7).

The size of VSM vectors are different across the two 
datasets, as they are composed by sentences of variable 
length. To get a the same VSM length it was performed a 
zero-padding on the VSM representations to the size of the 
two longest sentences available in the two datasets. The 
VSM representations of Restaurant dataset sentences were 
zero-padded to a size of 51 and VSM representations of 
Cricket dataset sentences were zero-padded to a size of 34.

Two different CAE models were designed with 51 and 
34 neurons for the input and output layers respectively 
for the Restaurant and Cricked dataset. The input and 
output of the two CAE was respectively the VSM rep-
resentation of the sentence and its reconstruction. The 
Eq. (15) was set as loss function. ReLU activation func-
tions were set for each neuron, where ReLU is defined as 
a function that returns the positive part of its argument: 
ReLU(x) = max(0, x) . Adam was set for adaptive learning 
rate (Kingma and Ba 2014).

The two CAE models were trained for 100 epochs 
(where an epoch defines the number of times that a learn-
ing algorithm process the entire training dataset). A grid-
search was performed in the interval [1, 100] to set the 
optimal number of neurons the in hidden layers, and in the 
interval [1, 10] to set the optimal number of hidden layers. 
After grid-search, two hidden layers were set for which the 
dimension is respectively 30 and 15 neurons for the CAE 
designed for the Cricket dataset, while 20 and 10 neurons 
for the CAE designed for the Restaurant dataset.

The optimal parameters were set assessing the average 
cross-validation error with 10-fold stratified cross-valida-
tion (where the distribution of classes is retained within 
the folds) on the training set taken from a random 70/30 
train/test split. Relying on 10-fold cross-validation, the 
original dataset was randomly sampled into 10 equal size 
subsamples. Of the 10 subsamples, a single subsample 
was retained as the validation data for testing the model, 
and the remaining 9 subsamples were used as training 
data. The cross-validation process was then repeated 10 
times (i.e. 10 folds), with each of the 10 subsamples used 
exactly once as the validation data. The 10 results from the 
folds were averaged to produce a single estimation (Bishop 
2006; Burkov 2019).

The training was performed in stacked mode. Each layer 
was separately trained according to the loss reported in 

Eq. (15) to learn the representation of the preceding one. 
To train the Restaurant CAE the following steps were per-
formed: the first hidden layer was trained optimizing the 
loss in a CAE with a hidden layer composed of 20 neurons, 
and input and output layers of 51 neurons. The second hid-
den layer was trained optimizing the loss in a CAE with a 
hidden layer with 10 neurons, and input and output layers 
of 20 neurons. The first and second steps were performed 
in a symmetric way for the decoding part of the CAE. The 
Cricket CAE was trained in the same manner.

Two separate tests were made to perform a comparison 
in performance with CAE: (1) the architectures were even 
trained according to the standard end-to-end learning pro-
cedure. (2) The architectures were trained without adding 
the penalty term of Eq. (13), building in fact a standard 
AE model.

After training the two CAE, the decoding part of each 
architecture was removed (i.e. the layers after the third 
hidden layer) and it was added a Softmax layer. The out-
puts of such neurons, say z1, z2,… z5 , is computed for the 
j− th neuron in the last layer with the Softmax activation 
function as the in Eq. (17):

for 1 ≤ j ≤ 5 . The five neurons represent the probability of 
classification for the five available aspect classes, i.e. food, 
price, service, ambiance and miscellaneous for the Restau-
rant dataset; batting, bowling, team, team management and 
other for the Cricket dataset. The input and output of the 
two CAE classifiers is respectively the VSM representation 
of the sentence and the probability of being classified in one 
of the available classes.

The CAE was finally trained to classify aspects. Cat-
egorical cross entropy (CE) was used as a loss function, 
defined as follows in Eq. (18):

where yi is the ground truth class, and sj is the probability of 
each class, which is the output of the Softmax function of 
Eq. (17). CAEs were trained for 100 epochs on a 50/20/30 
train/validation/test split and Adam was used as adaptive 
learning rate.

The preprocessing was performed using Python 3.7. 
The CAEs were implemented and trained in TensorFlow 
2 library on Python 3.7. The CAEs were trained relying 
on Amazon Web Services EC2 p3.8xlarge instances with 
4 Nvidia Tesla V100 GPUs, 64 GB of RAM, and 32 Intel 
Xeon Skylake CPUs.

(17)sj = Softmax(zj) =
ezj

∑5

k=1
ezk

,

(18)CE(yi, sj) −

C∑

i=1

yi log(sj),
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7 � Experimental results

The confusion matrices of the best two CAE-based clas-
sifiers were reported respectively in the Figure 1, panel 2a 
and panel 2b. The confusion matrices report the best per-
formance reached in the case VSM vectors were computed 
relying on Eq. (7), and in the case when CAEs were trained 
with the stacked learning framework. The highest perfor-
mance were obtained for the classes “Team” and “Other”, in 
the case of the Cricket dataset, and for the classes “Service” 

and “Miscellaneous” in the case of Restaurant dataset. The 
lowest performance were obtained for the “Bowling” class 
in the Cricket dataset and for the “Ambiance” class in the 
Restaurant dataset.

Accuracy, precision, recall and F1-score were computed 
for each class relying on the confusion matrices reported in 
Fig. 1 and then averaged. Such measures were reported in 
the Table 1 for the two highest CAE-based classifiers and 
for other published works that relied on the same datasets. 
Accuracy was not reported in the case it was not available 
in the original publication.

In the Fig. 2 it was reported the evolution of the categori-
cal cross entropy loss function and the accuracy measure 
with respect to the epochs respectively for the CAE-based 
classifiers on the Cricket dataset (panel 4a) and for the Res-
taurant dataset (panel 4b). The evolution was reported both 
on the training and validation set during the training phase.

In the Table 2 it is reported a comparison among the AE 
and CAE-based classifiers when training is performed in 
the standard end-to-end way and when stacked learning is 
adopted. The highest performance were obtained by the 
CAE-based classifiers for each metric, while the worse were 
obtained by the standard AE model trained in an end-to-end 
fashion.

8 � Discussion

The confusion matrices reported in the Fig. 1 showed that 
the two proposed CAE-based classifiers reach high perfor-
mance basically for each available class of the two datasets, 
even for the classes that are less represented, i.e. “Bowl-
ing” and “Team” (332 samples) for the Cricket dataset, and 
“Price” (178 samples) for the Restaurant dataset.

Even if the samples available are within the same order of 
magnitude for both the datasets, we reported in the Table 1 
precision, recall and F1-score metrics to fairly evaluate the 
performance. The same choice was taken even by other 
researchers in the other works that relyed on the same two 
datasets and sometimes accuracy it is not reported by them 
for such reason (Rahman and Dey 2018a, 2018b; Sazzed 
and Sampath 2019).

In Rahman and Dey (2018b), SVM gained the better pre-
cision score respectively of 0.71 and 0.77 for the Cricket 
and Restaurant databases. Every baseline proposed method 
obtains very low recall and then F1-score and this mean 
that the proposed classifiers could be unable to handle the 
data imbalance problem. Our guess seems reasonable, but 
cannot be properly verified since the authors did not report 
the classification confusion matrices, but only averaged 
metrics. In Rahman and Dey (2018a), the proposed CNN 
obtain overall better performance if compared to baseline 
classifiers. Even if the precision is higher for the SVM, the 

Fig. 1   The confusion matrices for the best performance CAE-based 
classifiers
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CNN gain the most high recall and F1-score with a huge 
difference for both the databases: for the Cricket database it 
shows 0.51 F1-score, and for Restaurant database it shows 
0.64 F1-score. The results suggest that the CNN better clas-
sifies aspects than baseline methods, and according to its 
recall score it returns could rerurn a minor number of false 
positive classified items. The work of Sazzed and Sampath 

(2019) shows improved performance in terms of accuracy 
with respect to Rahman et al., but worst in terms of pre-
cision, recall, and F1-score. Again, in the work it is not 
reported the confusion matrix of the LSTM network, but 
we guess that such classifier did not succeed in facing the 
unbalanced distribution of the dataset. In Bodini (2019a) the 
autors proposed baseline AE models whose performance 

Table 1   Accuracy, precision, 
recall and F1-score for our 
models (in bold) and other 
works

Dataset Model Accuracy Precision Recall F1-Score

Cricket CNN (Rahman and Dey 2018a) 0.81 0.54 0.48 0.51
SVM (Rahman and Dey 2018b) / 0.71 0.22 0.34
AE (Bodini 2019a) / 0.93 0.85 0.88
LSTM (Sazzed and Sampath 2019) 0.59 0.42 0.40 0.41

Restaurant CNN (Rahman and Dey 2018a) 0.83 0.67 0.61 0.64
k-NN (Rahman and Dey 2018b) / 0.54 0.34 0.42
AE (Bodini 2019a) / 0.90 0.85 0.87

Cricket - translated CAE 0.96 0.95 0.95 0.95
LSTM (Sazzed and Sampath 2019) 0.72 0.41 0.44 0.43

Restaurant - translated CAE 0.96 0.93 0.94 0.94

Fig. 2   The evolution of categorical cross entropy loss and the accuracy on training and validation set for the Cricket (a) and Restaurant (b) CAE-
based classifiers
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suggested that AE could be valuable models in the ABSA 
task in the Bangla language. Even if the accuracy was not 
reported in the original article, the precision, recall and 
F1-score showed promising performance in the considered 
task, where the lowest value is represented by the recall in 
both the two datasets.

The reported performance in 1 shows that the proposed 
CAE-based classifiers lead to better performance with 
respect to the techniques presented in the previous pub-
lished articles. Even if the datasets were unbalanced, we 
preferred to not balance them to compare with Rahman 
and Dey (2018a, 2018b) which did not make any use of 
any balancing technique. Further, we noticed that Sazzed 
and Sampath (2019) which made a class-balanced version 
of the dataset using the Synthetic Minority Over-Sampling 
Technique (SMOTE) algorithm did not improved the per-
formance in a significant way. Differently from Rahman and 
Dey (2018a, 2018b), but like Sazzed and Sampath (2019), 
we performed an hyperparameter tuning strategy relying 
on 10 fold stratified cross-validation, that is a more robust 
robust estimate with respect to a 70/30 random split. Several 
training and test sets are used instead of a single training/
test split, preventing the case in which the sampled sets are 
too difficult or to easy to classify. Further, the stratification 
sampling guarantees no class will be over-represented dur-
ing the training procedure and avoid classifiers to be prone 
to overfit certain over represented classes. The value of 10 
folds is frequently adopted and most of the applied machine 
learning studied that make use of k-fold cross validation rely 
on it, and it has been experimentally shown that 10 folds 
provide a fair estimate in terms of bias and variance (Kohavi 
1995). Analyzing the Fig. 2 it is possible to conclude that 
the learning process is smooth and the presented model did 
not show any overfitting phenomena.

Among the three TF − IDF used weighting methods, we 
obtained the best performance in the case of TF − IDF�� , 

reported in Eq. (7), for both the datasets. Other feature rep-
resentation could be tested, where one is represented by the 
Bag of Words (BoW), used considered in  Rahman and Dey 
(2018a). Differently from the VSM model, the specificity 
is not considered in BoW because usually it is built a dic-
tionary where only the frequency count is considered. The 
TF − IDF representation takes into account even the speci-
ficity with the IDF term, which could carry further informa-
tion with respect to the BoW representation.

Looking again at the Table 1, it is clear from the work of 
Sazzed and Sampath (2019) that machine translation can 
help in improving the aspect classification performance. 
Even observing the previous and preliminary work of Bod-
ini (2019a), it is possible to notice that machine translation 
lead to an improvement in classification performance over 
all the considered metrics. Without the need to be expert 
in the English language, it is evident that machine transla-
tion is not always accurate, since sometimes, lexical, gram-
mar and semantic errors are present. The presence of mis-
spelled words and differences in many regional words make 
word-to-word translations sometimes highly inaccurate. The 
complexity of Bangla language and the machine translation 
inability to relate words to the context, make it difficult to get 
the semantic meaning in some cases. However, it is remark-
able to notice that not only the classification results was 
improved, but even that machine translation is capable of 
retaining sentiments and aspects in translated English sen-
tences even though the translation itself is not precise, since 
it relies on an automatic service. Even by exploiting the pos-
sibly inaccurate machine translations, the proposed CAE-
based classifiers performs better on the English translated 
dataset. A possible reason can be the reduced number of 
available words after the automatic translation, that dropped 
approximately the 19% of the previous words, by replac-
ing them with synonims or with simpler gramatic structures 
provided with the English language. It was not possible to 
deepen more this aspect due to the limited knowledge of 
Bangla language and this aspect should be more investigated 
in the future with the help of a native Bangla speaker.

In conclusion, it is even possible to see in Table 2 the per-
formance improvements if CAEs are trained in the stacked 
learning scheme. As said in the preceding sections, stacked 
learning is a reliable training scheme that several times lead 
to improved performance if compared to the standard learn-
ing way. It learns better hidden embeddings by training the 
networks one level at time, with respect to train architectures 
which are initialized with random weights. A remarkable 
gain in performance is even present between AEs and CAEs. 
The results are reported without taking into account machine 
translation.

The CAE models were selected and experimented to 
face the problem of the curse of dimensionality. Recently, 
several methods have been proposed with the attempt of 

Table 2   Comparison of AEs and CAEs with respect to the training 
procedure

Dataset Model Accuracy Precision Recall F1-Score

Cricket AE 0.69 0.71 0.64 0.67
CAE 0.75 0.89 0.77 0.82
AE-stacked 

trained
0.84 0.79 0.70 0.74

CAE-stacked 
trained

0.96 0.95 0.95 0.95

Restaurant AE 0.63 0.73 0.67 0.69
CAE 0.78 0.84 0.83 0.82
AE-stacked 

trained
0.81 0.82 0.74 0.77

CAE-stacked 
trained

0.96 0.93 0.94 0.94
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both reducing the dimensionality and also improving fea-
ture extraction (Vincent et al. 2008; Bengio et al. 2006). 
Nowadays, with the latest advancements of the Web, a huge 
amount of data is made available and current works on SA 
and ABSA rely on feature spaces of huge dimensionality 
(Yousefpour et al. 2014). In the mentioned articles focused 
on ABSA in the Bangla language, the authors relied on 
several machine learning algorithms, for instance CNNs, 
SVM, k-NN, and RFs. Except for CNNs, handcrafted fea-
tures well known in SA and ABSA research have been used. 
Authors used for instance Bag of Words (BoW) represen-
tation (Harris 1954), which can lead to very high dimen-
sional representations when the number of words increases 
S(ivic and Zisserman 2009). Since in the field of ABSA 
researchers usually need to tackle the problem of dimen-
sionality, a reduction of feature spaces is a wanted goal. This 
step was addressed many times in the available literature 
using dimensionality reduction techniques, such as prin-
cipal component analysis, in the case researchers used the 
standard machine learning pipeline (composed of feature 
extraction, followed by a classification step). It was even 
addressed when researchers used CNNs, as the max pooling 
layers address the problem performing a subsampling, hence 
they reduce the dimensionality, but they did not reach high 
performance.

In the present work the dimensionality reduction prob-
lem was addressed differently from the previous work by 
exploiting CAEs. Despite such model have been poorly used 
to tackle the ABSA problem, they have been proven to be 
valid in retaining only the important features from very high 
dimensional spaces (Vincent et al. 2008; Bengio et al. 2006; 
Bodini 2019a). Once the CAEs were set up after the learning 
step, the classification problem was naturally tackled: the 
proper compact representation learned by CAEs was feed to 
a classifier, even a simple Softmax one, to predict the class 
of the sentences.

9 � Conclusions

ASBA in the Bangla language is nowadays an important 
issue as the use of Internet is becoming more and more pop-
ular in Bangladesh: people use the internet in every moment 
of their life. Automatic classification of texts in the Bangla 
language could become crucial, as people could prefer to 
take decisions after reading the thoughts of other users.

Despite the advances of the research on SA in Bangla, 
the research on ABSA is limited because of the poor avail-
ability of the datasets. The used Cricket dataset consists of 
2900 comments and the Restaurant dataset contains 2800 
comments. Such low dimension could mean that with 
test datasets of higher dimension, the performance of the 

proposed models may be significantly lower. For future 
works, we are planning to use web scraping frameworks 
in order to expand the results of the presented research 
to datasets with higher dimension, thus obtaining more 
significant performance. Furthermore, The performance 
of ABSA in Bangla is often negatively influenced by the 
complexity of the language, complex writing system and 
alphabet, few labeled data, and lack of methods and litera-
ture that address the problem.

The obtained results showed that stacked CAEs with 
machine translation can help in providing improved per-
formance concerning the original language and can be 
exploited in the pipeline of ABSA and SA for Bangla and 
maybe other less spoken languages. We proved that, even 
though the Google machine translation system is not per-
fect in the Bengla-English translation, it can be experi-
mented for ABSA in the Bangla language. Relying on the 
two available databases, we presented two CAE models 
to tackle the subtask of opinion mining, which deserves 
to be more developed. We compared the models with the 
other state-of-the-art approaches and the introduced CAEs 
gained better performance concerning previous models.

For the following works, we will experiment even 
polarity classification. In this way, we could compare 
with a significant number of works that are focused on 
SA in the Bangla language. This permits us to tackle the 
complete ABSA problem. One immediate way we plan to 
test in the next future is to use the compact representation 
we learned in a transfer learning scheme: performing a 
fine-tuning on the SA problem, using the same models, 
could lead to good performance. Another future direction 
is represented by the possibility of translating the available 
datasets and models from the English language to improve 
the performance on the Bangla language. There are sev-
eral datasets designed for opinion mining in the English 
language that could be translated in the Bangla language 
to improve the opinion mining in the Bangla language. 
Finally, we will also tackle explainability: the majority 
of the proposed articles which tackle SA and ABSA don’t 
analyze the explainability of the embeddings. In Weston 
et al. (2014) it is introduced a CNN which predicts tags 
for social network posts and even generates meaningful 
embeddings. These embeddings are proved to be mean-
ingful because they have been also successfully tested on 
other problems. We plan to follow this article, to provide 
explainable classifiers, even with good performance.
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