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Abstract
The study of semantic shift, that is, of how words change meaning as a consequence 
of social practices, events and political circumstances, is relevant in Natural Lan-
guage Processing, Linguistics, and Social Sciences. The increasing availability of 
large diachronic corpora and advance in computational semantics have accelerated 
the development of computational approaches to detecting such shift. In this paper, 
we introduce a novel approach to tracing the evolution of word meaning over time. 
Our analysis focuses on gradual changes in word semantics and relies on an incre-
mental approach to semantic shift detection (SSD) called What is Done is Done 
(WiDiD). WiDiD leverages scalable and evolutionary clustering of contextualised 
word embeddings to detect semantic shift and capture temporal transactions in word 
meanings. Existing approaches to SSD: (a) significantly simplify the semantic shift 
problem to cover change between two (or a few) time points, and (b) consider the 
existing corpora as static. We instead treat SSD as an organic process in which word 
meanings evolve across tens or even hundreds of time periods as the corpus is pro-
gressively made available. This results in an extremely demanding task that entails 
a multitude of intricate decisions. We demonstrate the applicability of this incre-
mental approach on a diachronic corpus of Italian parliamentary speeches spanning 
eighteen distinct time periods. We also evaluate its performance on seven popular 
labelled benchmarks for SSD across multiple languages. Empirical results show that 
our results are comparable to state-of-the-art approaches, while outperforming the 
state-of-the-art for certain languages.
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1 Introduction

Words are malleable and their meaning(s) continuously evolve, influenced by social 
practices, events, and political circumstances (Azarbonyad et al., 2017). An example 
of this phenomenon is the word |strain|, which has recently exhibited a semantic 
shift towards the “virus strain” sense due to the COVID-19 global pandemic (Mon-
tariol et al., 2021). Traditionally, linguists and other scholars in the humanities and 
social sciences have studied semantic shift through time-consuming manual analy-
sis and have thus been limited in terms of the volume, genres and time that can 
be considered. However, the increasing availability of large diachronic corpora and 
advances in computational semantics have promoted the development of computa-
tional approaches to Semantic Shift Detection (SDD)1.

A reliable computational method for capturing the change degree of a word over 
time and the evolution of its individual senses would be an extremely useful tool for 
text-based researchers like linguists, historians and lexicographers. Figure 1 shows 
how the word “abuse” has changed over time. This type of result can also serve as 
a useful NLP resource for testing large language models on their ability to correctly 
capture meaning in text.

In the past decade, several studies have proven that distributional word represen-
tations (i.e., word embeddings) can be effectively used to trace semantic shift (Per-
iti & Montanelli, 2024; Tahmasebi et al., 2021; Tang, 2018; Kutuzov et al., 2018). 
Thus recent advances in SSD have focused on distinguishing the multiple meanings 
of a word by clustering its contextualised embeddings. The idea is that each clus-
ter should denote a specific sense that can be recognised in the documents being 
considered.

Since SemEval-2020 (Schlechtweg et al., 2020), there is an established evaluation 
framework for SSD to compare the performance of various models and approaches. 
Due to the substantial annotation efforts required to create reliable benchmarks over 
multiple time periods, the research community has generally opted to create simpli-
fied benchmarks spanning over two time periods, only. Schlechtweg et  al. (2020) 

Fig. 1  Change degree of the word “abuso” (i.e., abuse) in a diachronic corpus of Italian parliamentary 
speeches and the evolution of its individual senses. Change is captured using the WiDiD approach pre-
sented in Periti et al. (2022). Before 1994, there is no change and only one sense nodule, power abuse; 
thereafter we observe changes brought about by the emergence of two more sense nodules, namely child 
abuse and sexual abuse 

1 Semantic shift is also often referred to as “lexical semantic change”, “semantic change”, as well as 
“sense evolution” (Bloomfield, 1933; Geeraerts, 2020).
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originally provided benchmarks for English, Latin, German, and Swedish.2 Fol-
lowing the success of SemEval-2020, Basile et al. (2020) introduced a benchmark 
for Italian,3 Kutuzov and Pivovarova (2021) for Russian,4 and Zamora-Reina et al. 
(2022) for Spanish.5 However, thus far corpora have usually been considered in a 
static way, meaning that the documents are not split with respect to time period, 
and a single clustering activity is performed over the entire corpus. Although this 
generates clusters of word meanings from documents of different time periods, 
it does not allow us to model the full complexity of the problem. In the case of 
a dynamic corpus where time documents are progressively added [e.g., posts from 
social networks,  (Noble et  al. 2021)], capturing the evolution of multiple word 
meanings across tens or even hundreds of time periods represents a combinatorial 
explosion that vastly exceeds comparing word meanings across two time periods. 
To model semantic shift in a way that allows us to answer research questions posed 
in the humanities and social sciences, we need to model each individual sense over 
all time periods. This requires numerous comparisons, resulting in a complex and 
demanding task.

If the aggregation of clusters is sequentially enforced over each pair of time peri-
ods (i.e., time intervals), a set of clusters needs to be linked to the clusters of the 
previous time interval to trace the evolution of the corresponding meaning over 
time. Since the execution of clustering at each time interval is independent, align-
ment of corresponding meanings (i.e., clusters) at different time periods can be chal-
lenging (Kanjirangat et al., 2020; Montariol et al., 2021; Tahmasebi & Dubossarsky, 
2023). To address this problem, Periti et al. (2022) recently proposed an incremental 
approach to SSD named What is Done is Done (WiDiD). This approach leverages 
an evolutionary and scalable clustering algorithm that facilitates direct alignment 
between clusters across different time periods, thereby sidestepping the need for 
additional cluster alignment phases. Thus far, Periti et  al. (2022) have only intro-
duced a preliminary version of the WiDiD approach. However, a thorough evalua-
tion, application, and discussion are still warranted.

In this paper, we address these gaps by

• extending WiDiD with cluster analysis techniques: Originally, Periti et al. (2022) 
proposed WiDiD solely to quantify the degree of change experienced by a word 
over various time periods. In this paper, we extend the WiDiD approach by inte-
grating cluster analysis techniques aimed at facilitating the interpretation of the 
detected changes. Additionally, we introduce a novel cluster visualisation method 
to facilitate the study of word meaning evolution over time.

• conducting a comprehensive evaluation: Originally, Periti et  al. (2022) evalu-
ated WiDiD against only two reference benchmarks for Latin and English on the 
Graded Change Detection task (Schlechtweg et al., 2020). This task consists of 
ranking a set of target words according to their degree of change between two 
time periods. In this paper, we evaluate WiDiD across multiple languages (i.e., 

2 www. ims. uni- stutt gart. de/ en/ resea rch/ resou rces/ corpo ra/ sem- eval- ulscd/
3 https:// diacr- ita. github. io/ DIACR- Ita/
4 https:// disk. yandex. ru/d/ CIU9H m0tvK PH2g
5 https:// zenodo. org/ recor ds/ 64336 67

http://www.ims.uni-stuttgart.de/en/research/resources/corpora/sem-eval-ulscd/
https://diacr-ita.github.io/DIACR-Ita/
https://disk.yandex.ru/d/CIU9Hm0tvKPH2g
https://zenodo.org/records/6433667
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English, Latin, German, Swedish, Spanish, Russian, Italian) and contextualised 
models (i.e., BERT, mBERT, XLM-R), against seven benchmarks. Our results 
using WiDiD are comparable to state-of-the-art approaches, while outperform-
ing the state-of-the-art for certain languages.

• applying WiDiD to a real-world dataset: To demonstrate the functionality of 
WiDiD, we present a case study where we apply WiDiD to a large corpus of Ital-
ian parliamentary speeches spanning eighteen different time periods (i.e., eight-
een legislatures). Through this application, we engage into a detailed discussion 
of the implications of the WiDiD approach in supporting the study of lexical 
semantic change. We provide insights into both the effectiveness and limitations 
of WiDiD in capturing the evolution of word meanings over time and we outline 
future perspectives for the computational modeling of lexical semantic change, 
thereby contributing to the advancement of this field.

Paper structure. The remainder of the paper is organised as follows. In Sect.  2, 
we review the relevant literature on the use of contextualised embeddings for SSD. 
Our work builds on the existing WiDiD approach used for SSD (Periti et al. 2022). 
In particular, we extend WiDiD with novel cluster analysis to describe semantic 
shift and word meaning evolution. Thus, in Sect. 3, we introduce WiDiD along with 
the notation that will be used throughout the paper. We then present our extension 
in Sect. 4. A concrete application of these techniques and metrics is illustrated in 
Sect. 5. The results of WiDiD on the Grade Change Detection task are evaluated in 
Sect. 6. Finally, Sect. 7 contains our concluding remarks.

2  Related work

While approaches based on static embeddings are effective in identifying seman-
tic shift  (Tahmasebi et  al., 2021; Kutuzov et  al., 2018), they typically cannot dif-
ferentiate the meaning(s) of a word that have remained stable from those that have 
changed over time. This issue has motivated recent efforts to capture word mean-
ings using contextualised word embeddings  (Periti & Montanelli, 2024). Unlike 
earlier approaches, approaches based on contextualised embeddings leverage a dis-
tinct word representation for each occurrence of a target word. These contextual-
ised approaches may be either form-based or sense-based. Form-based approaches 
address SSD by analysing how the dominant meaning or the degree of polysemy of 
a word changes over time (Giulianelli et al., 2020; Martinc et al., 2020). However, 
like approaches based on static embeddings, they cannot differentiate the multiple 
meanings of a word. By contrast, sense-based approaches treat word meanings indi-
vidually by enforcing clustering of contextualised embeddings (Martinc et al., 2020; 
Montariol et al., 2021).

Usually, all the documents for any two time periods that are being compared are 
available in one corpus, and a single clustering activity is performed over the entire 
corpus, generating clusters of word meanings from documents from the different 
time periods. Shift in word meaning can be detected by examining the evolution of 
these clusters over time. An increasing proportion of elements in a cluster indicates 
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that the associated word meaning is becoming more common, while a decreasing 
proportion suggests that the meaning is becoming obsolete. A measure of semantic 
shift is then employed on top of the clustering result to derive a general semantic 
shift assessment for a given word. For example, the cluster member distributions 
between two periods are often compared using the Jensen-Shannon divergence crite-
rion (JSD) (Giulianelli et al., 2020).

Initially, Hu et  al. (2019) used supervised clustering by leveraging a reference 
dictionary to list the possible lexicographic meanings of a word prior to analysis. 
However, this method relies on the availability of a digital diachronic dictionary, 
which is unlikely to be available for low-resource languages. Thus, a number of 
unsupervised clustering algorithms, like K-Means [e.g.,  Giulianelli et  al. (2020)], 
HDBSCAN [e.g., Rother et al. [2020)], or Affinity Propagation [e.g., Martinc et al. 
(2020)] have been proposed to sidestep the need for lexicographic resources. How-
ever, unsupervised modelling of meanings without relying on external lexicographic 
resources tends to emphasise word usage rather than word meaning, since distribu-
tional models derive their information from the context surrounding word tokens 
[e.g., Kutuzov et al. (2022)]. In this case, the resulting clusters of word meanings 
are clusters of “sense nodules”—i.e., lumps of meaning with greater stability under 
contextual changes (Cruse, 2000)—rather than lexicographic meanings.

When a dynamic corpus spanning more than two time periods is considered, clus-
ters of word meanings need to be recalculated, meaning that scalability issues arise 
and that the resulting clusters could change dramatically from one time period to the 
next. Thus, it becomes significantly more difficult to capture the possible evolution-
ary patterns of a word’s meaning across multiple time periods. Kanjirangat et  al. 
(2020) and Montariol et al. (2021) propose performing separate clustering activities 
for each time period and subsequently aligning the clustering results to recognise 
similar word meanings in different, consecutive time periods. However, scalability 
issues still arise since the clusters of word meanings need to be continuously re-
aligned. To sidestep these issues, a promising approach called WiDiD has been pro-
posed by Periti et al. (2022). In WiDiD, separate clustering activities are conducted 
using an evolutionary clustering algorithm that considers the temporal nature of the 
documents under consideration.

More recently, an increasing number of approaches have emerged to address 
SSD. Among these, supervised approaches and approaches based on lexical substi-
tutes have gained attention. The former leverage external knowledge [e.g., dictionar-
ies, Rachinskiy and Arefyev (2022)] or other forms of supervision [e.g., Word-in-
Context datasets, Cassotti et  al. (2023)] to support the shift assessment. Although 
they have proven to be powerful solutions against the available evaluation bench-
marks, their use may not be feasible for low-resource languages or for analyzing 
corpora (e.g., medical texts from the Middle Ages) whose time periods and domains 
are not covered by the available supervision resources—a problem generally known 
as temporal generalisation (e.g.,  (Alkhalifa et  al. 2023; Su et  al. 2022)). The lat-
ter represents word senses by relying on lexical substitutes generated by a masking 
language model [e.g., Periti et al. (2024) and Card (2023)]. However, they typically 
suffer from the same limitations of current sense-based approaches, as clusters of 
lexical substitutes need to be aligned over time.
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As SSD is typically framed in an unsupervised scenario  (Schlechtweg et  al., 
2020), we will focus on the WiDiD approach, which models the time dimensions in 
a completely unsupervised way while being directly applicable to different corpora, 
reducing human intervention for clustering alignment. Related to WiDiD is the work 
by Basile et al. (2016, 2019), where an incremental approach to SSD for the Ital-
ian language is also employed. However, while they use a single vector to represent 
each target word in a specific time period, WiDiD relies on multiple word represen-
tations per time period.

3  WiDiD: what is done is done

WiDiD leverages an evolutionary clustering algorithm to cluster contextualised 
embeddings of different time periods without requiring any post hoc alignment of 
clusters. In WiDiD, instead of recalculating clusters at each time period, a “mem-
ory” of past word meaning clusters is maintained. In each consecutive time period, 
the word embeddings of that time period are compared to the already existing clus-
ters. They either get assigned to an existing cluster or are allowed to form a new 
cluster, and thus the memory gets updated at each time period. As a result, the strati-
fied layers of clusters over time allow assessment of the quantity of semantic shift as 
well as reconstruction of the evolution of a word’s meanings.

3.1  Incremental semantic shift detection

Consider a dynamic, diachronic document corpus

where Ct denotes a set of documents added at time t. Given a target word w, our goal 
is to analyse how the meaning(s) of w changed along C.

We address this problem by leveraging WiDiD. In WiDiD, documents in C are 
considered as a data stream segmented into a sequence of time periods. A four-step 
pipeline is repeatedly applied to the progressively added documents in C . In Periti 
et  al. (2022), the first three enforced steps were identified as Document Selection 
(DS), Embedding Extraction (EE), and Incremental Clustering (IC). In this paper, 
we extend WiDiD by enforcing an additional step of Clustering Analysis (CA) at the 
end of the pipeline (see Fig. 2).

At the first time step (i.e., t = 0 ), only the documents in C0 are considered. As 
a result, only a synchronic analysis of clustering is possible, as there is no knowl-
edge available about the meaning of w in the past. Then, for each subsequent step 
t = 1...n , the knowledge of the w meaning(s) detected in the past time periods 
(i.e., time periods 0...t − 1 ) is exploited by the IC step to cluster the documents in 
Ct . This diachronic analysis of clustering can provide insights into the semantic 
shift that has occurred.

C =
⋃

t=0

Ct
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The documents in Ct are processed via WiDiD as follows. For the sake of clar-
ity, the notation used throughout this paper is summarised in Table 1.

3.1.1  Document Selection (DS)

In this step, WiDiD selects the subset of documents Ct
w
⊆ Ct that contains an 

occurrence of the word w. Since semantic change is often accompanied by 

Table 1  A reference table of 
notations used in the paper

Notation Definition

w Target word
Ct Set of documents at time t
Ct

w
Subset of documents of Ct containing the word w

e
t

w,i
Embedding of the word w in the i-th document of Ct

w

Φt

w
Set of the embeddings of w in the corpus Ct

w

Kt

w
Set of clusters obtained at the t-th iteration for w

�
w,k k-th cluster containing the embeddings of the word w

�t

w,k
Subset of embeddings from time t in the cluster �

w,k

�t

w,k
Prototypical representation of w for �t

w,k

Mt

w
Set of prototypes �t

w,k
 available at time t

�t

w
Polysemy of the word w at time t

S
t

w
Semantic shift of the word w at time t

�t
w,k

Prominence of the cluster �t

w,k
 at time t

T
t

w,k
Sense shift of the cluster �

w,k at time t

Fig. 2  WiDiD: an incremental approach to Semantic Shift Detection
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morphosyntactic drift (Kutuzov et al., 2021), we consider any derived form of the 
lemma of w (e.g., plural) as an occurrence of w.

3.1.2  Embedding Extraction (EE)

In this step, WiDiD encodes each occurrence of the target word w in Ct
w
 with a dif-

ferent representation. Currently, contextualised embeddings represent the preferred 
tool for addressing SSD (Periti & Montanelli, 2024); thus we will use embeddings 
generated by standard BERT-like models (i.e., BERT, mBERT, XLM-R). However, 
we stress that the WiDiD approach can be employed regardless of the specific model 
used to represent individual word occurrences. The final output of this step is the 
set Φt

w
 containing all the embeddings of the word w generated for the corpus Ct . 

Formally,

where et
w,j

 is the contextualised embedding of w in the j-th document and m is the 
number of documents in Ct

w
.

3.1.3  Incremental Clustering (IC)

WiDiD first ( t = 0 ) uses the standard affinity propagation (AP) algorithm over 
Φ0

w
  (Frey & Dueck, 2007). This results in a set of clusters denoted as K0

w
.

For t > 0 , clustering is performed using the A Posteriori affinity Propagation 
(APP) algorithm to cluster the embeddings Φt

w
 in groups representing different word 

meanings (i.e., sense nodules). We denote the set of resulting clusters as Kt
w
.

At each time step (see Algorithm 1), APP creates an additional sense prototype 
embedding �t−1

w,k
 for each cluster k ∈ Kt−1

w
 by averaging all its enclosed embeddings, 

meaning that �t−1
w,k

 is the centroid of the k-th cluster. The resulting sense prototypes 
constitute the “memory” of the word meanings observed so far. This memory is then 
exploited as the basis for subsequent word observations in the current time period. In 
particular, we denote as Mt−1

w
 the set of sense prototypes �t−1

w,k
 available at time t − 1 . 

Hence, APP consists of performing the standard AP over the set of embeddings 
Φt

w
∪Mt−1

w
 . As a final step of APP, each sense prototype �t−1

w,k
 is removed, and the 

original embeddings compressed into �t−1
w,k

 are assigned to its corresponding cluster. 
This ensures that all the embeddings associated with a sense prototype at time t − 1 
are grouped together within the same cluster at the time t. This way, clusters of word 
meanings previously created cannot be changed (WiDiD: What is Done is Done), 
and the word meanings that are observed in the present must be stratified/integrated 
over the past ones. Further details are provided in Periti et al. (2022).

Notably, WiDiD represents a significantly more scalable solution than existing 
approaches (Montariol et al., 2021; Kanjirangat et al., 2020). Since clusters formed 
in previous steps are considered as unique prototypes, in each clustering step we 
work with a significantly smaller set of embeddings, while at the same time elimi-
nating the need for cluster alignment techniques.

Φt
w
= {et

w,1
,… , et

w,m
} ,
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3.1.4  Clustering analysis (CA)

In this novel step of WiDiD, each clustering result obtained as an IC output is ana-
lysed to interpret the meaning of words from both a synchronic and diachronic per-
spective. This advancement of WiDiD is presented in further detail in Section  4, 
where we introduce a comprehensive set of metrics specifically designed to describe 
both a target word and its sense nodules over time.

4  Cluster analysis (CA)

For each time period t, the incremental clustering (IC) results in a set of k clusters 
Kt
w
= �w,1, ...,�w,k . In particular, we denote the set of embeddings from Φt

w
 enclosed 

in the k-th cluster as �t
w,k

 . Formally, we define �t
w,k

= �w,k ∩ Φt
w
 . This implies that 

𝜙t
w,k

⊂ Φt
w
 is the subset of embeddings extracted at time t that are members of the 

cluster �w,k during that specific time step.
In this paper, to be able to analyse the sequence of clustering results for a word 

w, we provide WiDiD with a set of metrics that characterise w both from a syn-
chronic and diachronic perspective. Regardless of the perspective, these metrics are 
also conceived to inspect a particular clustering result by considering two linguistic 
targets: 

1. word: when all clusters are considered overall, we analyse the target word w;
2. sense nodules: when a single cluster is considered, we analyse the corresponding 

cluster of corpus usage (Kutuzov et al., 2022), i.e., a sense nodule.

4.1  Synchronic perspective

From a synchronic perspective, words and sense nodules are considered within a 
specific time period, without taking into account their evolution in meaning. We 
define two metrics to describe the status of words and sense nodules, respectively.
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Polysemy, denoted as �t
w
 , describes the status of a word at a particular time 

period t. Polysemy is defined as the number of “active” sense nodules that are pre-
sent at time t, i.e., sense nodules from earlier periods integrated with new elements 
as well as newly identified sense nodules. Intuitively, the more clusters there are, the 
more polysemous the word is.

Prominence, denoted as �t
w,k

 , describes the status of a sense nodule at a particular 
time period t. Prominence is defined as the prevalence of an active sense �t

w,k
 at time 

t relative to the other active sense nodules. Intuitively, the more members in a clus-
ter, the more prominent the sense nodule is.

4.2  Diachronic perspective

From a diachronic perspective, words and sense nodules are considered across time 
periods, taking into account their evolution in meaning. The clusters at the last itera-
tion are used in the analysis and are traced over time, thus avoiding a complex analy-
sis of potential mergers across all time periods. We define two metrics to describe 
the evolution of words and sense nodules, respectively.

Semantic shift, denoted as Sw , describes the degree of lexical semantic change of 
a word over two consecutive time periods. Semantic shift is defined as the degree of 
dissimilarity in the prominence of active sense nodules between these time periods. 
Intuitively, the greater the dissimilarity between time periods t and t − 1 , the higher 
the degree of semantic shift a word has undergone. Similar to the lexical seman-
tic change definition in SemEval-2020 Task1  (Schlechtweg et  al., 2020), Sw aims 
to capture the acquisition of a new sense nodule or the loss of an outdated sense 
nodule.

Following Giulianelli et  al. (2020), we formally define semantic shift as the 
Jensen-Shannon divergence (JSD) over the prominence distributions Pt−1

w
 and Pt

w
 , 

where the k− th value of a distribution Pi
w
 is the prominence �i

w,k
 associated with the 

k− th sense nodule resulting from the last enforced clustering step.

where M = (Pt−1
w

+ Pt
w
)∕2 , and KL represents the Kullback-Leibler divergence, as 

JSD is a symmetrisation of KL.
Sense shift, denoted as Tw,k , describes the degree of lexical semantic change of 

a specific word’s sense nodule over two consecutive time periods. Sense shift is 
defined as the degree of distance in the sense prototypes �t

w,k
 and �t−1

w,k
 for these time 

periods. Intuitively, the greater the difference between time periods t and t − 1 , the 

(1)�t
w
= |Kt

w
|

(2)�t
w,k

=
|�t

w,k
|

|Φt
w
|

JSD(Pt−1
w

,Pt
w
) =

1

2

(
KL(Pt−1

w
||M) + KL(Pt

w
||M)

)
,
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greater the degree of sense shift a sense nodule undergoes. Unlike Sw , Tw,k aims to 
capture lexical semantic change specific to sense nodules such as amelioration, pejo-
ration, broadening or narrowing.

We formally define the sense shift of the k− th sense nodule as the cosine distance 
between the sense prototypes �t

w,k
 and �t−1

w,k
.

4.3  Clustering visualisation

To facilitate the analysis and interpretation of the evolution of a word’s meaning, 
we propose a new visualisation that supports the synchronic and diachronic metrics 
enforced in cluster analysis. Unlike the visualisation methods for diachronic seman-
tic shift presented in Kazi et al. (2022), this visualisation is particularly suited to a 
posteriori analysis of the last clustering result of WiDiD. Our visualisation provides 
valuable insights into the different sets of sense nodules held by a word over time, as 
well as clearly representing the evolution of those sense nodules.

For the sake of clarity, we describe the rationale of the visualisation by consider-
ing the prototype of an arbitrary word w illustrated in Figure 3. The figure consists 

Tw,k(�
t
w,k

,�t−1
w,k

) =
�t
w,k

⋅ �t−1
w,k

‖�t
w,k

‖ ‖�t−1
w,k

‖

Fig. 3  Clustering visualisation: prototype visualisation of word meaning evolution. Subfigure a repre-
sents the polysemy and semantic shift of a word over time. Subfigure b represents the prominence and 
sense shift of the sense nodules of that word over time
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of two subfigures (a) and (b), representing the synchronic and diachronic metrics for 
(a) a target word and (b) its sense nodule, respectively. In both subfigures, the x -axis 
represents time.

In subfigure (a), each square represents a snapshot of a specific word at a par-
ticular time period t. The size of each square reflects the polysemy �t

w
 of the word at 

time t. Semantic shift values over time are reported on the y-axis.
In subfigure (b), each circle in the figure represents a snapshot of a specific sense 

nodule at a particular time period t. The evolution of different sense nodules (i.e., 
k1 , ..., kj ) is illustrated on the y-axis using different colours. Intuitively, the pres-
ence/absence of a circle at time t indicates the active/inactive state of the related 
sense nodule. The size of each circle reflects the prominence �t

w
 of the correspond-

ing sense nodule at time t. Sense shift values over time are reported on the links con-
necting the snapshots of sense nodules with their respective immediately subsequent 
snapshots.

5  Real application of WiDiD

In this section, we report on a practical application of WiDiD involving a large cor-
pus of Italian parliamentary speeches from 1948 to 2020. This case study is par-
ticularly relevant for detecting semantic shift as it deals with popular issues in the 
public and social arenas. Our main goal is to demonstrate a practical application 
of WiDiD in detecting semantic shift. Although a quantitative evaluation is not pos-
sible due to the lack of an annotated benchmark (i.e., gold scores for a set of target 
words), we provide a qualitative analysis of the results to assess the effectiveness of 
WiDiD in detecting semantic shift.

5.1  Case study dataset

Our case study dataset consists of a set of parliamentary speeches from the Ital-
ian Chamber of Deputies. It spans a period of 72 years, from the 1st legislature of 
the Italian Republic after the Constituent Assembly (1948) to February of the 18th 
Republican Legislature (2020). This dataset was created by collecting all the avail-
able plenary session transcripts at the time of downloading from the Italian Parlia-
ment website6.

The legislatures provide a natural criterion for splitting the corpus over time, 
meaning that a separate sub-corpus Ci is defined for each legislature i (see 2).

6 https:// dati. camera. it/ it/ dati/

https://dati.camera.it/it/dati/
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5.2  Case study setup

To set up the case study, we first defined a set of target words whose semantic shift 
we would seek to detect in the Italian parliamentary corpus. Then, for each target 
word, we followed the WiDiD pipeline presented in Sect. 3.

Since the dataset was produced by OCR scanning, it included numerous spuri-
ous characters where words had been incorrectly recognised and introduced into the 
text, degrading the quality of the data. To address this issue, we performed an addi-
tional processing step to exclude speech with purely procedural content (e.g., The 
MP [SURNAME NAME] asks to speak) and filtered out speech associated with a 
high level of noise (e.g., spurious characters and other artifacts introduced during 
the OCR scanning process).7 To enhance scalability in this study, as in other studies 
reported in the literature  (Rodina et al., 2021), we reduced the number of embed-
dings to store and process by randomly sampling a fixed number of occurrences of 
each target word (i.e., 100).

We used the Transformers library by HuggingFace to extract contextual word 
embeddings from a pre-trained BERT model (i.e., bert-base-multilingual-cased8) 
without performing any fine-tuning  (Wolf et  al., 2020). To extract contextualised 
embeddings for a specific target word w, we fed the model with individual text 
sequences containing an occurrence of w. For each occurrence of w, we extracted a 
contextualised embedding from the last hidden layer of the model. Due to the byte-
pair input encoding scheme employed by BERT models, some word occurrences 
may not correspond to words but rather to word pieces  (Sennrich et  al., 2016). 
Therefore, if a word was split into more than one sub-word, we built a single word 
embedding by averaging the corresponding sub-word embeddings.

Our implementation of APP was based on the original implementation released 
by Periti et al. (2022). The first sub-corpus (i.e., the first legislature) was considered 
in the initial run of AP, and then the remaining sub-corpora were added one-by-one 
in a specific APP iteration.

7 Our data and code are available at https:// github. com/ Franc escoP eriti/ WiDiD. The dataset used in our 
study is made available to reproduce our illustrative results. However, we decided not to release the full 
dataset in its current form. As discussed in the manuscript, the dataset contains a relevant number of spu-
rious characters and OCR errors, and we are currently undertaking an extensive post-OCR cleaning pro-
cess. We plan to release the dataset in the future with possible analytical insights. The cleaning process 
is posing considerable challenges, even with the support of advanced generative language models. While 
these models can help in correcting OCR errors, they tend to paraphrase or creatively reconstruct sen-
tences Boros et al. (2024), potentially introducing artifacts that could affect the analysis of lexical seman-
tic changes and the overall reliability of our historical, societal, and political corpus. Furthermore, we are 
unable to provide code for downloading data from the website (i.e., https:// dati. camera. it/ it/ dati/) as the 
code is proprietary and was developed by a third-party software company under license. This restriction 
limits our ability to share the exact code used for data acquisition.
8 Although we initially experimented with a monolingual pre-trained BERT model (dbmz/bert-base-ital-
ian-uncased), the empirical results revealed poor quality. Empirical results obtained with the multilingual 
model indicated a higher level of quality. We hypothesise that multilingual models can leverage their 
larger, cross-lingual contextualisation and pre-trained knowledge to better handle the various text quality 
issues present in our OCR-corrupted data.

https://github.com/FrancescoPeriti/WiDiD
https://dati.camera.it/it/dati/
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Manually examining sentences in a specific cluster to interpret the clusters and 
the semantic shift between two time periods is laborious and time-consuming. 
It involves a meticulous process of close-reading because multiple sentences are 
present within each cluster. Thus, like Montariol et  al. (2021), we automatically 
extracted the most discriminating words for each cluster to minimise human effort. 
In particular, we first lemmatised each sentence within the clusters. Then, we treated 
each cluster as an individual document and considered all the clusters as a corpus. 
For each cluster, we calculated the Term Frequency-Inverse Document Frequency 
(TF-IDF) score of every word. To ensure the selection of the most meaningful key-
words, we eliminated stopwords and excluded parts of speech other than nouns, 
verbs and adjectives. Thus, we obtained a ranked list of keywords for each cluster, 
and the top-ranked keywords were then used for cluster interpretation.

5.3  Case study results

Due to space limitations, we can provide only a few illustrative examples. However, 
the comprehensive list of words, including their polysemy and semantic shift as well 
as their sense nodules with associated prominence and sense shift, are available 
online for further reference .

Note that recent work has demonstrated that the geometry of BERT’s embed-
ding space exhibits anisotropy, meaning that the contextualised embeddings occupy 
a narrow cone within the vector space, leading to very small values of cosine 

Fig. 4  Clustering visualisation: a semantic shift and polysemy of the Italian word “pulito” (e.g., clean); b 
sense shift and prominence of the sense nodules of the Italian word “pulito” (e.g., clean)
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distance  (Ethayarajh, 2019). Thus, for the sake of readability, we normalised the 
shift scores of our experiment by the maximum shift value we obtained.

As an example, Fig. 4a, b are a visual representation of the result of the cluster 
analysis for the Italian word |pulito| (clean). This word holds particular significance 
in the Italian context as it represents an adjective commonly associated with clean-
liness. However, it gained a specific historical connotation during the early ’90s 
owing to its association with the fight against corruption.

Figure  4a summarises Fig.  4b, providing insights into the polysemy of the 
word and its overall semantic shift across different time periods. The greatest 
semantic shifts occur in the time intervals 7–8, 13–14, and 17–18. The first time 
interval is associated with the acquisition of a new sense nodule (i.e., corruption 
in Italian politics). The second time interval is associated with a change in the 
distribution of sense nodule prominence; for example, in the 14th legislature, the 
sense nodule environment, renewable energy exhibits its maximum prominence. 
The third time interval is characterised by the emergence of several new sense 
nodules. Interestingly, the algorithm validates our expectations by capturing 
the emergence of new sense nodules related to the environment and renewable 
energy. Indeed, recent years show increasing global attention to environmental 
issues due to factors such as concerns about climate change.

In the discussion of Fig. 4b we adopt the ecological view of word change pro-
posed by Hu et  al. (2019). They suggest that word sense nodules can compete 
for dominance and cooperate for mutual benefit (i.e., remain active), similar to 
organisms in an ecosystem. As a complementary view of Fig. 4, Table 3 shows 
the proportion of documents (i.e., prominence) assigned to each sense nodule.

The cluster analysis in Fig. 4b captures examples of semantic shift of the word 
over time. For instance, we observe an evergreen sense nodule (i.e., always pre-
sent across all considered time periods) associated with the label hygiene, purity, 
and integrity. This sense nodule represents the predominant meaning of the word 
until the 9th legislature. However, from the 10th legislature onwards, its promi-
nence decreases due to competition with sense nodules justice, investigation and 
corruption in Italian politics. As with Hu et al. (2019), we find that similar senses 
join forces and cooperate against others while also competing internally.

On average, sense shift values are very low, indicating that sense nodules are 
enriched with documents that are very similar to those already existing. However, 
we also notice some exceptional cases with high shift scores, for example, 0.56 
and 0.59 for the cluster justice, investigation in the time interval 7–8 and 8–9. By 
examining the prominence values in Table 3, we find that these cases are some-
times associated with a very small number of documents (e.g., fewer than 10 doc-
uments) rather than indicating a true sense shift, while at other times these values 
can be attributed to misclassification due to the quality of the considered dataset. 
The former observation aligns with the previous intuition by Periti et al. (2022) 
that computing sense prototypes of large sets of embeddings helps to reduce 
noise. Indeed, we observe a negative correlation between sense shift and the 
number of documents within a given time interval, meaning that the smaller the 
number of documents in a specific time interval, the more sense shift is affected 
by noise since the impact of outliers becomes more significant in the process of 
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averaging multiple embeddings (i.e. computing sense prototypes). Thus, we argue 
that the most significant shifts are related to medium-low sense-shift values. For 
example, we examined the sentences associated with cluster 0 for legislatures 11 
and 12, where a sense shift of 0.11 is predicted. In the 10th legislature, the term 
clean is metaphorically used in the context of honesty, integrity, moral correct-
ness and cleaning up criminality. The presence of comparable sentences in the 
11th legislature, with a slightly different connotation emphasising the removal of 
corruption, old practices and dishonesty, suggests a broadening of meaning. For 
instance, within the 10th legislature, expressions such as “piazza pulita” (clean 
sweep), “mani pulite” (clean hands), “coscienza pulita” (clean conscience) are 
present. On the other hand, in the 11th legislature, expressions like “paese pulito” 
(clean country) and “ambiente pulito” (clean environment) are also present.

Further intriguing results from our analysis of various word and sense nodules are 
presented in Tables 4 and 5, respectively.

6  Evaluation

In this section, we evaluate the effectiveness and robustness of WiDiD by analysing 
its performance on various benchmarks of recent shared tasks such as SemEval-Task 
1  (Schlechtweg et  al., 2020), DIACRIta  (Basile et  al., 2020), RuShiftEval  (Kutuzov 
& Pivovarova, 2021), and LSCDiscovery  (Zamora-Reina et  al., 2022). These tasks 
provide a rigorous evaluation framework for comparing the performance of different 
semantic analysis systems. The frameworks are based on a reference benchmark that 
contains a textual diachronic corpus in a given language. Each framework is also char-
acterised by a test-set of target words, where each word is associated with a shift score 
(i.e., gold score) calculated on the basis of manual annotation.

To evaluate WiDiD, we rely on the Task 1 framework of SemEval-Task 1 (Schlecht-
weg et al., 2020), where participants are asked to solve two subtasks: 

1. Binary classification (Subtask 1): For a set of target words, decide which words 
lost or gained usage(s) between C1 and C2, and which did not. A binary label 
( l ∈ {0, 1} ) is assigned to each target word via manual annotation. Then the 
semantic shift word classification computed by a model is evaluated by the Accu-
racy over the human-annotated test data.

2. Ranking (Subtask 2): Rank a set of target words according to their degree of 
semantic shift between C1 and C2. A continuous score is assigned to each target 
word via manual annotation. Then the semantic shift word ranking computed by 
a model is evaluated by the Spearman’s rank-order correlation over the human-
annotated test data.

Originally, Periti et al. (2022) evaluated the WiDiD performance on Subtask 2 using 
the English and Latin corpora of SemEval. In this paper, we further evaluate WiDiD 
on seven different corpora. It is worth noting that the evaluation for DIACRIta was 
executed only on Subtask 1, since no continuous labels are provided. Conversely, the 
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evaluation for RuShiftEval2021 was executed only on Subtask 2, since no binary labels 
are provided. Notably, the Russian corpus of RuShiftEval2021 spans three historical 
periods, allowing a further demonstration of WiDiD’s effectiveness and robustness in 
detecting semantic shift over time. Note that no benchmarks are currently available 
over more than two multiple, consecutive time intervals.

Table 6 summarises the benchmarks considered.

6.1  Experimental setup

To evaluate WiDiD, we exploited the same setup described in Sect.  5.2 with the 
following modifications. We used a monolingual BERT model for each language, 
namely bert-base-uncased for English, bert-base-italian-cased for Italian, and 
rubert-base-cased for Russian. The models are base versions of BERT with 12 
attention layers and 12 hidden layers of size 768. Furthermore, we compared the use 
of BERT models with two different multilingual models, both with 12 attention lay-
ers and 12 hidden layers of size 768, that is, mBERT bert-base-multilingual-cased 
and XLM-R xlm-roberta-base. As an exception, we only tested multilingual models 
for Latin since a monolingual model is not currently available.

Furthermore, going with the intuition that sense prototypes can be beneficial in 
limiting noise in the vector representations, we compared the use of JSD (described 
in Sect. 4) with the method based on sense nodules recently proposed by Kashleva 
et al. (2022). Following Kashleva et al. (2022), we define the semantic shift Sw as 
the average pairwise distance (APDP) between all pairs of the sense prototypes 
�t
w,1..k

∈ Mt
w
 and �t−1

w,1..k
∈ Mt−1

w
 . Intuitively, the higher Sw , the more the word w has 

shifted in meaning.

However, unlike (Kashleva et al. 2022), we set d as the Canberra distance instead of 
the cosine distance9.

In line with previous work  (Periti & Montanelli, 2024), for Subtask 1, we 
binarised the score of a word by using the threshold � that maximises the overall 
result on the test set. Intuitively, the label 0 is assigned to a word if its JSD score is 
lower than � , otherwise the label 1 is assigned to the word. It is worth noting that, 
development and training sets are not available for the majority of the benchmark, 
as SSD is typically framed in an unsupervised scenario (Schlechtweg et al., 2020). 
Therefore, the evaluation of Subtask 1 only provides an indication of the model’s 
capability to recognize semantic shift. Indeed, the threshold is set based on the test 
set. This is also the reason why Subtask 2 is far more popular than Subtask 1. For 
Subtask 2, we directly used the JSD scores as degree of semantic shift.

APDP(Mt
w
,Mt−1

w
) =

∑
�t
w,i
∈ Mt

w
, �t−1

w,j
∈ Mt−1

w

d(�t
w,i
,�t−1

w,j
)

�Mt
w
��Mt−1

w
�

9 Empirical results in our experiments consistently demonstrated the superiority of using the Canberra 
distance over the Cosine Distance.
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6.2  Experimental results

For the sake of comparison, we report the top state-of-the-art results achieved using 
contextualised embeddings for Subtask 1 and Subtask 2 in Tables 7 and 8, respec-
tively. To ensure a fair comparison, we exclusively report results obtained by unsu-
pervised approaches leveraging contextualised embeddings. In addition, it is worth 
noting that we are reporting the best result achieved in multiple experiments (e.g., 
using different models and measures). Accordingly, we have compared our best 
results with the provided state-of-the-art results.

Table 9 presents the results of our evaluation for both Subtask 1 and 2.
For Subtask 1, we note that our results have the potential to outperform the 

results shown in Table 7 across all evaluated benchmarks. Specifically, for the DIA-
CRIta benchmark, which is relevant for our study due to the shared language of our 
case study corpus, both BERT+JSD and mBERT+JSD exhibit equal effectiveness 
by correctly labelling 17 out of 18 words.

For Subtask 2, our results outperform state-of-the-art results for English and 
Russian, while being comparable with the state-of-the-art results for the other 
benchmarks.

As a general remark, and in line with the finding of Kutuzov and Giulianelli 
(2020), we note that the measure which produces a more uniform predicted score 
distribution (APDP) works better for the test sets with skewed gold distributions, 
and the measure which produces a more skewed predicted score distribution (JSD) 
works better for the uniformly distributed test sets.

As for the model comparison, we observed that, on average, different models 
achieve similar results for Subtask 1. However, the selection of the model is crucial 
for Subtask 2. For instance, both BERT and XLM-R demonstrate good performance 
for English, while the use of mBERT leads to significantly worse results. Interest-
ingly, contrary to the widespread belief that monolingual models are more suita-
ble than multilingual ones, we found that only for English (Subtask 2) and Spanish 
(Subtask 1 and 2) did employing a monolingual BERT model prove more effective 
than using a multilingual model. Additionally, despite the expectation that XLM-R 
would outperform mBERT due to the larger amount of training data and parameters 
it uses, we observed that mBERT is the most suitable model for Latin (Subtask 1) 
and Russian (Subtask 2).

7  Discussion and conclusion

7.1  Data quality

One crucial aspect of diachronic corpora is that the number of documents is often 
imbalanced, and the presence of a target word is not equally reflected in all the 
time points considered. In common scenarios, more documents are available for 
more recent time periods and it may not be possible to achieve balance in the sense 
expected from a modern corpus  (Tahmasebi & Dubossarsky, 2023). Furthermore, 



Studying word meaning evolution through incremental semantic…

Ta
bl

e 
7 

 S
ub

ta
sk

 1
: a

cc
ur

ac
y 

sc
or

es
 a

ch
ie

ve
d 

fro
m

 v
ar

io
us

 st
at

e-
of

-th
e-

ar
t e

xp
er

im
en

ts

A
ste

ris
ks

 d
en

ot
e 

sc
or

es
 o

bt
ai

ne
d 

vi
a 

fin
e-

tu
ni

ng
 c

on
te

xt
ua

lis
ed

 m
od

el
s, 

w
hi

le
 h

yp
he

ns
 i

nd
ic

at
e 

un
av

ai
la

bl
e 

ex
pe

rim
en

ta
l 

re
su

lts
. B

ol
d 

de
no

te
s 

th
e 

be
st 

un
su

pe
rv

is
ed

 
sc

or
es

Re
fe

re
nc

es
Se

m
Ev

al
D

ia
cr

Ita

En
gl

is
h 

C
1 

−
 C

2
La

tin
 C

1 
−

 C
2

G
er

m
an

 C
1 

−
 C

2
Sw

ed
is

h 
C

1 
−

 C
2

Ita
lia

n 
C

1 
−

 C
2

U
ns

up
er

vi
se

d
K

an
jir

an
ga

t e
t a

l. 
(2

02
0)

.5
41

.3
75

.7
08

.7
42

–
M

ar
tin

c 
et

 a
l. 

(2
02

0)
.7

03
*

.7
00

.6
67

*
.7

10
*

–
K

ar
ny

sh
ev

a 
an

d 
Sc

hw
ar

z 
(2

02
0)

.5
68

.6
50

.5
83

.6
45

–
Ro

th
er

 e
t a

l. 
(2

02
0)

.6
22

.5
75

.7
29

.7
42

–
C

ub
a 

G
yl

le
ns

te
n 

et
 a

l. 
(2

02
0)

.5
68

.6
75

.5
62

.7
10

–
W

an
g 

et
 a

l. 
(2

02
0)

–
–

–
–

.6
10

*
G

iu
lia

ne
lli

 e
t a

l. 
(2

02
2)

.4
59

*
.5

00
*

.5
21

*
−

 .5
16

*
.3

89
*

Su
pe

rv
is

ed
M

a 
et

 a
l. 

(2
02

4)
.7

84
.7

00
.8

13
.8

06
–

W
iD

iD
.7

57
.7

50
.7

29
.7

74
.9

44



 F. Periti et al.

Ta
bl

e 
8 

 S
ub

ta
sk

 2
: S

pe
ar

m
an

’s
 c

or
re

la
tio

n 
co

effi
ci

en
ts

 a
ch

ie
ve

d 
fro

m
 v

ar
io

us
 st

at
e-

of
-th

e-
ar

t e
xp

er
im

en
ts

A
ste

ris
ks

 d
en

ot
e 

sc
or

es
 o

bt
ai

ne
d 

vi
a 

fin
e-

tu
ni

ng
 c

on
te

xt
ua

lis
ed

 m
od

el
s, 

w
hi

le
 h

yp
he

ns
 i

nd
ic

at
e 

un
av

ai
la

bl
e 

ex
pe

rim
en

ta
l 

re
su

lts
. B

ol
d 

de
no

te
s 

th
e 

be
st 

un
su

pe
rv

is
ed

 
sc

or
es

Re
fe

re
nc

es
Se

m
Ev

al
LS

C
D

is
co

ve
ry

Ru
Sh

ift
Ev

al

En
gl

is
h 

C
1 

−
 C

2
La

tin
 C

1 
−

 C
2

G
er

m
an

 C
1 

−
 C

2
Sw

ed
is

h 
C

1 
−

 C
2

Sp
an

is
h 

C
1 

−
 C

2
Ru

ss
ia

n 
C

1 
−

 C
2

Ru
ss

ia
n 

C
2 

−
 C

3
Ru

ss
ia

n 
C

1-
C

3

U
ns

up
er

vi
se

d
K

an
jir

an
ga

t e
t a

l. 
(2

02
0)

.1
59

.2
31

.5
25

.1
41

–
–

–
–

M
ar

tin
c 

et
 a

l. 
(2

02
0)

.4
36

*
.4

81
.5

28
*

.2
38

*
–

–
–

–
K

ar
ny

sh
ev

a 
an

d 
Sc

hw
ar

z 
(2

02
0)

.1
55

.1
77

.3
88

.0
62

–
–

–
–

Ro
th

er
 e

t a
l. 

(2
02

0)
.3

06
.3

21
.6

05
.2

68
–

–
–

–
C

ub
a 

G
yl

le
ns

te
n 

et
 a

l. 
(2

02
0)

.2
09

.3
99

.6
56

.2
34

–
–

–
–

M
on

ta
rio

l e
t a

l. 
(2

02
1)

.4
56

*
.4

88
*

.5
61

*
.5

61
*

–
–

–
–

G
iu

lia
ne

lli
 e

t a
l. 

(2
02

2)
.1

27
*

.3
18

*
.2

87
*

−
 .1

08
*

–
.2

47
*

.2
67

*
.3

62
*

K
as

hl
ev

a 
et

 a
l. 

(2
02

2)
–

–
–

–
.5

53
*

–
–

–

Su
pe

rv
is

ed
A

id
a 

an
d 

B
ol

le
ga

la
 

(2
02

4)
.7

74
.1

24
.9

02
.6

56
–

.8
05

.8
11

.8
46

C
as

so
tti

 e
t a

l. 
(2

02
3)

.7
57

−
 .0

56
.8

77
.7

54
–

.7
99

.8
33

.8
42

W
iD

iD
.6

51
.4

33
.5

27
.4

99
.5

44
.2

73
.3

93
.4

07



Studying word meaning evolution through incremental semantic…

the quality of the analysed data can significantly influence the results. Similar to 
the imbalance issue, the quality of the data is generally higher for recent documents 
than for past documents. Old documents are often digitised as images using an OCR 
scanning process to convert them into text. However, this procedure can introduce 
OCR errors that contribute to degrading the quality of the analysis.

In our case study corpus, the imbalance was caused by the inherent varying dura-
tion of legislatures rather than the availability of documents. A legislature is usually 
associated with a time period of up to 5 years, which corresponds to the duration 
of an election cycle. However, in cases where the Parliament withdraws its support 
from the government through a vote of no confidence, the duration can be shorter.

In terms of data quality, the documents in our case study corpus were originally 
stored as images and digitised through an OCR scanning process. As a result, sev-
eral characters were misrecognised, omitted, or erroneously inserted, distorting the 
original text across all the legislatures. Although a precise estimation of the extent 
of these errors is currently unavailable, we enforced heuristics to mitigate OCR 
errors and retain only the highest-quality sentences in the corpus. Despite the efforts 
to remove highly corrupted sentences, some errors persist and the processing has 
further increased the existing imbalance in the corpus.

These issues affect the quality of contextualised embeddings generated by BERT-
like models. Thus far, only a few studies have explored the influence of OCR errors 
on contextualised embeddings (Todorov & Colavizza, 2022; Jiang et al., 2021). As a 
result, the impact of OCR errors on contextualisation remains unclear, and quantify-
ing their effect is challenging. Nevertheless, we hypothesise that there might be sig-
nificant side effects. For instance, one common problem caused by OCR errors is the 
inconsistent use of punctuation, resulting in longer or shorter sentences that degrade 
the quality of the embeddings. Additionally, OCR often introduces or removes 
spaces, which disrupts sentence segmentation. For example, the word “aperitivo" 
(happy hour) may become a three-word expression like “ape re timo” (in English, 
bee king thyme), thus affecting the correct interpretation of the sentence. The mean-
ing of words can be also altered by OCR errors that remove accents. For instance, 
“papa" and “papà" have different meanings (pope and father, respectively).

In a study on diachronic word sense discrimination, Tahmasebi et  al. (2013) 
showed that due to the design of the algorithm, the quality of the clusters did not 
degrade with decreasing quality of the corpus, but the number of clusters was radi-
cally reduced. When using contextualised embeddings this is not the case, since we 
can produce embeddings for each occurrence of a target word regardless of the qual-
ity of the sentence. As long as the word we are interested in is correctly spelled, its 
contextual representation will contribute to the meaning of the word, however, with 
reduced quality. Thus, with contextualised embeddings, the quality of the output 
inherently depends on the quality of the input data. Due to the significant number 
of OCR errors in our case study, our empirical results may be less accurate and reli-
able. However, we expect the OCR errors to affect the corpus at each time period 
roughly evenly, and thus all senses of a word should be affected to the same degree 
in any given time period. As a result, small clusters may not be detected and some 
clusters could show up later than expected. Nevertheless, the case study serves its 
purpose in demonstrating how WiDiD works in a concrete application, and is not 
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meant as an in-depth, exploratory social and linguistics study of the Italian 
parliament. In the following, we outline some limitations related to our case study. 
Specifically, we pre-defined the set of target words to consider in the analysis, with-
out applying WiDiD to the entire vocabulary. Moreover, since the case study focuses 
on semantic change in a specific context (i.e., the Italian Parliament), the meanings 
of the target words occurring in the corpus could be somehow limited. Finally, the 
use of pretrained language models like BERT can represent a limitation: such mod-
els are typically trained on corpora that differ significantly in terms of topics and 
time periods from the domain under consideration.

7.2  Incremental semantic shift detection

Incremental semantic shift detection enables a more fine-grained analysis of seman-
tic shift by tracing the evolution of different word meanings over time. However, 
semantic shift is not uniform across all words or domains. Some words may experi-
ence rapid shift in meaning, while others can change gradually or remain relatively 
stable. Therefore, computational approaches need to be flexible enough to handle 
both short- and long-term semantic shift. In addition, word meanings do not neces-
sarily change in a linear way. They are not strictly limited to increasing, decreasing, 
or remaining stable in prominence. Instead, word meanings can be influenced by 
various circumstances, leading to both regular and irregular trends that can activate 
or deactivate meanings in different time periods. These properties make a complete 
modelling of semantic shift extremely complex. While we are advancing existing 
state-of-the-art change detection methods significantly, we have reduced the com-
plexity in several ways and made several design choices that can affect the results. 
We discuss a few of these choices below.

First, we chose not to perform online clustering of elements (i.e., sentences 
with a target word) one-by-one but instead to consider all elements stemming 
from a time period at the same time. Conducting the clustering step of WiDiD 
after adding a single new element would enforce clustering on a small number of 
elements, namely the newly added element and the previous n sense prototypes. 
Such a procedure, that does not correspond to our typical research scenario, is 
unlikely to result in converging clusters and can lead to erroneously merged 
clusters, thus losing the“memory” already gathered. We thus opted to cluster all 
elements from a time period together with the previous sense prototypes all at 
once, leading to more robust clustering results. While this procedure increases 
the overall amount of data during clustering, it does not handle gradual semantic 
change, where only a few elements of a new cluster may initially be present. 
Consequently, recognition of a semantic shift is likely to occur at a later stage, 
when a consistent amount of evidence supporting the change is considered. 
Specifically, if the evidence for capturing a new sense (i.e., creating a new sense 
cluster) is insufficient within a specific time period, WiDiD will misclassify 
such evidence. However, as a feature of the what is done is done approach, an 
assignment will be never reconsidered even if additional evidence becomes 
available in later time periods. As a consequence, in order to recognize a new 
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sense, a substantial evidence of that sense must appear in a specific time period, 
rather than a cumulative evidence across all the processed periods. A similar issue 
may occur when the evidence for capturing a new sense is sufficient in a certain 
time period, but some word occurrences denoting the new sense are incorrectly 
associated by WiDiD with other active senses. This misclassification can lead to a 
downsample of evidence for the new sense, causing it to be underrepresented and 
not recognised until more supporting evidence becomes available in later time 
periods. The characteristics of the data under analysis must guide the iteration 
frequency of WiDiD over time to reduce disambiguation errors and minimise 
the overlooking of emerging senses. To overcome this issue, the combination 
of WiDiD with a global evolutionary clustering approach can be enforced to 
introduce the possibility to review past assignments and reverse them if needed.

In WiDiD each sense nodule is currently represented by a single-sense prototype 
representation, with the same importance as a new element (i.e., contextualised 
embedding of a word). This approach leads to a higher risk of sense nodules being 
merged or confused over time. Empirical results indicate that while some clusters 
persist over time even without the integration of new elements, the majority tend 
to merge with other clusters over time. In the final step this results in an increase 
in the number of clusters stemming from the last time period and a decrease in the 
number of clusters stemming from earlier periods (since in the earlier time periods 
there were more opportunities for merging). While the aggregation of sense nodules 
may sometimes aid in focusing on lexicographic meaning (rather than just on sense 
nodules), at other times it results only in noise representations. This problem could 
possibly be solved by using a different weighting schema for sense nodules and new 
elements, but manually annotated ground truth data is needed to perform large-scale 
evaluation so as to choose the best weighting schema.

In the current implementation, WiDiD considers all the occurrences of a word 
and preserves all the generated sense nodules (i.e., clusters). A pre-processing step 
can be introduced at the beginning of the WiDiD approach to discard ambiguous 
word occurrences due to OCR errors and/or limited contexts that prevents to 
capture the appropriate meaning of the word. Similarly, a post-processing step can 
be applied to refine the memory of active meanings at the end of each Incremental 
Clustering step. For instance, post-processing can be used over cluster integrations 
to distinguish between valid updates (e.g., active clusters enriched with at least 
n elements), and invalid updates (e.g., active clusters enriched with fewer than n 
elements). Post-processing can also be employed in cluster merging to decide when 
it is appropriate to consolidate two or more sense clusters into a single one. Yet, 
post-processing can be employed to classify sense clusters as “lost” or no longer 
active (that can be forgotten). For example, each cluster can be associated with an 
aging index to measure how recently it has been updated and to decide when it 
should be considered lost and removed from memory (Castano et al., 2024; Periti 
et al., 2022). In general, both pre- and post-processing steps can be managed through 
the use of thresholds whose value must be customized according to the considered 
dataset (e.g., size, domain, time periods, style), and the nature of semantic change 
under analysis. As a matter of example, in case studies with limited or high-quality 
data, a cluster integration of one or a few elements might be a valid update; whereas 
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in studies with extensive or medium-quality data, such minor updates could be 
considered noisy and thus ignored. Similarly, in case studies where the focus is 
on detecting immediate meaning changes, such as in rapidly evolving fields, a few 
intervals without cluster integrations may be sufficient to deem a sense cluster as 
lost; conversely, when the focus is on periodic senses (e.g., the meaning of gold 
during Olympics games), prematurely pruning senses from the memory could lead 
to capture as changed a meaning that is only appearing and disappearing from 
memory (Periti & Tahmasebi, 2024).

When it comes to interpreting semantic shift across multiple time points, two 
different approaches can be adopted: a posteriori analysis and evolutionary analy-
sis. In a posteriori analysis, the snapshot associated with the clustering result of 
the last iteration is used. Thus, the cluster membership distribution across differ-
ent time points is considered with respect to the clustering result of the final itera-
tion. That is, we do not consider two clusters individually in previous time periods if 
they have been merged by the last time period. This analysis focuses on examining 
how the clusters are distributed and assigned across time, providing insights into the 
temporal patterns of semantic shift and is a simplification of the full semantic shift 
problem. Evolutionary analysis, on the other hand, emphasises the behaviour of the 
clusters themselves rather than their specific distribution across time. It investigates 
the evolution of clusters, such as their merging or integration over time. Observing 
changes in cluster composition and structure can yield valuable information regard-
ing the dynamic nature of semantic shift (Hu et al., 2019).

In our specific case study, we used a posteriori analysis and chose not to apply 
any threshold mechanism, as it was convenient for illustrating the applicability of 
WiDiD to our case study and the complete history of each cluster during the consid-
ered time periods. We are currently working on developing techniques to present the 
patterns captured by evolutionary analysis (i.e., incremental analysis of new sense 
nodules, their merging and integration). However, such analysis requires large-scale 
evaluation across multiple time points and is significantly more complex. To be a 
useful research tool, evolutionary analysis also requires ways to represent the results 
without overloading the user. We are currently working on creating evaluation data 
for such a scenario.

Finally, recent research has demonstrated that embeddings lie in an anisotropic 
space, indicating that all vectors are within a narrow cone. The consequence is that 
even embeddings of unrelated words are close together in distributional space and 
thus exhibit very high similarity. As a result, if a sense prototype is even slightly 
distorted, one or more sense prototypes may be incorrectly clustered and the algo-
rithm’s results may exhibit a large degree of randomness. A way to overcome this 
issue might be to project the embeddings onto a larger part of the space (i.e., making 
the cone wider), thus creating more distance between elements.

7.3  Possible applications of WiDiD

Both historical linguistics and lexicography involve the direct application of seman-
tic shift detection. The former compares change patterns across time and languages, 
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and the latter needs to update dictionary entries on the basis of new information 
from modern or historical texts. Much of this work requires manually labelling and 
interpreting each cluster, which can be a time-consuming task, especially when there 
are large sets of clusters or when many words are considered at once.

We envision a Query Answering system based on WiDiD as a solution to facili-
tate the interpretation of semantic shift and the analysis of specific word meanings 
over time. WiDiD allows for intelligent filtering, both on the word level and the 
sense level. For example, one could study particular words in certain periods of time 
(pre- and post-war, or pre- and post-pandemic are typical periods of study). Alterna-
tively, one could investigate all documents that use a word in a specific sense.

Such fine-grained analysis across temporal dimensions and all senses of a word is 
an extremely useful tool in research fields where diachronic analysis of word mean-
ing is central. It is, however, important to couple the outcome of an approach like 
WiDiD with confidence values that reflect the level of certainty associated with an 
unsupervised model trained on text of varying quality.

7.4  Concluding remarks

In this paper, we extend a recent approach to Semantic Shift Detection called WiDiD 
(Periti et al., 2022) by (i) adding cluster analysis techniques and visualisation; (ii) 
providing a practical demonstration of our extended approach; (iii) conducting a 
comprehensive evaluation; and (iv) engaging in detailed discussion of the WiDiD 
usage.

We employ the WiDiD algorithm because it is the first incremental and scalable 
approach based on evolutionary clustering of contextualised word embeddings to 
model the evolution of word meaning over time and detect lexical semantic change. 
We demonstrate the practical application of WiDiD on a diachronic corpus of Ital-
ian parliamentary speeches spanning eighteen distinct time periods. We evaluated 
the performance of WiDiD over seven popular labeled benchmarks. Our empiri-
cal results show that, for certain languages, WiDiD outperforms state-of-the-art 
approaches, while achieving comparable results for other languages. At the same 
time, WiDiD captures significantly more information, thus allowing more in-depth 
analysis of the detected change than existing approaches to semantic shift detec-
tion. We believe this paper holds significant relevance in changing the course of 
the current modeling of semantic shift, where, currently, the temporal nature of 
the documents is generally disregarded. With this paper, we aim to pave the way for 
further work that relies on incremental/evolutionary clustering algorithms to model 
lexical semantic change by considering the temporal nature of the documents under 
consideration.
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