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Land and water and bird or beast, oh

Look at what the light did now

Shiny little band or golden fleece, oh

Look at what the light did now

Little wings
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Introduction

I. Experience

Night kneels over the sleeper
Where did his journey begin, where will

it burn through to?
And what does he swim for now.

Swim, sleeper, swim.
Anne Carson - TVMen: The Sleeper

Sleep is nature’s most extensive and longest-running experiment of consciousness[1]. Every night, we each
experience our consciousness fading away until it vanishes, only to witness it reemerge in the middle of the night
during a dream or the next morning upon waking. If consciousness introduces us to a world of sensations,
thoughts, and desires, then dreamless sleep shows us how that world of experience can seamlessly disappear,
while the world beyond continues uninterrupted as we slumber. During dreams, instead, we learn that our
consciousness too, can persist, visiting unseen worlds, without the world out there following along. As sleep
teaches us that the world of experience and the experience of the world1 can part ways, it naturally prompts us to
wonder how they relate and di�er; where, in their mutual indi�erence, they might intersect; or, ultimately,
whether experience arises from the world or the world from experience.

In the 17th century, as Descartes meditated on the nature of soul and matter—laying foundation for
modern philosophy and erroneously pinning down the pineal gland as the site where they meet, he too would
retreat each night to his private bedroom for sleep. Dreams and sleep are mentioned in all but one of Descartes'
seven meditations[2], and it is said that he wrote his meditations from his bed, in the solitude of the early
morning hours. Long before these distinctions had been intellectual or scienti�cally posed, sleep was already
enacting for us, in propria persona, the separation between consciousness and the external world, between
consciousness and what lies beyond it—something which our late philosophy and the science of consciousness
have come to recognize.

If sleep did not exist, had it not evolved in nature, the scission between consciousness and the world would
only rarely take place. Our lives would consist of an uninterrupted stream of consciousness tirelessly anchored to
the external world from birth, only severed from it at the end of life:

1 This fortuitous distinction came about in a conversation with Gabriel Tupinambá.
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To die, to sleep—
To sleep—perchance to dream. Ay, there’s the rub!
For in that sleep of death what dreams may come,
When we have shu�ed o� this mortal coil,
Must give us pause

(Hamlet, Shakespeare)

So much for the longest-running play of the Cartesian theater. Fortunately, Sleep—the interrupter—is
pervasive across life and evolution. Mammals, �sh, birds, �ies, all �nd their way to sleep, and it is possible that the
very �rst animals slept as well[3]. Newborns sleep most of the day, elders sleep less so. Sleep may intrude even
while we are awake, blanking our mind and causing lapses in our attention[4].

The imperative to sleep, to pause and disconnect, may in fact have arisen as a consequence of living in
interaction with our surroundings. Sleep could be the price we pay for our embeddedness in the world; the
homeostatic mechanism that allows living organisms to take stock of their experiences while sensing and reacting
to the environment[5]. Were we fully disconnected and self-su�cient, the evolution of sleep might not have
taken place. Just as the animals on remote but abundant islands, left to themselves, tend to become larger;
liberated from wordly constraints, we would be freed—or perhaps condemned—to daydream ever more,
isolated in our own islands of awareness[6].

Although universal and systematic, sleep remains a rather private experiment of consciousness. The sleeper
experiences �rsthand the �ickering of consciousness as they drift in and out dreams throughout the night. Yet,
those in the room, observing the person lying with closed eyes, can never be certain whether the sleeper is awake
or fast asleep, vividly dreaming or simply not present there at all.

In paradoxical insomnia, individuals misperceive their sleep, drastically underestimating the actual amount
they get[7]. They believe they have been awake during the night, even though their EEG readings reveal their
brain abounded with slow-waves, a hallmark of dreamless sleep and unconsciousness[8], [9]. These insomniacs
are not to be confused with "phenomenal zombies", the philosopher of mind’s favorite metaphysical creatures, as
if the insomniacs were a�rming their consciousness while physically unconscious. Instead, it re�ects a
retrospective misjudgment: the feeling of having been awake throughout the night followed by the mistaken
cognitive assessment that this must have been the case. Consciousness looking back and perceiving itself there
where it was not. Cogito ergo sum. I think… therefore I am. At night, the insomniac philosopher is visited by
uncanny thoughts: do logical steps take time or space? Is there just enough temporal gap between “feeling” and
“judging” for errors to slip in, or just enough spatial distance between “thinking” and “being”, for doubt to creep
in?

Curiously, it is the possibility of mistaking dreams for wakefulness, rather than unconsciousness for
consciousness, that has most often haunted—and, by the same measure, fascinated—our philosophical
imagination. This possibility has prompted thinkers to pause and ponder whether an ultimate criterion to
distinguish dreams from reality can be found:
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Once upon a time, I, Chuang Tzu, dreamt that I was a butter�y, �itting around and enjoying myself. I
had no idea I was Chuang Tzu. Then suddenly I woke up and was Chuang Tzu again. But I could not
tell, had I been Chuang Tzu dreaming I was a butter�y, or a butter�y dreaming I was now Chuang Tzu?

(Chuang Tzu, 4th century BC)

In the meditations, after establishing its existence with undeniable certainty, the Cogito strives to transcend
itself and determine whether its consciousness of the world is as real as the world within itself. This same
Cartesian drive to establish the reality of the external world from within consciousness, and subsequently to
ground consciousness in that reality, also compels the solitary consciousness to �nd a common social ground
where it can mingle with other consciousness and partake in a shared reality. After all, the fear of derealization
goes hand in hand with that of solipsism. For someone who asks, “Is this real or just a dream?” is not far from
doubting, “Am I the only one?” Sooner or later, the problem of the existence of external reality leads to the
problem of other minds. Just as Descartes addressed the former, Husserl would later tackle the latter in his own
CartesianMeditations[10].

For the Cartesian cogito, the veridicality of its perception of the world is undermined by the possibility,
raised by the exercise of radical doubt, of an evil genius systematically deceiving it. Faced with this threat,
consciousness can only �nd acquiescence by demonstrating, from within itself, the existence of another
powerful yet in�nitely benevolent entity capable of preempting the actions of such a demon: God.

To Descartes, the Cogito can pass from its immanent solitude to the transcendent and omnipresent
company of God for it already contains in ideal form that which God embodies in actuality. Our idea of God as
absolute perfection and power must entail existence as its predicate—otherwise, it wouldn’t be perfect, but
incomplete and inconsistent. Similarly, our idea of in�nity must originate from an in�nite entity, given that we
ourselves are �nite beings. To one's surprise (and perhaps indignation), our possession of the clear and distinct
ideas of God and in�nity by our imperfect and �nite consciousness, will logically force them into existence.

For Husserl, the existence of other minds must also be established from within the Cogito itself. However,
the realm of intersubjectivity, where consciousnesses mutually recognize one another, is achieved not through
the idea of God, as in Descartes’ philosophy, but through an extraordinary characteristic of our bodies.
Speci�cally, the sui generis “perceptual analogy” that obtains between our bodily experience and those of others.
Husserl highlights that we experience our body simultaneously as an inside and an outside, as the phenomenal
pairing of felt body and seen body. This becomes evident in the example, cherished by many phenomenologists,
of looking at our hands touching one another: we feel our hands touching (from the inside) as one and the same
with the hands we see moving (from the outside). The perceptual analogy thus consists in that when we see
someone else’s body moving and appearing like our own, we inevitably perceive it as being inhabited by a
somatic inside—an “I”—that is one and the same with it. This idea is further illustrated by how a handshake, in
its blunt and �eeting intimacy, perceptually reveals the presence of another person on the other side,
acknowledging its existence.

On the verge of absolute skepticism, consciousness �nds solace in the company of God and the in�nite
communication of bodies. Its �nite solitude is redeemed by the encounter with in�nitary bodies: other worlds
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beyond itself. Like an alarm that pierces through a dream, appearing as a ticking bomb to wake us, consciousness
transcends itself by discovering that its interior has been stained from the start by an outside.

Just as in sleep, where pleasure and terror are entwined in the fabric of dreams and nightmares, the
philosophical journey of the Cogito, initiated by Descartes' meditations and continued by the phenomenological
tradition, seems poisoned from the outset by a peculiar kind of medicine. A pharmakon, which grants the
indubitable certainty of one’s own subjective existence at the cost of being haunted by ghosts and demons that
challenge our con�dence in the external world and the existence of other minds. Cartesian certainty is both a
source of philosophical relief and a cause of anxiety, a stepping stone and a stumbling block, for which only an
act of faith or care can provide resolution. As the sleeping philosopher awakens from his nightmare, it is the
persistent familiarity of his room or the comfort of his partner's presence that soothes him back into sleep. The
Guarani indigenous people of Brazil customarily share their dreams upon waking and listen to the pajé’s
interpretation as a way to keep the spirits that visited them during the night at bay [11].

We have been suggesting that the tradition of the �rst-person Cartesian meditation, later taken up by
Husserl and many others, can be traced back to the nocturnal and lonely life of the sleeper. This connection is
not intended in the sense of a psychological cause or out of neurological indulgence, but rather as what
philosophers might call a condition of possibility—one halfway between the transcendental and the empirical.
The Cartesian meditations are more than a series of thought experiments precisely because they are grounded in
real experimental conundrums posed by sleep: the experience of losing and regaining consciousness, of dreaming
and waking. In sum, the �rst-person meditations appear to be realized, dramatized, and modeled after the
experience of sleeping.

Sleep—and the dreams it contains—are endogenous physiological perturbations that disturb the otherwise
smooth continuity and regularity of our wakeful life. The remarkable occurrence of these natural perturbations
breathes life into the distinction between consciousness (being present) and its absence (non-being), between the
world of experience (the reality of dreams) and the experience of the world (wakeful reality). It is a source of
wonder, as well as fear and surprise. Lying at the root of philosophy, the ancient Greeks called this thaumázein
(in Portuguese, we call it espanto). These distinctions, lived through by consciousness itself, have prompted it to
pause, to meditate, and to re�ect—alone and within itself—on its nature, on God, and on the world. Yet, one
might also be led, as Chuang Tzu or Copernicus once were, to invert the frame of reference and ponder the
perspective of the world itself, with its butter�ies and mischievous demons. A view from without, perhaps from
nowhere, but in company. What would it take to turn an experiment of consciousness into an experiment on
consciousness? To transform an intrinsic perturbation into an extrinsic one, nature into arti�ce, sleep into
wakefulness—eyes open.
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II. Experiments
Experimentation has many lives of its own

Ian Hacking

In his 1958 paper “Some Mechanisms of Consciousness Discovered During Electrical Stimulation of the
Brain”[12], Wilder Pen�eld begins by reminding us that it was through Hippocrates’ contact with epileptic
patients that the ancient Greek physician came to enthrone consciousness in the brain, displacing it from the
heart, where it was previously believed to reside: “Men ought to know that from the brain and from the brain
alone, arise our pleasures, joys, laughter and jests, as well as our sorrows, pains, griefs and tears. Through it, in
particular, we think, see, hear and distinguish the ugly from the beautiful, the bad from the good, the pleasant
from the unpleasant.”

In that writing, Hippocrates argued for the neurological rather than divine origin of epilepsy, which was
regarded at the time as the “sacred disease.” He believed that attributing the disease to a divine power, simply due
to its “wonderful” and violent manifestations during seizures, was an arti�ce to mask a lack of understanding
and an inability to intervene on it. He proposed that epilepsy was due to a saturation of phlegma (a water-based
humor) in the brain, which then over�owed to the rest of the body. His hypothesis, based on his
quasi-physiological theory of the four bodily �uids, echoes the neuronal hyper-excitation and synchronization
now known to occur during epileptic seizures.

Like Hippocrates, Pen�eld also reported on the whereabouts of consciousness through his work with
epileptic patients. During the awake craniotomy surgeries he performed, patients remained fully conscious on
the operating table, with their skulls open and brain exposed under local anesthesia. His goal was to delineate the
boundaries of the epileptic tissue that needed to be resected, carefully avoiding the neighboring “eloquent”
regions responsible for perceptual, cognitive and motor functions.

Like the swimming sleeper in Anne Carson’s poem, Pen�eld needed orientation. As we have observed, the
sleeper must traverse the waxing and waning of his consciousness on his own, drifting in and out of
dreamscapes, even when someone lies awake right beside him. But to navigate the brain’s myriad gyri and sulci,
whose patterns are “never twice the same,” Pen�eld, the surgeon, could rely on the company of his awake
patient:

Only thus is the cause of the attack to be found, and the surgeon's hand guided. The patient talks and
answers the surgeon's questions while he maps out the various functional areas by applying a gentle
electrical stimulus here and there on the cortex.
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Not unlike a sailor carefully guiding the helm, every now and then checking the lighthouse’s position and
reading his compass, the surgeon triangulates between the electrode’s position, the brain’s visual landmarks, and
the patient’s report. This navigational endeavor allows Pen�eld to trace a unique cognitive-experiential map of
his patient’s brain that guides him throughout the procedure.

Much like Freud with his early patients, Pen�eld also witnessed an uncanny form of “talking cure.” His
electrical stimulation of the temporal lobe occasionally induced the “replay” of detailed memories. The report of
these reminiscences by his patients, led him to propose a tape-recorder model of memory. Adding to the irony,
these phenomena have proven di�cult to replicate in modern clinical settings[13]2.

Here’s Pen�eld’s report on patient D.F., a twenty-six-year-old woman with epilepsy, in whom he performed
functional mapping of the right temporal lobe prior to resection surgery:

When the electrode was applied in gray matter on the cut face of the temporal lobe at point 23, the
patient observed: "I hear some music." Fifteen minutes later, the electrode was applied to the same spot
again without her knowledge. "I hear music again," she said. "It is like radio." Again and again, then, the
electrode tip was applied to this point. Each time, she heard an orchestra playing the same piece of
music. It apparently began at the same point and went on from verse to chorus. Seeing the electrical
stimulator box, from where she lay under the surgical coverings, she thought it was a gramophone that
someone was turning on from time to time. She was asked to describe the music. When the electrode
was applied again, she began to hum a tune, and all in the operating room listened in astonished silence.
She was obviously humming along with the orchestra at about the tempo that would be expected.

2 In all seriousness, I believe this parallel could productively be taken far, for example, tracing how these di�erent “talking cures”
resulted in signi�cantly di�erent theories of consciousness and of memory (e.g. Pen�eld’s tape-recorder and localizationism versus Freud’s
mystic writing-pad model of memory[14] and his strati�ed neuronal theory of consciousness[15]), but this will be left for another
occasion.
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Other points were stimulated with no result, except at three points, quite close to 23, where the same
song was reproduced.

There is a sort of wonderful suspense at play in the scene described by Pen�eld. The tension seems to arise
from an intricate gap at the heart of it; one that divides space in two and gets redoubled in time. As we read the
report, we are invited to alternate between the perspective of the patient and that of the experimenters, following
their distinct streams of experiences and beliefs, hers and theirs (split time). These streams, in turn, are updated
and interrupted by asynchronous surprises and realizations (split time), creating a sort of spiraling logical
development.

As the electrode �nds its position at point 23 on the cortical surface and the surgeon activates the current,
their attention shifts to the patient’s words: “I hear some music.” Initially, the patient attributes the music to the
stimulator box (correctly, as it turns out) but mistakes it for a gramophone, assuming that everyone in the
operating room can hear it, just as she does. Hence, no surprise on her part yet. The experimenters, on the other
hand, though having heard what she said, are uncertain about what her statement refers to. To register as a
clinical event, they must �rst determine whether the e�ect is indeed neurological, robust, and speci�c to that
stimulated point. Intrigued, they wait �fteen minutes. Silence. The scene starts over, and she hears it again: “It’s
like a radio.” This isn’t enough. Clinical rigor demands repeated testing, like an obsessive conductor
orchestrating the same piece over and over. The electrode is applied “again and again” to point 23 and nearby
points. With each session, the music resumes, “from verse to chorus,” ending in the patient’s report. Repetition
yields knowledge: she realizes there is no gramophone, they learn point 23 plays just like one. Finally, she is asked
to describe the music. When the same stimulation is applied again as at the beginning, something, however, has
changed. The operating room now sits in “astonished silence” as the faint humming from the patient's mouth is
the only index of the musical piece being played loud, clear, and perhaps majestically so—simultaneously there
and elsewhere. Alas, the experimenters don’t have tickets to the show in this Cartesian Theater.

There is another crucial aspect at work in this scene that deserves closer examination: the asymmetry
between the power to induce experiences and the access to those experiences. On the one hand, patient D.F. has
privileged access to the otherworldly experiences occurring in the operating room. Yet, without control over the
stimulation box and with her brain in its most vulnerable state, she lacks the power to produce or prevent the
phenomena she witnesses. On the other hand, the experimenters wield a god-like power to induce these
“visions” and alterations (one can only imagine Hippocrates astonishment), all labeled on the cortical surface of
the patient's brain. However, they remain largely blind to the e�ects of the currents they administer, relying
entirely on the patient’s willingness to report what she perceives as a result of the stimulation. In essence, she
witnesses that which she cannot control, while they control that which they cannot witness.

This situation delineates a clear divide between what we can call the experiential register and the
experimental register, personi�ed by patient D.F. and �gures like Pen�eld and the medical sta�, respectively. The
salient aspect of the experiential register is subjective appearance, whereas that of the experimental register is
objective control. We use “salient” because experiences are also imbued with some level of introspective control
(e.g., to attend, to judge, to remember), and because experiments can also be viewed as measuring devices capable
of sensing particular types of data (e.g., electrode position, current intensity, patient reports).
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The experiential register is a “�rst-person” perspective, insofar as what appears does so uniquely to a subject
(e.g., patient D.F.). It is a partial perspective, taking place here and now; it is not accessible to everyone, and
might not be available elsewhere or at another time. Conversely, the experimental register is a “third-person”
perspective, composed of a conjunction of viewpoints (e.g., Pen�eld and his assistants), characterized by
whatever remains consistently invariant across them. Experiments are often plural, as invariance—a condition
for objectivity—requires repetition and variation (“again and again”). An experimental outcome exists to the
extent that it is publicly veri�able and replicable under various conditions, ideally, by anyone, anywhere and at
any time.

In the end of Pen�eld’s account of this scene, what lingers is the sense that a virtuous circle took form
between the patient and the experimenters in the operating room. There, where an irreconcilable gap subsisted,
we also �nd the resolution of the scene’s tension, with both the patient and the experimenters rejoicing. In fact,
Pen�eld reports receiving a letter from patient D.F. one year after the procedure:

Today marks a year since you operated on me, and I suppose you are wondering how I am coming
along. Now to answer your questions: I heard the song right from the beginning, and you know I could
remember much more of it right in the operating room. There were instruments... It was as though it
were being played by an orchestra. De�nitely, it was not as though I were imagining the tune to myself. I
actually heard it. It is not one of my favorite songs, so I don't know why I heard that song. I �nally got
ahold of a copy of this piece and played it on the piano the other Sunday. Thanks again for better
health.

Since Pen�eld’s pioneering work on epilepsy surgery (now known as the Montreal procedure), a wide and
heterogeneous array of experiential phenomena has been induced and mapped to di�erent regions of the brain
using electrical stimulation during awake craniotomy[16]. These phenomena range from simple visual
phosphenes (primary occipital cortex), face hallucinations (fusiform gyrus)[17], and emotions (cingulate
cortex)[18], to out-of-body experiences (right angular gyrus)[19] and the complex reminiscences reported by
Pen�eld (medial temporal lobe)[20]. It’s fair to say that the compilation of all these maps—infusing brain
structures with experiences—wouldn’t have been possible without the recurrence of that partnership between
patient D.F. and Pen�eld, an enduring collaboration that knitted experience and experiment together across
decades and operating rooms. Without patients speaking, brain surgeons would operate in the dark, strolling
across the brain’s moist and silent landscape of valleys and ridges—much like Leibniz exploring his imaginary
Mill3.

Nonetheless, the unity between the experiential and experimental registers remains ultimately contingent,
relying on a conjunctural arrangement that may not always hold. In fact, Pen�eld’s reporting at times alternates
vigorously between the brain coordinates tied to his manual exploration of the cortical surface and the patient’s
accounts of their experiences:

3 “If we imagine a machine whose structure makes it think, sense, and have perceptions, we could conceive it enlarged, keeping the
same proportions, so that we could enter into it, as one enters a mill. Assuming that, when inspecting its interior, we will �nd only parts
that push one another, and we will never �nd anything to explain a perception” TheMonadology (1714)[21]
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When her left temporal lobe was stimulated anteriorly at point 19, she recounted, "I had a dream, I had
a book under my arm. I was talking to a man. The man was trying to reassure me not to worry about
the book." At a point 1 cm distant, stimulation at point 20 elicited the response: "Mother is talking to
me." Fifteen minutes later, the same point was stimulated again; the patient laughed aloud while the
electrode was held in place. After the electrode was withdrawn, she was asked to explain. She replied,
"Well, it is kind of a long story, but I will tell you....". After an interval of time, the electrode was applied
again, without warning, at point 20. The patient spoke quietly while the electrode was kept in place:
"Yes, another experience," she said. "A di�erent experience, a true experience. This man, Mr.
Meerburger, he-oh well, he drinks," etc. Stimulation at 23 caused her to hear music.”

With no sight of an end or glimpse of an underlying logic relating the points to the experiences or the
experiences to each other, we face a vertiginous (rather than virtuous) back-and-forth between experience and
experiment. We can imagine Pen�eld’s map-making extending endlessly: the lit operating room advancing into
the night, bustling with activity; Pen�eld maneuvering the electrode over every millimeter of the patient's
cortical surface with surgical precision; patient D.F. fully absorbed in reporting any noticeable change in her
experience with every electrical stimulus; and his assistants diligently recording each new stimulation point and
patient report, eventually �lling as many notebooks as there are folds in the brain, much like one of Lewis
Carroll’s stories:

"What a useful thing a pocket-map is!" I remarked.

"That's another thing we've learned from your Nation," said Mein Herr, "map-making. But we've
carried it much further than you. What do you consider the largestmap that would be really useful?"

"About six inches to the mile."

"Only six inches!" exclaimedMein Herr. "We very soon got to six yards to the mile. Then we tried a
hundred yards to the mile. And then came the grandest idea of all! We actually made a map of the
country, on the scale of amile to the mile!"

"Have you used it much?" I enquired.

"It has never been spread out, yet," said Mein Herr: "the farmers objected: they said it would cover the
whole country, and shut out the sunlight! So we now use the country itself, as its own map, and I assure
you it does nearly as well."

(Sylvie and Bruno Concluded, Lewis Carroll, 1895)

Among Pen�eld’s most emblematic explorations is that of the cortical surface just anterior to the central
sulcus, where he would go on to make a striking discovery. There, electrical stimulation caused his patients to
report tingling sensations in their bodies (perhaps not unlike the gentle electrical currents delivered to their
brains). As he moved the electrode tip to a nearby point, the sensation likewise shifted to an adjacent location of
the patient’s body. From the toes up to the tongue, Pen�eld delineated the contours of a human-like creature
lying �at on the very surface of the patient’s brain—the Homunculus, as he called it[22]. As neuroscience
advances and ever more detailed brain maps are created with �ner electrodes, there may come a time when

17



scientists will stop and ponder whether they might be better o� using the brain itself as its own map[23].
Leaning over the exposed wet brain while the patient remains fully awake, they might listen in astonished silence
to what the Homunculus had to say.
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Summary
Experience and experiments o�er two lenses to approach the world and consciousness. In the Introduction,

we have pursued the seemingly incommensurable, yet deeply imbricated paths o�ered by these two perspectives:
the tensions (and resolutions) that take place between the two every night during sleep and exceptionally, during
the awake brain surgery of epileptic patients. In parallel, we have traced how these two perspectives have aligned
and diverged in philosophy and in science, personi�ed in the �gures of Descartes and Pen�eld. On one side,
�rst-person experience strives to go beyond itself and touch upon the mind-independent realities of the world,
objectivity and science. On the other hand, the third-person perspective o�ered by experiments, what Thomas
Nagel called the “view from nowhere”[1], has long sought to penetrate the elusive reality of consciousness,
subjectivity and ideas. Following these two perspectives, the four studies comprising the present thesis are
divided into two parts.

The �rst part, “Experience”, consists of two studies based on Integrated Information Theory (IIT), a theory
of consciousness that takes phenomenal experience as its starting point, and employs �rst-person introspection
to develop a physical account of consciousness based on causal powers and their relations [2].

The �rst study, “The Many Lives of Φ: An introduction to Integrated Information Theory as a research
program”, is a broad, and hopefully accessible, primer to IIT, which also aims to o�er a new perspective on the
theory. Rather than starting with its notorious phenomenology-to-physical approach, it �rst delineates its
underlying explanatory framework, and then presents its core ideas (the axioms and postulates) as unique
solutions to general problems faced by theories of consciousness. Additionally, it reviews the di�erent ways and
levels at which neuroscientists, theoreticians and philosophers have engaged with it, presenting IIT as an
ongoing research program, rather than a monolithic theory. This chapter also sets up a framework on which we
can map the other studies in the thesis (see visual summary below).

The second study, “Why time flows: Integrated Information Theory’s account of temporal experience”, is an
application of IIT, in particular of its idea of composition and Φ-structures, to address the quality of
consciousness, i.e. the way experiences feel like. Following previous work proposing that spatial experience
corresponds to the unfolded Φ-structure of undirected 2D grids [3], this study shows that the basic properties of
temporal experience can be accounted for in terms of the unfolded Φ-structure of directed 1D grids. This result
leads to the prediction of directed 1D grids as the neural substrate of phenomenal time, and provides a new,
principled approach to understanding the phenomenology of temporal experiences.

The second part of the thesis, “Experiments”, comprises two studies, an empirical and a computational one,
that employ a perturbational perspective to investigate the emergence (and breakdown) of complexity and
causality across a system’s di�erent scales and states.

The �rst study, “Comparing the effects of transcranial magnetic to intracranial electric stimulation with
hd-EEG”, is an experimental work that compares two brain stimulation techniques used to probe the properties
of brain circuits, Transcranial Magnetic Stimulation (TMS) and Intracranial Electrical Stimulation (IES). In this
study, the similarities and di�erences between the e�ects of TMS and IES are for the �rst time compared using
hd-EEG scalp recordings acquired during single-pulse stimulation delivered during wakefulness and NREM
sleep. This study falls within a broader e�ort of aligning perturbational approaches across stimulation methods
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and brain scales[4]. Beyond its methodological and neurophysiological value, this work also speaks to the idea
that gauging complexity is not only a function of a system’s internal make up but also correlative to the method
one employs to probe the system.

The second study, “Causal emergence is widespread across measures of causation”, is a computational study
investigating the notion of causal emergence and surveys di�erent measures of causation in the literature.
Contrary to the reductionist view that microscale descriptions contain all there is to a system, the idea of causal
emergence, previously formalized based on IIT’s framework[5], suggests that macroscales can “beat” the micro
in terms of causal power (and information). The study identi�es a convergence of in the proposed measures,
quantifying causal power as a balance between two “causal primitives”: determinism and non-degeneracy (also
known as su�ciency and necessity), and demonstrates using simulated toy systems that causal emergence can
obtain across all these measures of causation.
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Chapter 1
The Many Lives of Phi: An introduction to Integrated
Information Theory as a research program4

Abstract

Integrated Information Theory (IIT) stands as an ambitious framework in the �eld of consciousness studies, integrating novel
mathematical, scienti�c, and philosophical ideas. Since its inception over twenty years ago, IIT has evolved signi�cantly, expanding and
re�ning its concepts. However, its current complexity and scope can make it challenging to attain a good grasp of its concepts and a full
view of the theory. This paper o�ers a fresh perspective on IIT by navigating through its internal structure and mapping the research the
theory has driven in various �elds. We introduce IIT through a layered approach, starting from its broad explanatory framework before
diving into its core ideas. Next, we examine IIT across its formal, experimental, and metaphysical dimensions, highlighting its role as a
pivotal research program in consciousness science and its interactions with related disciplines such as complex systems theory,
psychophysics, and philosophy of mind. By presenting IIT in this multifaceted manner, we underscore the numerous ways one can
engage with the theory, whether critically or constructively, thereby paving the way for clearer and more nuanced discussions in the �eld.
By addressing the common challenges faced by theories of consciousness, we position IIT as both a unique attempt to understand
consciousness and a blueprint for future developments in the �eld.

1. Introduction

2. Layers

2.1. Meta-theoretical ideas

2.1.1. Phenomenality and Introspection: the Explanandum

2.2.2. Causality and Perturbations: the Explanans

2.1.3. Structuralism: the Explanatory goal

2.1.4. Phenomenal-to-physical approach: the Methodological strategy

2.2. Core ideas

2.2.1. Intrinsicality: the problem of Reference

2.3.2. Information: the problem of Quantity (I)

2.3.3. Integration: the problem of Quantity (II)

2.3.4. Exclusion: the problem of Extension

2.3.5. Composition: the problem of Quality

3. Dimensions

3.1. Formal: Theoretical IIT

3.2. Experimental: Neuronal IIT

3.3. Metaphysical: Worldview IIT

4. Discussion

4.1. IIT as a research program in the science of consciousness

4.2. The many ways IIT can fail – or succeed

Bibliography

4 This chapter consists of an early version of the forthcoming article: Comolatti, Renzo; Negro, Niccolò; Massimini, Marcello;
Rosas, Fernando E.. TheMany Lives of Phi: An introduction to Integrated Information Theory as a research program.
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1. Introduction

Integrated Information Theory (IIT) stands as an ambitious framework in the �eld of consciousness
studies. Since its inception more than twenty years ago, IIT have undergone important developments which
have been organized in four di�erent versions: 1.0 (Tononi & Sporns, 2003), 2.0 (Balduzzi & Tononi, 2008), 3.0
(Oizumi et al., 2014) and 4.0 (Albantakis, Barbosa, et al., 2023). Between its earliest pre�guration (Tononi &
Edelman, 1998) and its latest 4.0 version, the development of IIT has resulted in the introduction of numerous
mathematical, scienti�c, and philosophical ideas. While enriching, the range of IIT’s scope makes it challenging
to grasp an overall view of the theory and a clear understanding of the complex relationships between its various
aspects. This di�culty has created important misunderstandings between researchers related to interpretations
of the theory and the value of its contribution.

To address this issue, this work o�ers a new perspective on the theory aimed at illuminating its internal
structure and explanatory framework. In contrast to most presentations of IIT which depict it as a monolithic
entity, here we put an emphasis on the relative independence of di�erent aspects of the theory as well as how
di�erent scientists, theoreticians, and philosophers have engaged with it at di�erent levels and perspectives. By
doing this, this paper aims to present di�erent ways in which the theory could be helpful for a variety of
researchers without the need to embrace all its commitments. Hopefully, this paper may also function as a
primer to the theory and a roadmap for those interested in �nding an entry point to it.

Built upon this landscape, IIT emerges as an active and ongoing research program just as much as a theory
in the process of consolidating a body of core assumptions, formal tools and experimental hypotheses. Our
exposition also makes it clear how failures in one dimension or layer may not a�ect its validity and success in
others. Finally, we hope our framework, in which IIT appears as a singular attempt to address general problems,
also lays out a blueprint for other ToC, highlighting the common challenges faced by the science of
consciousness as a whole.

2. Layers

We start by constructing a sca�old of the main ideas that make up the theory, which we call layers. In each
layer, we introduce the basic idea by pointing out the general problem that it is trying to address, and which, we
argue, is faced by any theory of consciousness (ToC). Instead of directly starting from the axioms of experience
and their translation into physical postulates, as IIT latest papers have done, we begin by �rst delineating its
explanatory framework. Here, we show how IIT addresses meta-theoretical tasks of any ToC such as de�ning
how consciousness is conceived (explanandum) and in which naturalistic terms it aims to scienti�cally account
for it (explanans). The idea of the axiom-to-postulate approach �gures as one of the layers within this
explanatory arch. This preliminary work is followed by the core ideas for which the theory is recognized:
intrinsicality, information, integration, composition and exclusion.

2.1. Meta-theoretical ideas

The meta-theoretical ideas address the di�erent aspects of the general explanatory framework of a ToC:
(i) de�ning consciousness and the properties that are sought to be accounted for (explanandum); (ii) de�ning
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the natural domain and the properties that are taken as the basis of the explanation (explanans); (iii) specifying
the general form of how the explanandum can be accounted for by the resources of the explanans (explanatory
goal); �nally, (iv) de�ne a general strategy to build the theory (methodological strategy). We will see below that
IIT address these by: (i) de�ning consciousness by phenomenal properties derivable from introspection, (ii)
positing a physical domain based on causal properties assessed through a perturb-and-measure approach, (iii)
explaining consciousness through a structural mapping between the phenomenal and the physical domain, (iv)
proposing that consciousness itself can be used to guide and constrain the form of the physical properties needed
to account for it.

2.1.1. Phenomenality and Introspection: the Explanandum

The basic premise of any ToC is that consciousness deserves to be explained. But what does one mean with
consciousness and what properties are sought to be explained? To answer this, IIT begins by pointing to an
everyday experience shared by all of us: consciousness is that which goes away when we fall asleep into dreamless
sleep, and returns when we dream or wake up in the next morning. That there is a fundamental di�erence
between “being there” (whether it is awake in contact with reality, or in dreams) and complete lack of experience
is, for IIT, the key phenomenon that needs to be accounted for. In approaching consciousness through this lens,
IIT aims at directly tackling the existence of phenomenal consciousness, of what it is like to have an experience.

After acknowledging that consciousness exists and deserves an explanation, IIT starts by employing
�rst-person introspection to identify its essential properties, that is, phenomenal properties that are true of
every conceivable experience. It calls these properties axioms of phenomenal existence.

This idea of taking phenomenology axiomatically builds on Descartes’ idea that our consciousness is the sole
thing whose existence we cannot doubt, and that therefore, can serve as the stepping stone for any investigation
of its nature. This approach is also in line with the phenomenological tradition pioneered by Husserl, which
proposes that consciousness can be captured by studying its internal structure and using introspection to extract
its invariant properties (Husserl, 1977). In fact, following this car, IIT posits its “‘zeroth” axiom of phenomenal
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existence, which states that experience exists: that there is something, rather than nothing. This is followed by
�ve axioms: intrinsicality, information, integration, exclusion and composition. These axioms (and what IIT will
call physical postulates) form the very heart of the theory. But since we are currently at the theory’s �rst layer, at
its “skin”, we will get back to them and examine them one by one later on, once we are equipped with more
tools.

The initial foundation of IIT combines phenomenological, epistemological, and ontological aspects:
consciousness is phenomenal experience and can be examined via introspection (phenomenological element);
�rst-person introspection can provide immediate and undoubtable knowledge about consciousness
(epistemological element); consciousness being the �rst (and only) thing we can be absolutely sure of, the
existence of consciousness should be considered as prior to other types of existence (ontological element).
Expressed in a weaker form, these claims lay out the assumption that not only the phenomenal aspect of
consciousness should be at the center of any explanation given by a ToC, but that �rst-person introspection
should be used to examine it .

Objections, alternatives and replies

Already at this early stage, there are ways one could reject the approach IIT takes to study consciousness.
First, one can argue that consciousness does not really exist after all and embrace an “eliminativist” position
about consciousness (Irvine et al., 2020; Ramsey, 2022). Eliminativists often claim that the idea that mental
states have phenomenal properties, or qualia, is a misconceived notion (Dennett, 1988). As such, they think
that consciousness is better left out of scienti�c explanations, which should entirely consist of statements
involving conventional functional (Cohen & Dennett, 2011) and neurobiological (Churchland, 1994)
properties. However, by opting out of explaining consciousness as such, they are then left with the problem of
explaining why consciousness “appears to appear”. In other words, eliminativists must face the ‘meta-problem of
consciousness’ (D. Chalmers, 2018) of explaining how the ‘illusion’ of phenomenal consciousness comes about
(Frankish, 2016).

Second, one can argue that even if consciousness exists and should be accounted for, consciousness is not
the feeling of what it is like to have a certain experience but rather the knowing that one has such an experience
(Michel, 2019). In this alternative conception, consciousness amounts to the cognitive capacity to access and
manipulate mental contents, which includes attending, judging, remembering and reporting such contents. In
such accounts, the real explanatory target is thus not phenomenal consciousness, but access consciousness
(Block, 1995). This view often embraces a functionalist approach according to which consciousness should be
studied according to what it does, and explained in terms of how parts of the brain are able to process and use
information to perform functions that are salient to the organism. Scholars and scientists with this inclination
will then have to explain whether phenomenal consciousness can be reduced to access consciousness (in the same
way as the liquidity of water reduces to its chemical properties), or whether they think that phenomenal
consciousness simply does not refer to any phenomenon in reality (in the same way as phlogiston was eliminated
by our ontology once chemistry became an established science) thus falling back to the eliminativist position.

Third, one can agree with the priority of phenomenal consciousness, but question the axiomatic approach.
Speci�cally, by pointing to the fallibility of introspection and its limited ability to probe the structure of
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consciousness and of its contents (Ellia et al., 2021). In that case, introspection could mistake accidental
properties for essential ones (Bayne, 2018), or conversely, take essential properties for accidental ones resulting in
an incomplete enumeration of the axioms. For example, IIT leaves out the temporal character of consciousness
(Singhal et al., 2022), or metacognitive and higher-order capacities (Brown et al., 2019) which �gure as basic
properties of consciousness in other ToC. In this case, the properties of phenomenal consciousness may have to
be sought experimentally, for instance, by leveraging phenomenological reports paradigms (Petitmengin et al.,
2019; Qianchen et al., 2022), until a shared intersubjective agreement is reached. Be that as it may, we can take a
hint from modern mathematics, where axioms are often posited regardless of their self-evidence; rather, they are
evaluated based on their consistency and the consequences they can yield down the line (Bostock, 2009).

If, however, one accepts that (i) consciousness exists; (ii) that its phenomenal character merits an
explanation; and (iii) that IIT’s approach can convincingly delineate the explanandum through its axiomatic
foundation, then the next step is to see whether IIT employs a successful explanatory framework to account for
the explanandum.

2.2.2. Causality and Perturbations: the Explanans

IIT proposes that a scienti�c explanation of consciousness should be based on a physical account rather
than con�ned to neurobiology. Embracing a physical framework has led IIT to formalize its ideas and develop
measures of consciousness that are in principle universally applicable across both biological and non-biological
systems. This formalization provides a principled approach to understanding consciousness beyond our own
brains, such as the question of machine consciousness (Findlay et al., forthcoming). This path also permits the
systematic and precise study of its predictions on simulated toy systems, establishing a more grounded approach
to developing its framework as well as understanding consciousness across varied domains and architectures
(Albantakis, Barbosa, et al., 2023).

Traditional physics often frames its fundamental laws as equations of motion— di�erential equations that
delineate the future evolution of a system given initial conditions. These laws are thought to capture essential
regularities of the universe, which determine the unfolding of physical systems. In this view, causality is typically
regarded as an auxiliary concept, e�ective but not fundamental to the overarching framework of physics (with
some exceptions, e.g. the many-worlds interpretation of quantummechanics).

In contrast, IIT places causality at the heart of the physical world. For IIT, the mark of physical existence is
the capacity of entities to a�ect and be a�ected by each other: physical entities are entirely constituted by the
causal powers they wield, de�ned as their ability “to take and make di�erences”. For instance, neuron X wields
causal powers with respect to neuron Y insofar as neuron X’s ability to �re (and not �re) action potentialsmakes
a difference to neuron Y’s propensity to �re (and not �re) in the future, and conversely, also takes differences
from neuron Y’s propensity to having �red (and not �red) in the past. Note that producing e�ects (making
di�erences) is just as important as having causes (taking di�erences), and that’s why IIT prefers to speak about
cause-e�ect powers rather than simply causal powers. And in fact, most measures and frameworks of causation
are sensible to both the cause and the e�ect dimensions (normally conceptualized as necessity and su�ciency, or
degeneracy and determinism) (Comolatti &Hoel, 2022; Pearl, 2009).
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IIT uses the natural language of probabilities to express this ideas formally: the “e�ect of X on Y” is assessed
by looking at the probability of a neuron Y �ring or not (at time t+1) conditioned on neuron X having �red (at
time t), P(Yt+1 | Xt= fire); and the “cause of X by Y” via the probability of Y having �red or not (at time t-1) given
that neuron X has �red (at time t), P(Yt-1 | Xt= fire).

Correlative to this causal power ontology (Tononi, 2017), is an epistemological view in which knowledge
about the physical world is operational, obtained by interacting with it through observation and manipulation.
Drawing from interventionist treatments of causality, IIT argues that passive observation of a system dynamics is
insu�cient to infer its underlying causal relationships; in order to unveil causal powers and obtain causal
knowledge one must also be able to actively perturb the system and observe the ensuing outcomes in a
controlled and systematic manner (Pearl, 2009; Woodward, 2005).

In IIT, the idea that the causal powers of a physical system are gauged through a perturbational
perspective has been formalized mathematically by the notion of the Transition Probability Matrix (TPM) of a
system. The TPM encodes all the causal constraints of a system, and by extension, all its physical properties and
measures in the theory can be computed from it. The TPM is obtained by perturbing the system into all possible
state and assessing their transition probability into all other states, represented in a probability matrix P(St+1 | St ).

In neuroscience, most information-theoretic measures used are usually agnostic on how the underlying
probability distributions are obtained, and are often estimated from spontaneous recordings of brain activity.
IIT’s causal approach, instead, prescribes that since consciousness is a causal phenomenon, measures should, in
principle, be computed using interventional distributions obtained from causal data.

The perturb-and-measure approach to consciousness put forward by IIT has paved the way to empirical
investigations combining brain stimulation techniques (e.g. TMS) with electrophysiological recordings, to
directly probe cortical circuits in di�erent states of consciousness, including wakefulness, NREM sleep,
anesthesia, as well as disorders of consciousness (Casarotto et al., 2016; Massimini, 2005; Sarasso et al., 2015).
This approach has also led to the successful development of a causal measure to index consciousness, based on
recordings of brain responses to stimulation – the Perturbational Complexity Index (PCI) (Casali et al., 2013)
(further discussed in section 3.2).

Objections, alternatives and replies

IIT’s physical approach to consciousness could be considered either unwarranted in principle or ad hoc. In
the former, it has been proposed that consciousness is fundamentally a biological phenomenon tied to living
organisms (Dreyfus, 1992; Edelman et al., 2011), a position known as biological naturalism (Searle, 1992). In the
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latter, one may argue that hypotheses directly grounded in neural architecture and mechanisms are more testable
and valuable, and worry that formalizing consciousness in physical terms is ‘premature’ given that our
understanding of consciousness is limited already at the neurobiological level. A formalized framework may
abstract away from these empirical realities and introduce new practical problems. For example, the
computational intractability of IIT’s measures to large neural networks poses signi�cant challenges to the
theory's practical applicability to real neural systems. However, there is no inherent contradiction between the
formalization of a theory of consciousness and the generation of hypotheses about its neural basis. In fact, the
relevance of integrated information has originated in the context of understanding the role of the
thalamocortical system in dynamically integrating cortical modules for sustaining consciousness (Tononi &
Edelman, 1998), and hasn’t since refrained from making hypotheses based on neural substrates (see section 3.2
on Neuronal IIT). As argued by (Kanai & Fujisawa, 2023), a comprehensive theory of consciousness should be
universally applicable, capable of determining consciousness in any physical system, regardless of their origin or
composition. In this sense, IIT’s approach can be said to be both empirically testable and universally applicable.

IIT proponents can also draw attention to the limitations of neurobiological and neurocognitive ToCs,
formulated based on our knowledge of the structure and functioning of the human and mammalian brains
(Dehaene et al., 2011; Edelman, 2001; Graziano & Webb, 2015). Due to their species-speci�c and brain-centric
formulation, these theories can struggle to extrapolate their claims beyond the neural substrates they are
modeled after, limiting their generality and interpretability in non-biological substrates.

Importantly, the universality of IIT does not imply that consciousness is substrate-independent. Although
IIT’s approach is not sensitive to speci�c composition properties of the substrate (e.g., if it is made of carbon or
silicon), it nevertheless posits that consciousness corresponds to causal powers that must be physically
implemented, not simply simulated. In this sense, IIT’s approach is at odds with computational functionalism, a
popular and widely endorsed view in the philosophy and the science of consciousness (Butlin et al., 2023;
Cleeremans, 2005; Wiese & Friston, 2021). For IIT, since causal structure, but not computational function,
supervenes on physical implementation of systems (e.g. local connectivity of neurons), the decoupling between
“software” and “hardware” implied by computationalism, is preempted from the start (Findlay et al.
forthcoming).

2.1.3. Structuralism: the Explanatory goal

While the description of the invariant structures of experience is the central task in the phenomenological
tradition and is taken as a stepping stone for IIT, the ultimate goal of the theory is to give a scienti�c explanation
for the properties of consciousness. This goal entails formulating an account that is consistent with the
naturalized view of the world developed by science, which encompasses the laws and entities speci�ed by physics,
chemistry and biology. However, such a goal faces the challenge whereby phenomenal experience doesn’t seem
immediately amenable to being cast in the language of science and its disciplines. Experience – at least at �rst
glance – seems to be fundamentally subjective, non-relational and qualitative, while science is commonly
regarded to deal with objective, structural and quantitative phenomena. The existence of this gap between the
‘intrinsic’ character of experiences and the ‘extrinsic’ nature of scienti�c explanations (Levine, 1983), has led to
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labeling the challenge of naturalizing consciousness – i.e. accounting for phenomenal experience through a
scienti�c explanation – “the hard problem” (D. Chalmers, 2018).

In order to bridge the explanatory gap between the phenomenal and the natural domain, IIT requires that
the properties identi�ed in the explanandum domain (e.g. phenomenal properties) be mapped into a naturalized
explanatory domain (e.g. physical properties). The underlying idea is that consciousness is identi�ed through
structural features, and by mapping each of these features in a domain amenable to scienti�c investigation, we
make those phenomenal features intelligible from the third-person perspective, thus bridging the gap between
the subjective and the objective (Ellia et al., 2021). At its center, IIT proposes an explanatory identity stating
that every experience has a one-to-one correspondence to a cause-e�ect structure unfolded from its underlying
substrate. Because of this, IIT goes beyond the search for neural correlates of consciousness, and attempts to
provide a structural explanation of each aspect of consciousness based on how that aspect is translated in the
explanatory domain, expressed in terms of cause-e�ect power (Chis-Ciure & Ellia, 2023).

IIT’s proposed account of consciousness is thus formulated across two domains, the phenomenal and the
physical. However, for IIT these two domains are not taken to be ontologically on par: the �rst-person
perspective of the phenomenal domain is the domain of what exists indubitably and the domain through which
all our knowledge of the world is obtained, and therefore its ontological status is primary and secured. On the
other hand, the physical world is purely posited from within the phenomenal one as an explanatory device, and
therefore its existence has an operational status that can in principle be put into question.

The �nal step is then to understand how these two domains are related. Given that the physical domain is a
purely explanatory posit, the nature of this relationship is not primarily metaphysical, but epistemic: according
to IIT, bridging the phenomenal and the physical does not amount to ontologically reducing consciousness to
the physical; rather, the physical domain has an instrumental role as a means to deepening our scienti�c
understanding of consciousness (Albantakis, Barbosa, et al., 2023; Grasso, 2018).

Alternatively, one might take a weaker stance that does not require ontological primacy but maintains that
phenomenal consciousness must be accounted for in any comprehensive explanation of reality. This perspective
allows for a dual-aspect approach where both physical and phenomenal domains are essential and
interdependent aspects of the same underlying reality.

Objections, alternatives and replies

There are at least two ways to resist this explanatory framework: �rst, one could reject the structuralist
assumption behind IIT’s approach by claiming that structurally mapping the phenomenal properties of
consciousness onto the physical domain is not su�cient to explain why phenomenal consciousness exists to
begin with, or why experiences they feel the way they feel. In this view, IIT’s structuralist strategy would not be
able to capture the non-relational properties of experience, falling short of addressing the hard problem of
consciousness. But it has also been argued that science in general is a structuralist endeavor, and since
consciousness doesn’t yield to structuralist accounts (D. J. Chalmers, 1997; Russell, 1927), this may entail that
consciousness is beyond scienti�c understanding (E. Hoel, 2023). An alternative to this view, one could build on
metaphysical positions such as panpsychism and Russellian monism to propose that consciousness is the
intrinsic and non-structural substance underlying the structural entities and laws described by physics (Grasso,
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2018; Mørch, 2019b). Here, rather than being “outside”, consciousness would �gure as nature and science very
inscrutable ground.

The second objection to the IIT’s strategy accepts the structuralist explanatory framework put forward by it
but questions the idea that the bridge between phenomenal and physical domains should be thought in terms of
an identity or an isomorphism. Mathematically, such mappings are only two among a broader typology of
structure-preserving mappings. Moreover, they are among the strongest forms of morphisms, in which all
structure present in one domain perfectly carries over the other domain, and vice-versa. In category theory, for
example, identity and isomorphisms exist among weaker forms of mappings that are also structure-preserving
(i.e. in decreasing order of how much structure they conserve across domains: equivalences, adjunctions and
functors. In empirical settings where experiments are subject to material limitations and noise, precise
one-to-one correspondence between the phenomenal and physical domain may be too stringent dependencies to
test. Therefore, while the explanatory identity may stand as an ideal for any theory of consciousness, it can be
complemented by formulating weaker forms of dependencies that can help guide the empirical testing of the
theory (Tsuchiya & Saigo, 2021).

In IIT’s view, the end goal of a theory of consciousness is to identify a structure-preserving mapping –
ideally, an explanatory identity – between an experiential domain (the explanatory target) and a physical domain
(the explanatory “source”): each property of consciousness should �nd a counterpart property in the
explanatory domain, and each relationship between properties of consciousness should be preserved in the
relationship between cause-e�ect powers of the physical.

2.1.4. Phenomenal-to-physical approach: the Methodological strategy

With the explanatory scheme in place – the properties of phenomenal consciousness (explanandum) are to
be accounted for by being structurally mapped to a physical domain de�ned in causal terms (explanans) – a
methodological strategy to build a theory and accomplish this objective remains to be speci�ed. IIT’s unique
methodology proposes a sort of Copernican turn on the science of consciousness: neuroscience has so far
attempted to extract consciousness out of knowledge about the brain – probing inside it in search of structures
(e.g. claustrum) and mechanisms (e.g. gamma synchrony), or at particular physical phenomena (e.g. quantum
e�ects) that could be attributed to consciousness, obtaining limited success; instead, IIT’s wager proposes that
we use introspective knowledge about our consciousness to guide and constrain the form that the scienti�c
explanation must take. Phenomenology takes the center of the stage, rather than the brain. Once the basic
properties of experience have been identi�ed through introspection (its axioms), IIT translates each of them into
the language of the causal powers, yielding the physical properties (its postulates) satis�ed by any substrate of
consciousness.

Let’s take an early IIT formulation to brie�y illustrates this axiom-to-postulate methodology: consciousness
is both informative (i.e. each experience rules out all other possible experiences) and integrated (i.e. each
experience is uni�ed rather than an aggregate of unrelated phenomenal components); it thus follows that a
physical system can only be conscious if it is – in some sense – also informative and integrated. A photodiode
that distinguishes only light from dark (i.e. 1 bit), cannot specify a highly informative experience of say, multiple
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intensities of light like we do (i.e. >> 1 bit), and likewise, a camera, which processes each of its pixel
independently, cannot experience an uni�ed visual �eld of what it photographs like we do.

Now, how should we make sense of the translation of axioms of experience into physical postulates, and
what warrants this passage? Rather than being a lawful deduction, this approach utilizes abductive reasoning to
bootstrap an explanation from within consciousness and build a bridge to the physical domain (N. Negro,
2023). IIT characterizes this as an “inference to a good explanation”, thus better understood as an iterative
process of formulating plausible hypotheses and re�ning them through introspective reasoning and empirical
testing.

This process �nds an interesting parallel in Kant’s transcendental philosophy, which also introduces a
‘Copernican turn’ by positing that objective reality is always interpreted through subjectivity itself, not the other
way (Chis-Ciure, 2022). Relatedly, Varela’s neurophenomenology proposes that phenomenological insights and
neuroscienti�c �ndings should mutually constraint each other, informing and re�ning the other through this
reciprocal relationship (Varela, 1996).

In sum, IIT’s methodological strategy posits consciousness as the essential constraint of its own scienti�c
explanation, and uses reason and abduction to determine the shape of such explanation. Importantly, this
strategy is iterative, in the sense that “a full explanation [of consciousness] can only be provided through a
back-and-forth between the properties of a substrate, which can be explored in great detail, and the
properties of experience, which can only be characterized crudely through introspection.” (Albantakis,
Barbosa, et al., 2023). IIT’s methodological strategy to bridge consciousness to its physical substrate consists in
using phenomenological axioms to guide and constrain the formulation of physical postulates. This process is
abductive, iterative, and enhanced by empirical testing, aiming to translate introspective insights into
scienti�cally testable physical principles.]

Objections, alternatives and replies

The dominant alternative to IIT’s phenomenal-to-physical methodology, which has phenomenological and
rationalist underpinnings, is the physical-to-phenomenal approach, which endorses instead an empiricist
agenda. This strategy leverages neuroscienti�c knowledge and experimental work to identify candidate brain
structures and mechanisms that are associated with di�erent states (e.g. wakefulness, NREM sleep, dreaming,
anesthesia, etc) and contents (e.g. faces, thoughts, etc) of consciousness. This research program based on
searching the neural correlates of consciousness (NCC), made explicit in the seminal 1990 paper by Christof
Koch and Francis Crick (Crick & Koch, 1990), has underpinned much of the research in consciousness studies
over the past decades, driving progress in narrowing down relevant neural structures, mechanisms and markers,
even though crucial debates are still ongoing (Koch et al., 2016). Given the empirical successes of the
“brain-�rst” approach, and its alignment with the rest of neuroscience, it might be tempting to favor it over the
less orthodox approach endorsed by IIT. However, assuming the NCC program is entirely successful, and
provides a full list of brain regions, neuron times and neural events that correlate with consciousness, it is not
clear how this would go beyond stating brute facts rather yielding a explanation of why these particular neural
correlates are responsible for conscious experience and not others.

33



If we accept IIT’s strategy, two potential challenges face the phenomenal-to-physical methodology. The �rst
issue, which we call the problem of underdetermination, points out that since introspection is limited, even if
phenomenological axioms constrain the form of the explanatory domain in IIT, there remains a question about
whether these constraints are su�cient to fully specify the physical properties. The axioms, while foundational,
could potentially be interpreted within various metaphysical frameworks, not limited to IIT's cause-e�ect power
framework. This opens the possibility that multiple formalisms could be compatible with the axioms of
consciousness. Recognizing these complexities, IIT in fact posits that the most feasible approach is to infer to the
best explanation, using introspection as the guiding tool. Moreover, the dynamics of how this inference works
can be made explicit by pointing out methodological assumptions and by listing speci�c criteria for determining
the “goodness” of an explanation, introduced explicitly in IIT 4.0 (Albantakis, Barbosa, et al., 2023). This
process is inherently iterative, and can be complemented and constrained by empirical �ndings, continually
re�ning the alignment between phenomenological axioms and their physical postulate counterparts.

The second challenge is the problem of chaotic inference, which raises the possibility that slight changes
in the inference of postulates can lead to signi�cant di�erences in the resulting formalism and in the behavior of
the theory's algorithm (e.g. the calculation of cause-e�ect structure and Φ). Indeed, the mathematical
formulation of the physical principles derived from phenomenology involves numerous choices, each shaping
the eventual behavior of the theory’s algorithm and its application. Addressing this issue could involve
systematically exploring how di�erent formulations of the physical postulates and the algorithm relate to one
another. For example, generalizing measures into families of related metrics, as demonstrated in (Mediano,
Rosas, et al., 2019; Oizumi et al., 2016; Tegmark, 2016), can provide insights into the robustness of the theory.
Additionally, making the chain of reasoning behind each inference explicit can help clarify the assumptions and
logical steps involved, further stabilizing the theory’s application and enhancing its explanatory power.

2.2. Core ideas

The core theoretical ideas of IIT are normally stated �rst as an essential phenomenal property of
consciousness (axioms) and then translated into a causal property of the physical substrate (postulate). Here, we
present these �ve ideas – intrinsicality, information, integration, exclusion and composition – as IIT’s particular
“solutions” to what we call the measure problems of consciousness. We claim that these are four general
problems any ToCs should address in order to be a full theory Namely, answer: (i) what is the relation between
consciousness and the external world (problem of Reference); (ii) whether and to what degree can consciousness
be present in a physical substrate (problem of Quantity); (iii) what is the experience of a physical substrate of
consciousness like (problem of Quality); (iv) what is the physical extension of consciousness (problem of
Extension).
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2.2.1. Intrinsicality: the problem of Reference

Imagine standing in a museum with a friend, looking at a painting and remarking on the vivid colors used
by the artist. In our daily lives, we have an intuitive sense of being in direct contact with the world, perceiving
things as they are. Conscious experiences seem not only to be about things in the world (a property known in
philosophy as intentionality) but also to derive their shared meaning by referring to these external entities.
However, just as we may question whether the painting gets its meaning from what it depicts, one might
question if this picture of the relationship between consciousness and the external world is adequate. We call this
the problem of reference: where does consciousness get its meaning, and how are experiences about the world?

Neuroscience often employs the notion of mental representations to describe brain states that track features
of stimuli in the world (Baker et al., 2022). However, according to IIT, this perspective implicitly assumes an
external observer who can map the brain’s features to those of the world (Grasso et al., 2021). IIT challenges this
“extrinsic” view, asserting that consciousness is intrinsic and, therefore, its meaning must also be accounted for
in intrinsic terms.
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Intrinsicality asserts that consciousness exists for itself, making experience inherently subjective and
�rst-person, rather than dependent on an external world or observer. That consciousness is subjective and
directly accessible only to the individual having the experience doesn’t entail that it cannot be accounted for in
objective terms or that experiences cannot be intersubjectively validated (Ellia et al., 2021). Rather, it means that
any attempt to understand consciousness in physical terms must begin from the intrinsic perspective of the
physical system, not from the perspective of an external observer studying it.

In neuroscience, IIT’s view aligns with recent critiques of notions such as neural codes or neural
representations for not having inherent meaning to the neural system and instead being observer-dependent,
presupposing representations and codes carry information by reference to things known to the scientist
investigating the brain (Brette, 2019).

From the intrinsic perspective, the causal properties of the system must be observer-independent and
cannot be arbitrary. One of the many mathematical rami�cations of this idea is that causal constraints aren’t
estimated based on empirical probability distributions (those obtained by observing a system’s dynamical
evolution), since these are biased by arbitrary factors not dependent on the system (e.g., initial conditions and
external conditions). Instead, to probe the causal constraints of a system in an agnostic and “fair” manner, IIT
employs a uniform distribution on possible states, encoded in the system’s TPM.

Intrinsicality also means consciousness exists within itself rather than in relation to what is outside of it.
Dreaming, as well as ketamine anesthesia and locked-in syndrome, provide empirical support for this view,
showing that consciousness can persist independently of its connectedness to the external world, supporting the
view that its contents are internally generated rather than necessarily tied to its surroundings. Physically, this
entails that the causal powers of a system are evaluated within the system, according to what ‘makes and takes a
di�erence’ within itself, rather than by being connected to or interacting with the environment. Mathematically,
this states that all variables outside of the system (X = S\U) should not contribute directly to the system’s causal
properties and hence are treated as �xed background conditions via a procedure called causal marginalization.

In the philosophical debate, this aligns with an internalist view of conscious experience in which all its
content and meaning are ultimately self-produced and not directly dependent on the external environment
(even if its internal constitution has been shaped by it through learning and evolutionary history). This contrasts
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with externalist views about the material basis of consciousness (Clark & Chalmers, 1998) and with views that
claim extrinsic relationships with worldly objects are constitutive of mental content (Dretske, 1996; Lycan,
2001).

In neuroscience, embodied cognition approaches argue that consciousness is tied to the environment and
bodily interactions, while some interpretations of predictive coding emphasize the brain’s role in making
predictions about environmental states, suggesting a strong link between consciousness and environmental
interactions (Kirchho� & Kiverstein, 2019).

2.3.2. Information: the problem of Quantity (I)

A central goal of a ToC is to determine whether, and to what degree, a given system has the capacity for
consciousness. In fact, most ToC are concerned with explaining the presence (or absence) of consciousness in
di�erent brain states or why a presented stimulus is consciously perceived or not. ToC should be able to
measure consciousness by ascertaining its quantity, whether by giving a binary answer (‘yes’ or ‘no’) or a real
valued number. As one may already guess, IIT addresses this problem through its measure, which isΦ
quanti�ed through the joint assessment of two properties: information (I) and integration (O) together yields Φ
. Let’s begin with the �rst idea.

Phenomenally, information states that consciousness is speci�c – experience is the way it is, rather than
other ways it could be. Thus, each experience is what it is by di�ering, in its particular way, from other possible
experiences. Translating this idea to physical terms amounts to quantifying the information in a system.
Information is often conceived in terms of reduction of uncertainty: it is a function of howmuch knowing the
state of a variable rules out and constrains the probability of other states, in proportion to the size of the state
space. For example, in Shannon’s information theory, knowing that a rolled dice is even, rules out 3 out of 6
possible ‘states’ yields one bit of information while learning the exact face is 3 rules out 5 states out of 6, yielding
more information (~2.56 bits).

However, this classical notion of information must be developed in order to be in accordance with IIT’s
ideas of causality (2.2.2) and intrinsicality (3.2.1). In order to do so, IIT gives a spin to Gregory Bateson’s
de�nition of information as “di�erence that makes a di�erence” (Bateson, 2000) reformulating it as the
di�erence a system takes and makes to itself by constraining its state space.

The idea that consciousness is speci�c is also related to the phenomenological notion that consciousness
exists here and now, as an actual experience one is currently having, rather than as a general capacity for
experiences. In physical terms, this suggests that information should be computed relative to the speci�c state
the system is in at any given moment ( ). In other words, in IIT information is a state-dependent quantity,𝑡
measuring how a system in a current state imposes counterfactual constraints upon its states – both cause states
towards its past ( ) and e�ect states towards its future ( ). In contrast, conventional quantities in𝑡 − 1 𝑡 + 1
information theory are not state-dependent but capacity-like quantities, i.e. computed as an average over the
system’s states (e.g. entropy based metrics).

In general, IIT information (I) measures – from early e�ective information (Tononi & Sporns, 2003) to the
latest intrinsic information metric (Albantakis, Barbosa, et al., 2023) – can be framed as a distance between an
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interventional distribution, encoding the causal constraints speci�ed by the system in a state, and an
unconstrained distribution, encoding the general causal constraints of the system irrespective of the state it is in.

𝑖𝑛𝑓𝑜 =  𝐷[𝑃
𝑐𝑠

(𝑆 | 𝑆 = 𝑠) || 𝑃
𝑢𝑛𝑐𝑠

(𝑆)]

In IIT’s latest formulation, this distance gauges how a speci�c state constrains the state space
counterfactually, by being selective (concentrating probability over certain states) and informative (deviating
from chance).

The formulation of information in causal and intrinsic terms via state-dependent counterfactuals may
perhaps seem a mathematical nuance of the theory, but in reality it leads to surprising experimental predictions
that challenge the commonly held notion in neuroscience that consciousness is determined by brain activity
(Gidon et al., 2022). Since inactive (but not inactivated) neurons can, in principle, constrain the probability of
other neurons �rings just as active neurons do (e.g. inactive inhibitory neurons will likely increase the
probability that synaptically connected neurons �re), IIT predicts that silent neuronal activity may directly
contribute to the content of experiences.

2.3.3. Integration: the problem of Quantity (II)

Continuing on its path to quantify consciousness, IIT claims that information alone is not su�cient to
gauge the capacity for consciousness, and requires that the information in a physical substrate is integrated, that
is, irreducible to the individual parts of the system.

Phenomenally, integration states that consciousness is unitary – every experience is a uni�ed whole, not
reducible to separate phenomenal components (e.g. the left side of the visual �eld, from the right side; visual
experiences from auditory experiences). In physical terms, integration says that the information in a systemmust
be irreducible, meaning the system cannot be decomposed without losing information. Thus, to assess
irreducibility the system is cut across its causal connections and the information lost in the process measured by
taking the intrinsic distance between the (interventional) probability distribution of the intact system and the
partitioned system. Among all the ways to partition a system, the partition that makes the least di�erence – the
Minimum Partition (MP) – is taken as the one that measures integrated information ( ). The principle behindΦ
this is that if there is no way to cut a system that does not lead to information being lost, then it must be
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irreducible. Moreover, it is integrated to the extent of the information lost across the cut that makes the least of a
di�erence (i.e. MP).

Experimentally, integrated information has been operationalized in the notion of neural complexity, de�ned
as the joint presence of functional integration and di�erentiation in the brain. In the last decades, a remarkable
amount of studies have converged on complexity-based measures as reliable markers of consciousness, using
independently proposed measures across di�erent methods and techniques (Sarasso et al., 2021) (see section
3.2).

2.3.4. Exclusion: the problem of Extension

Integration and information together assess the degree to which a system can be conscious – the problem of
quantity. Exclusion attempts to tackle instead what we call the problem of extension: given an experience, a
ToC should be able to identify the borders of its physical substrate, across any set of (possibly overlapping)
candidate substrates. Conversely, given a physical universe a ToC should be able to identify which subset of
elements in this universe form a physical system specifying an experience, and which subsets do not.

Exclusion asserts that consciousness is de�nite – it is thiswhole experience, containing what it contains, not
more, not less. In other words, consciousness has a “border” specifying a de�nite extension of its contents. For
instance, the experience of enjoying your favorite piece of music excludes your experiencing less – listening to the
music without any feeling of pleasure, and excludes your experiencing more – enjoying the music and also feeling
an excruciating pain.

In physical terms, exclusion states that the substrate of consciousness is also de�nite: it is composed by a
particular set of units (e.g. pyramidal neurons in the posterior hotzone) specifying a particular set of causes and
e�ects, de�ned at a particular spatial (e.g. cortical columns) and temporal grain (e.g. 40 ms). Mathematically,
exclusion proposes a maximization principle to identify these contours: across overlapping candidates – say, a
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system and all its subsets and supersets – the substrate of consciousness is the ones that maximizes the quantity
of consciousness, i.e. , whereas all non-maximal candidates are excluded.Φ

It is important to notice that exclusion realizes at the theoretical and algorithmic level, what the search neural
correlates of consciousness attempts to do empirically. Applied to neural substrates, exclusion’s aim coincides
with the very de�nition of that of the NCC: identifying “the minimum neural mechanisms jointly su�cient for
any one speci�c conscious experience” (D. J. Chalmers, 2000; Koch et al., 2016). Indeed, the scienti�c validation
of IIT – and ToC in general – consists in the alignment of the empirical NCCs with the application of its
theoretical measures.

In metaphysics, the problem of the extension of consciousness at stake here parallels Unger’s “problem of
the many" (Unger, 1980, 2004), which poses the issue of determining which among many overlapping entities
should be considered the 'true' existing entity (i.e., determining which speci�c collection of water droplets
constitutes a cloud is akin to identifying which collection of neurons constitute a conscious experience).
Proposed solutions include nihilism (denying the existence of all such entities), overpopulation (accepting
multiple overlapping entities), and the principle of selection (Unger, 1980; Weatherson, 2023). The
maximization principle in IIT is an example of a principle of selection, identifying which physical (or neural)
substrates count as specifying a conscious experience. This principle might be questionable, but ToC that rejects
IIT’s exclusion postulate must still address the problem of identifying de�nite borders of consciousness amidst
sets of overlapping candidate substrates, which is no other than giving a theoretical account of what the NCC
o�ers in empirical terms.

2.3.5. Composition: the problem of Quality

Theories of consciousness have so far focused on proposing conditions for its presence or absence, or for
when a presented stimulus is perceived or not. Indeed, so far we have discussed integrated information as a scalar
quantity and its relation to indexing the possibility of conscious experience being present or not. But a

40



comprehensive theory must also account for the quality of consciousness, and explain why a particular
experience feels the way it does, rather than some other way. Enter composition, which moves us from Φ
quanti�cation of system as integrated wholes, to -structures which are set to fully characterize a system's causalΦ
structure, in order to address how consciousness in a system “feels” like in virtue of how it is structured – the
problem of quality.

Composition a�rms that consciousness is structured – that every experience is composed of phenomenal
distinctions binded by relations – and therefore, that the substrate of consciousness must equally specify a
structure composed of causal distinctions binded by relations. Hence, composition simultaneously poses the
problem of the quality of consciousness and addresses it by stating that this quality is structured rather than
ine�ably simple. In fact, the structuralist approach (discussed in section 2.1.4) presupposed this insight.

The main consequence of composition is that the steps used to compute the integrated information of a
system are also applied to each of its parts, called mechanisms, and to the relation between them. In IIT,
mechanisms and the causal distinctions they specify aren’t just the individual “atomic” parts that make up a
system (e.g., single units X1, X2, X3), but also include all higher-order parts (e.g., pairs or groups of units, such as
X1X2, X2X3, X1X3 and X1X2X3). Likewise, relations are not restricted to being pairwise, but include all the ways
�rst-order and high-order distinctions can relate, composing a -structure – also called cause-e�ect structureΦ
– akin to high-dimensional hypergraphs.

The introduction of a compositional framework from IIT 2.0 onwards has given the theory the conceptual
and mathematical resources to move beyond and -inspired unidimensional measures like PCI to index levelsΦ Φ
of consciousness, to using -structures to tackle the contents of consciousness (e.g. space, time, objects, colors,Φ
etc). Speci�cally, using simulations, -structures unfolded from speci�c architectures, namely undirected andΦ
directed grids, have been proposed as accounting for spatial and temporal experience, respectively. Moreover,
initial attempts to estimate -structures approximations on real neural data have shown promising results (A.Φ
M.Haun, Oizumi, et al., 2017; Leung et al., 2021; Muñoz et al., 2020).

41



Additionally, there has been a rise in the development of multidimensional information-theoretic metrics
designed to quantify higher-order dependencies in data. Recent developments have expanded the potential of
IIT’s compositional framework. A notable example is the IIT-inspired Integrated Information Decomposition
(ΦID) framework (Mediano, Rosas, et al., 2019), which re�nes the analysis of higher-order information in a
system by distinguishing how di�erent “atoms” compose into an informational structure. These advancements
may suggest a compositional turn in the study of complex systems paralleled by a similar turn in treating
conscious experience in structural terms (Kleiner, 2024).

3. Dimensions

With IIT’s sca�old of ideas standing, we now take a few steps back to look at it from a distance, and map the
diverse research ecosystem it is embedded in, which is composed of interactions with several �elds. In this
context, we propose that IIT – but possibly theories of consciousness in general – can be fruitfully examined
along three distinct dimensions: formal, experimental and metaphysical.

Each dimension is irreducible and interdependent to one another, but carves out particular objects and
grammars, evaluated according to their own normative criteria, building on distinct disciplines. Importantly,
these three viewpoints are taken to be irreducible but interdependent to one another, such that a theory’s overall
consistency and signi�cance requires these three perspectives to be taken together.

From the formal standpoint, a theory consists in its mathematical apparatus, encompassing a proposed set
of quantities and algorithms, articulated through precise de�nitions and often theorems, and evaluated
according to criteria inherent to mathematical practice. This includes the consistency and elegance of the
framework proposed, as well as its ability to forge novel connections and extend established mathematical
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results. This perspective considers the self-consistency of the theory, i.e. how the theory relates to itself taken as a
formal system.

Seen from an experimental perspective, a theory is de�ned by its dual relationship to experiments,
specifying the way it constrains and is constrained by them. On one side, a theory serves to interpret
experimental data and account for observed phenomena. As such, the explanatory power of a theory is attested
by its ability to e�ectively render phenomena intelligible and empirical �ndings interpretable, as well as pave the
way for new experimental paradigms and empirical metrics. Theories must, on the other side, be sensitive to the
outcome of experiments, which may support or challenge its hypotheses. A theory’s testability hinges on its
capacity to fail or succeed in predicting and accounting for the experimental outcomes. The interplay between a
theory’s predictions and explanations, and experimental phenomena is regulated by the standards of scienti�c
practice. In sum, this perspective deals with the theory's relation with empirical phenomena made visible and
intelligible through experimental methods.

Last, we can ask what entities – according to the theory – exist and how we can come to know them, thereby
considering it from ametaphysical standpoint, comprising both ontological and an epistemological aspects. This
perspective takes the theory as a conceptual system and entertains what are the metaphysical and methodological
presuppositions of the theory (e.g. consciousness exist and we can know it through introspection), but also what
are its metaphysical and epistemological implications (e.g. questions about ethics, free will, etc). The discipline
that deals with these issues is philosophy through the exercise of reasoning. This dimension thus concerns the
theory’s relation to the world in general, and the way it constitutes a coherent “worldview” of what can be said
to exist and of what can be known.

Distinct views of IIT emerge once the theory is ‘projected’ along each of the three dimensions: theoretical,
scienti�c, and worldview IIT. Theoretical IIT is obtained by �ltering it along the formal dimension, focusing
on its mathematical structure, which emphasizes the development and re�nement of the physical postulates,
measures and algorithms. Neuronal IIT, �ltered along the experimental dimension, concerns with developing
and empirically testing hypotheses tied neural structures and mechanisms as well as measures that can be applied
to real data. Worldview IIT, obtained as a projection along the metaphysical dimension, encompasses the
broader philosophical implications of the theory informed by the theory's phenomenological orientation
combined with its causal framework. Together, these dimensions form a comprehensive approach to
understanding consciousness, ensuring that IIT remains both scienti�c, rigorous and sound.
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3.1. Formal: Theoretical IIT

From a theoretical standpoint, IIT is distinguished by its iterative and progressive e�ort to formalize its
conceptual framework. Alongside IIT, a few accounts of consciousness have been proposed within a
mathematical setting (Chang et al., 2020). A recent trend in the development of formal frameworks and
methodologies for studying consciousness can be identi�ed (Kleiner, 2024; Tsuchiya & Saigo, 2021), also
witnessed by the founding of the Association for Mathematical Consciousness Science (AMCS) in 2018. In
contrast, other prominent theories of consciousness – for example, Global Workspace Theory and Higher-order
theories – lack an explicit mathematical articulation of its concepts.

IIT comprehensive mathematical apparatus includes a series of quantities and algorithmic procedures,
matured through the di�erent iterations of the theory, aimed at capturing measuring consciousness in all its
dimensions – quantitative, qualitative and identifying its extension –, now epitomized in the calculation of Φ,
cause-e�ect structures and the search of the main complex.

However, since its �rst mathematical operationalization, IIT’s measure of integrated information has had a
signi�cant impact beyond consciousness studies, extending into �elds such as systems theory, physics, and
mathematics. Integrated information has been reinterpreted in various theoretical settings, including
information geometry (Amari et al., 2017), category theory (Tull & Kleiner, 2020), homotopy theory (Manin &
Marcolli, 2022), fundamental physics (Albantakis, Prentner, et al., 2023; Barrett, 2014; Tegmark, 2015), and
alternative information-theoretic settings (Seth et al., 2011a). It has also been applied to studying phase
transitions and criticality in statistical physics and dynamical system theory (Aguilera, 2019; Mediano, Rosas,
Farah, et al., 2022; Popiel et al., 2020), and even political theory (Apolito, 2020). IIT formalism has also been
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adapted to develop original accounts of actual causation (Albantakis et al., 2019) and emergence (E. P. Hoel et
al., 2013; Rosas et al., 2020).

Refinement and stability of key notions, despite increase in theory’s complexity

The introduction of new properties, such as composition and exclusion, beyond the founding ones of
integration and information, together with the constraint that all properties be jointly satis�ed, has led to a
signi�cant increase in the complexity of the theories’ algorithms. The introduction of composition to the theory,
needed in order to account for the structural quality of experiences, led to the initial scalar nature of Φ becoming
multidimensional, i.e. a Φ-structure composed of causal distinctions and relations, which entailed computing
the integrated information of both the whole system and each of its parts and relations. Likewise, the postulate
of exclusion, required to identify the exact contours of the physical substrate of consciousness (and of each of its
components), led to Φ’s algorithmic complexity being further scaled up. To address this, theoretical research has
sought to improve its computational e�ciency (Hidaka &Oizumi, 2018; Kitazono et al., 2018) as well as �nding
bounds for Φ (Zaeemzadeh & Tononi, 2024) and well as tying it to other metrics (Marshall et al., 2016).

In spite of this increase in the theory complexity, key initial operationalizations of the theory have remained
remarkably stable through its iterations. Notable examples include the notion of minimum information
partitions (MIP) to quantify integration and the use of interventional distributions and its distance to
unconstrained uniform distributions to quantify information, which have been introduced early on and
accompanies the theory until today. Over time, these algorithms have been re�ned (e.g. the way to do cuts to
assess integration, impose background conditions, etc), and an e�ort has been made to derive them from �rst
principles. For instance, the IIT’s metric has signi�cantly evolved, from the classical Kullback-Leibler (KL)
divergence, to Earth Mover's Distance (EMD) in 3.0, and �nally to the 4.0 intrinsic information metric derived
from �rst principles (Barbosa et al., 2020). All of this may suggest a stabilization of the theory’s mathematical
development, whereby the di�erences between successive versions appear to be diminishing.

Phenomenological derivation, mathematical generalizations and practical approximations of Φ

As we have seen, IIT mathematical development is crucially informed by phenomenology, and these guiding
principles were made explicit by the introduction of the axiom-to-postulate approach in IIT 3.0 (section 2.1.5),
as well as by methodological and ontological principles introduced in IIT 4.0. In this view, the joint enforcement
of all postulates is required in order to account for consciousness and ultimately to derive an universal and
unique formulation for computing Φ. However, in theoretical IIT – in which IIT’s metaphysical and scienti�c
dimension is put in the background focusing on its internal mathematical structure – a range of strategies in
developing and studying the idea of integrated information mathematically have been pursued, often bracketing
the other principles of the theory. This has been followed by important work generalizing and unifying these
measures (Mediano, Rosas, et al., 2019; Oizumi et al., 2016; Tegmark, 2016), comparing them in simulated
systems (Mediano, Seth, et al., 2019; Sevenius Nilsen et al., 2019), and elaborating mathematical critiques
(Barrett & Mediano, 2019), adding robustness to the whole framework. In parallel to IIT’s core development Φ,
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a series of alternative measures of integrated information have been proposed (Barrett & Seth, 2011; Gri�th,
2014; Oizumi et al., 2016; Seth et al., 2011b).

3.2. Experimental: Neuronal IIT

From an experimental perspective, IIT’s engagement with empirical research is pivotal in validating its
theoretical propositions, with the primary aim of elucidating the neural basis of consciousness. Centered in
neuroscience, Neuronal IIT focuses on the dual relationship between the theory and experiments: how the
theory informs experimental design and interpretation, and how experimental outcomes validate or challenge
the theory.

Here, we will focus on the heuristic value and fecundity of IIT, which has received less attention, and defer
discussing its explanatory power (e.g. its explanation of why the cerebellum is not a substrate of consciousness,
or why consciousness is lost in NREM sleep or anesthesia) and predictive novelty to other recent works (Ellia et
al., 2021; Oizumi et al., 2014; Tononi et al., 2016). Heuristic value pertains to the theory's ability to generate
new research questions and guide experimental approaches, while fecundity measures the fruitfulness of a
theory in generating new insights, hypotheses, and research avenues, thereby contributing to the advancement of
scienti�c knowledge across multiple domains.

Fixing the explanandum: Dissociating phenomenal consciousness from other phenomena

IIT’s understanding of consciousness as intrinsically phenomenal (section 2.1.1 and 2.2.1), has shaped a
series of experimental work and debates aimed at disentangling consciousness from other brain-based
phenomena. In neurology, the dissociation between (un)consciousness and (un)responsiveness has been
advocated by researchers (Bayne et al., 2020; Sanders et al., 2012), with important clinical implications for the
understanding, monitoring and strati�cation of disorders of consciousness (DoC) and anesthetized states
(Sarasso et al., 2015). This debate has highlighted the limits of behavioral assessments and of sensory-motor
connectedness to the environment as a criteria for evaluating the presence of consciousness (Casarotto et al.,
2016; Giacino et al., 2014; Laureys et al., 2015).
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In psychophysics, the IIT �eld has weighed in two important debates. First, in the context of content-NCC
research, where the NCC have been investigated with several psychophysical paradigms based on contrasting
consciously perceived and non-perceived stimuli. Aligned with IIT’s view, researchers have advocated that
consciousness and attention are distinct phenomena, based on the possibility of their experimental dissociation
(Koch & Tsuchiya, 2007; Tsuchiya & Koch, 2011; van Boxtel et al., 2010), and have argued for the importance
of controlling for attentional e�ects when searching for NCC, countering those who defend that attention is
necessary and su�cient for a stimulus reaching conscious perception (De Brigard & Prinz, 2010; Tallon-Baudry,
2012). The debate evolved with NCC researchers pointing to the need of controlling not only for attention but
any process preceding (pre-NCC, e.g. arousal, expectation) or succeeding (post-NCC, e.g. executive control,
memory and report) the genuine NCC (Aru et al., 2012). This has marked the shift, advocated by IIT
researchers (Koch et al., 2016), of moving toward no-report paradigms in order to mitigate these confounders
(Tsuchiya et al., 2015). Similarly, when contrasting states of consciousness (e.g., wakefulness) and
unconsciousness (e.g., NREM sleep) in searching for level-NCC, IIT researchers have pointed out confounders
such as background conditions that enable consciousness but are not directly part of the NCC (e.g.
neuromodulatory e�ects driven by reticular activating systems (RAS)) must also be considered, advocating for
within-state paradigms. These have been implemented during sleep using a serial awakening paradigm, in which
the neural activity preceding a dream report was compared with that when no dream is reported (Siclari et al.,
2017).

A second debate concerns the apparent richness of visual experiences, where an in�uential view defends that
it is in fact illusory. According to this view, consciousness in reality has a small bandwidth, limited by an
attentional bottleneck, such that visual experiences actually contain just a handful of items together with some
“summary statistics” (Cohen et al., 2016). In contrast to this view, it has been argued that phenomenal
consciousness can “over�ow” what can be consciously assessed (Block, 2011). IIT advocates have weighed in by
arguing that (i) the richness of experience is being underestimated by the limited way reports are obtained in
experiments (e.g. binary button presses and “see vs didn’t see” questions) (A. M. Haun, Tononi, et al., 2017) and
that (ii) what we see is radically di�erent from what we can notice (A. Haun & Tononi, 2024).

This experiential richness and its neural basis has been probed experimentally by the use of both “massive
report” paradigms (Qianchen et al., 2022) as well as by using no-report task-free paradigms, e.g. comparing
watching movie vs scrambled versions. In the latter, neural di�erentiation measures have been shown to re�ect
the stimulus's meaningfulness (Boly et al., 2015; Mayner et al., 2022; Mensen et al., 2017).

Coarse-Level Test of IIT: indexing level of consciousness using causality, integration and information

The proposal linking consciousness and complexity, understood as a balance between functional integration
(section 2.3.3) and di�erentiation (2.3.2), proposed by Giulio Tononi and Gerald Edelman in 1998 (Tononi &
Edelman, 1998), has been extensively validated experimentally over the past two decades, across various
neuroimaging tools and quanti�cation strategies, recently reviewed in (Sarasso et al., 2021). Given the
substantial body of empirical evidence supporting the connection between brain complexity and consciousness,
we can view this as a coarse-grained test of IIT, validating some of its core ideas: integration and information.

47



The widespread use of complexity measures to index consciousness in various states underscores the practical
applicability of these theoretical principles.

IIT’s idea of a perturb-and-measure approach to study consciousness (section 2.2.2) has furthered the
assessment of brain complexity with a perturbational perspective, embodied in the development of the
Perturbational Complexity Index (PCI), which measures the spatiotemporal complexity of brain responses to
perturbations (Casali et al., 2013; Comolatti et al., 2019). PCI is high when the brain is able to engage in
deterministic interactions (causality) that are, at once, distributed among cortical areas (integrated) and
di�erentiated in space and time (informative). Conversely, PCI is low if the brain response to the perturbation
remains local (no integration) or stereotypical in space and time (no di�erentiation). A series of studies using
PCI in di�erent states of (un)consciousness – including wakefulness, NREM sleep, brain-injured patients,
anesthesia and psilocybin – have con�rmed the prediction of IIT that the loss and recovery of consciousness is
associated with the breakdown and recovery of the capacity for information integration. This approach has been
extended beyond its initial TMS/EEG in humans to intracranial stimulation (Comolatti et al., 2019), animal
models (Arena et al., 2021; Cavelli et al., 2023) and cortical slices (D’Andola et al., 2018).

Identifying the Extension of Consciousness: fromNCC to maximal substrates of consciousness

A central area of experimental investigation in consciousness science is the search for the NCC. In this
context, currently a major debate centers on whether consciousness is primarily located in the posterior (back) or
anterior (front) parts of the brain (Boly et al., 2017; Odegaard et al., 2017). IIT defends the "posterior hot zone"
hypothesis, suggesting that regions in the posterior, occipital and temporal cortex are su�cient for conscious
experience based on causal evidence from lesion and electrical stimulation studies, as well as studies using
no-report and within-state paradigms controlling for cognitive access and background conditions (Koch et al.,
2016). This contrasts with frontalist theories such as the global workspace (Mashour et al., 2020) and
higher-order theories (Brown et al., 2019), which emphasize the necessary role of frontal regions and
fronto-parietal connectivity.

IIT also is in position to explain why certain kinds of structures in the brain would be substrates of
consciousness (e.g. cerebral cortex) and others not (e.g. cerebellum) based on their capacity to maximally
integrate information (section 2.3.4). Moreover, by studying how Φ scales for di�erent patterns of local
connectivity (e.g. grid vs random) it can identify cortical regions that are optimally connected to be maximal
substrates of consciousness.

Predicting the substrate of different qualitative kinds of experiences: space, time and objects

IIT predicts that the quality of experience is determined by the way the Φ-structure is composed (section
2.3.5), which is in turn dependent on the architecture of the substrate specifying it. This approach has been �rst
demonstrated for spatial experiences, where the feeling of "extendedness" can be accounted for by the
Φ-structures speci�ed by 2D grids present in occipital and parietal cortices (A. Haun & Tononi, 2019). IIT
further predicts that changes in the connectivity within these neural substrates a�ect the quality of the
experience, even if neural activity remains unchanged.
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Ongoing research aims to extend this explanatory framework to other qualitative experiences, such as time
(Comolatti et al. forthcoming) and objects (Grasso et al. forthcoming). This involves identifying the speci�c
neural architectures that support these experiences and examining how their intrinsic causal structures align
with the fundamental properties of the corresponding phenomenal experiences. By systematically integrating
phenomenological insights with neuroscienti�c evidence, IIT seeks to provide a comprehensive account of the
diverse qualitative aspects of conscious experience.

3.3. Metaphysical: Worldview IIT

As many scienti�c theories, IIT comes with metaphysical assumptions and implications, namely a series of
claims that, although they cannot be directly empirically tested, help drive the type of questions that scientists
ask, and de�ne the outlook on the nature of reality implied by the theory as well as our way to grasp it. This is
what Popper has called “metaphysical research programme” (Popper, 1989). Given that much attention has been
put on, and many criticisms have been formulated against, this speci�c dimension of IIT, it is important to
understand its rami�cations. The metaphysical and epistemological dimensions of IIT build on issues that span
across philosophy of mind, ontology, and philosophy of science.

Philosophy of mind

In philosophy of mind, one of the fundamental questions concerns the relationship between mind and
matter - the so-called “mind-body problem” (Kim, 2000) (Anthony, 2009). Many philosophers have tried to
categorize IIT within the landscape of philosophical views designed to address the mind-body problem.

IIT has been associated with panpsychism (Mørch, 2019a; Tononi & Koch, 2015), emergentism (Cea,
2021; N. Negro, 2024b), Russellian Monism (Grasso, 2018), and even functionalism (Block, 2009) and
illusionism (McQueen, 2019). More recently, it has been argued that the emphasis on the relationship between
consciousness and intrinsic existence made explicit by the 4.0 version, as well as the emphasis on the
instrumental nature of the physical, suggests an alignment between IIT and classic forms of realist idealism (Cea
et al., 2023; D. Chalmers, 2019). In this view, the realism of IIT is not about the physical world, but about other
experiences.

Although these categorizations are mostly interpretational, in the sense that they aim to �nd a place for IIT
in the existing taxonomy of metaphysical views on the nature of consciousness, it seems possible to adopt a
di�erent stance, and use IIT, or parts of it, as a way to develop a metaphysical view on consciousness. For
example, one could adopt IIT’s formalism to formulate a version of emergentism, since the formalism is
well-suited to measure the existence of a whole beyond its parts. Emergentism, however, implies some theoretical
choices that will depart from IIT “proper”, so one should be careful in selecting the exact theoretical construals
to discard. For example, one could revise the central identity between consciousness and integrated information
by positing that the identity holds only when certain contextual conditions are met (i.e., this would be a form of
contextual emergence, (Bishop et al., 2022).

Another pivotal question in philosophy of mind pertains to the nature of meaning, or mental content: how
and why do mental states get the contents they have? Most theories of consciousness, although not addressing
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this problem directly, seem to assume a representationalist stance according to which mental content is given by
the content of a neural representation of an external stimulus, and consciousness is just a speci�c property of the
representation. In this case, consciousness is grounded on meaning. IIT takes instead a somewhat unique
position (within the neuroscience of consciousness) by claiming that meaning is grounded on consciousness. In
this sense, according to IIT, “the meaning is the feeling” (Mindt, 2021; N. B. Negro, 2023), a view that aligns it
with phenomenal intentionality theory (Mendelovici & Bourget, 2020).

Ontology

The second aspect of Worldview IIT is the ontological one: As seen above, accepting that an explanation of
consciousness should start from consciousness itself is not, for IIT, only an epistemological point. Instead,
accepting the primacy of consciousness is in itself ontologically charged, because consciousness is taken to be the
only thing whose existence we can be certain of.

This metaphysical standpoint reinforces the idea that IIT is not only a theory of consciousness, but also a
theory of existence, since it claims that consciousness is intrinsic existence (i.e., it exists for itself), while physical
existence is extrinsic existence (i.e., it exists for an external, conscious, observer). This aspect of Worldview IIT
can have counterintuitive implications, like the conclusion that neurons in the substrate of consciousness do not
really exist, given that their existence is subsumed by the Φ-max-generating whole to which they belong (Tononi
et al., 2023).

A possible way to resist this type of implications is to claim that, although the epistemological primacy of
consciousness is secured by the zeroth axiom (consciousness exists and is the only thing that exists with
certainty), the ontological primacy does not follow. This is because the only criterion presented in defense of the
ontological primacy of consciousness over the physical world is that the existence of consciousness is given with
certainty and cannot be doubted, while the existence of the physical world can only be inferred. But certainty
and doubts are epistemological categories, not ontological ones, and therefore the conclusion about the
ontological primacy of consciousness cannot be warranted by the epistemic category of certainty (for a similar
point, see (Cea et al., 2023)).

Philosophy of science

The third aspect of Worldview IIT impacts on philosophy of science. The standard approach in the
neuroscience of consciousness is to view consciousness science as a sub-�eld of special sciences like biology,
psychology, and neuroscience. IIT asks us to reverse this picture. If consciousness is prior to the physical world
and the physical world is just posited from within consciousness, our way to grasp the physical world is
dependent on our way to understand consciousness. If IIT is right, consciousness science should take the place
traditionally occupied by physics: the understanding of the natural world cannot be complete without the
inclusion of consciousness.
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4. Discussion

4.1. IIT as a research program in the science of consciousness

In this paper we have presented IIT as a multilayered and multidimensional theory. We have navigated
through its internal structure (layers) and mapped out its relation to di�erent scienti�c, mathematical and
philosophical research practices (dimensions). This complex theoretical architecture suggests that IIT can be a
proli�c and useful research programme even if one does not embrace IIT as a whole: di�erent research projects
can stem from ideas and notions derived from IIT by narrowing in on speci�c dimensions of IIT. This can be
bene�cial to various disciplines independently of the soundness of IIT as a whole. Indeed, the fact that many
research groups and scholars have built upon IIT-inspired notions and construals to develop innovative research
agendas testi�es IIT’s in�uence and fecundity.

In this regard, a distinction introduced in the literature distinguishes between ‘strong’ and ‘weak’ IIT
(Mediano, Rosas, Bor, et al., 2022). On the one hand, strong IIT is concerned with building a comprehensive
and �ne-grained version of the theory, that is able to posit a central identity between consciousness and
Φ-structures and derive conclusions about the nature of consciousness (and possibly reality itself). In doing that,
strong IIT keeps together the formal and experimental dimensions with the worldview dimension while jointly
upholding all of its core ideas. On the other hand, weak IIT focuses on developing practical measures of
integrated information that can be employed in empirical research and practical applications, while being
agnostic of IIT’s worldview. In other words, weak IIT is content with testing a coarse-grained version of the
theory, bracketing several layers of the theory (e.g. causality, composition, exclusion and so on), in order to
empirically test two of its core layers, i.e. information and integration. In our framework, it becomes clear that
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weak and strong IIT consist in two (out of possibly many) ways of engaging with the theory, rather than
mutually exclusive approaches.

The fecundity of the IIT’s research programme, in particular along its experimental dimension, speaks in its
favor. Indeed, although the empirical testability and the scienti�c status of IIT has been vigorously questioned
(Doerig et al., 2019); see Kleiner & Hoel, 2021; Negro, 2020; Tsuchiya et al., 2020 for replies, and Usher, 2021
for a comprehensive discussion), we believe that these criticisms do not su�ciently consider the multilayered
nature of IIT, in which a metaphysical agenda lives together with a formal and an empirical one. On the one
hand, questioning the scienti�c legitimacy of IIT seems to dismiss IIT’s meta-theoretical layers, while on the
other hand, it dismisses the fact that all scienti�c theories comprise non-empirical aspects, and that their
assessment is based on iterative testing of how these aspects cohere with empirical predictions (Lakatos, 1978).
Importantly, theories are rarely, if ever, tested as a whole. Rather, experiments typically test single predictions of
the theory. The key question, then, is in which way speci�c low-level predictions of IIT impact the theory as a
whole. Under a sophisticated falsi�cationist lens (Lakatos, 1978) and the multidimensional and multilayered
presentation of IIT we have o�ered, it seems possible to hold that IIT as a whole research programme might not
be directly compromised by some discon�rmatory evidence - this would be true for other theories of
consciousness too (for a discussion, see N. Negro, 2024a).

At this stage, we can conclude that IIT remains an active and open research programme, which can be used
as a generator of many hypotheses and sub-programmes across di�erent �elds. This is a positive virtue of IIT,
but it also implies that there are many di�erent ways for it to be wrong. We brie�y turn to this issue in what
follows.

4.2. The many ways IIT can fail – or succeed

As IIT is an ongoing research programme, it would be premature to provide a full assessment. However, we
can point in some directions that can elucidate the many ways the IIT research programme could turn out to be
fruitful or mistaken.

At a coarse-grain level of analysis, IIT might be seen as a precursor that might pave the way to the right
future ToC, even though it bears low resemblance with it. Even ifIIT would be remembered as a wild and largely
mistaken ToC, it would still be a useful and fertile research programme, functioning as a generator of
hypotheses, ideas, methods, and formalisms that could prove indispensable for future consciousness science.

In this regard, IIT has already in�uenced consciousness science by suggesting complexity based measures for
indexing consciousness (Sarasso et al., 2021) that have been adopted by researchers across research programmes
(Farisco & Changeux, 2023; Frohlich et al., 2022; Sitt et al., 2014). These measures build upon the assumption
that information and integration are necessary ingredients for consciousness, and it is plausible to think that
these ingredients might be incorporated by future models of consciousness, even if the speci�c way these are
modeled in the current IIT formalism will turn out to be incorrect.

A second coarse-grain notion through which IIT is already in�uencing consciousness science relates to the
structural approach for investigating experience. Several research programmes are currently stemming from this
branch of this layer of IIT (Kleiner, 2024; Prentner, 2022; Tsuchiya et al., 2016; Tsuchiya & Saigo, 2021),
speaking to the originality and fertility of the theory. Further research on this area might reveal a di�erent and
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more compelling phenomenological foundation for consciousness science, as well as a di�erent way to express
the methodological apparatus for bridging experience and the physical domain (e.g., the relationship between
consciousness and the physical might be cashed out in terms of isomorphism, or less strict structure-preserving
mappings). Again, this would be another instance in which IIT might turn out to be incorrect, and yet hugely
in�uential.

At a medium-grain level of analysis, IIT might result to be productive in inspiring theories that can account
for many of IIT’s predictions about the neural and architectural realization of consciousness, even if these
predictions are incorporated in formal frameworks that diverge from IIT proper.
For example, empirical predictions of IIT, which, if corroborated, should be included in any IIT-inspired theory
as a piece of evidence, are: (i) inactive neurons contribute to conscious experience; (ii) the NCC (e.g. the
posterior hot zone) corresponding to high-Φ architectures (e.g. grids); (iii) Grids should support spatial
experience, while directed grids should support temporal experience.

Importantly, these predictions could turn out wrong. This con�rms once again IIT’s empirical testability,
and in case of discon�rmed predictions consciousness theorists can decide whether to hold on to the core ideas
of IIT and revise some of its auxiliary assumptions, or simply abandon the research programme in favour of an
alternative one (N. Negro, 2024a).

At a �ne-grain level of analysis, current IIT might turn out to be a useful theory just by providing all the
necessary concepts and methodology that will be further re�ned and widely accepted as the correct ToC. This
amounts to saying that the current version of IIT 4.0 is already the right ToC, but it is just not expressed at the
right level of detail.

In order to convince its detractors that this is the case, IIT needs to correctly and consistently identify the
borders of the NCC by computing which brain structures maximizes Φ, which should also be expressed in a
computationally tractable way to track and predict levels of consciousness in healthy adults as well as in patients
with disorders of consciousness (that is, the predictive success currently exhibited by PCI should be exhibited by
a more direct approximation of system Φ). Moreover, Φ-structures should precisely and accurately track any
content of consciousness at any given time.

Although this is admittedly a remote possibility, the fact that IIT in�uences various research programmes
and agendas across disciplines, providing clear ways to show not only how it could be right, but also how it
could be wrong, suggests that IIT is an invaluable intellectual endeavor: this means that many research avenues
deserved to be explored, in how to interpret it, how to extend it, and how to falsify it.
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Chapter 2
Why does time feel �owing?
Towards a principled account of temporal experience5

Abstract
Time �ows, or at least the time of experience. Can we provide an objective account of why experience,

con�ned to the short window of the conscious present, encompasses a succession of moments that slip away
from now to then—an account of why time feels �owing? Integrated Information Theory (IIT) aims to account
for both the presence and quality of consciousness in objective, physical terms. Given a substrate’s architecture
and current state, the formalism of IIT allows one to unfold the cause–e�ect power of the substrate in full,
yielding a cause–e�ect structure. According to IIT, this accounts in full for the presence and quality of
experience, without any additional ingredients. In previous work, we showed how unfolding the cause–e�ect
structure of non-directed grids, like those found in many posterior cortical areas, can account for the way space
feels—namely, extended. Here we show that unfolding the cause–e�ect structure of directed grids can account
for how time feels—namely, flowing. First, we argue that the conscious present is experienced as �owing because
it is composed of phenomenal distinctions (moments) that are directed, and these distinctions are related in a way
that satis�es directed inclusion, connection, and fusion. We then show that directed grids, which we conjecture
constitute the substrate of temporal experience, yield a cause–e�ect structure that accounts for these and other
properties of temporal experience. In this account, the experienced present does not correspond to a process
unrolling in “clock time,” but to a cause–e�ect structure speci�ed by a system in its current state: time is a
structure, not a process. We conclude by outlining similarities and di�erences between the experience of time
and space, and some implications for the neuroscience, psychophysics, and philosophy of time

1. Introduction
Why does an experience feel the way it does? On a morning walk, you hear the notes of the bird’s song

succeed one another and see it �y across the blue expanse of the sky. Can we provide a scienti�c account for the
quality of consciousness, including the feeling of why time feels �owing, space feels extended, and the sky feels
blue?

Integrated Information Theory (IIT) (Albantakis et al., 2023; Oizumi et al., 2014; Tononi, 2004, 2008) aims
to do just this: to provide a principled and comprehensive account of phenomenal properties in physical terms.
First, it identi�es the essential properties of consciousness—those that are true of every conceivable experience. It
then formulates these properties in physical, operational terms. In doing so, IIT provides the tools to identify the
substrate of consciousness (a complex) and unfold its cause–e�ect power (the cause–effect structure it speci�es,
composed of causal distinctions and relations). According to IIT, the cause–e�ect structure speci�ed by a given

5 This chapter corresponds to the near �nalized manuscript of the forthcoming article: Comolatti, Renzo*; Grasso, Matteo*;
Tononi, Giulio. Why does time feel flowing? Towards a principled account of temporal experience. *These authors contributed equally to
this work

64



substrate in its current state is su�cient—without additional ingredients—to fully account for the quality
(content) and quantity of experience. In a previous paper, we showed how the cause–e�ect structures speci�ed
by undirected grids can account for the feeling of extendedness that characterizes spatial experiences (Haun &
Tononi, 2019). In this paper, we employ the formalism of IIT to account for why time feels �owing.

The time under inquiry here is not what is measured by clocks (“clock time”) but the subjective time of
experience, the feeling of a short window of a conscious “present,” composed of moments that succeed one
another, which slide by from “now” to “then” and vanish into the past, and may include a feeling of what will
come “next.”

We start from the basic phenomenology of time and characterize its fundamental properties: a temporal
experience is a kind of phenomenal structure, called a phenomenal flow, composed of distinctions and relations
characterized by directedness. We then propose an account of phenomenal �ow in physical terms, where
“physical” is understood in a purely operational sense (manipulations and observations on a substrate), yielding
a transition probability matrix (TPM). Speci�cally, we show that a certain kind of substrate—namely, a directed
grid—speci�es a cause–e�ect structure that can account in full for the phenomenal properties of temporal
experience.

2. Phenomenology of time
Like the feeling of spatial extendedness, the feeling of temporal �ow is not only pervasive in our experience

but also partially penetrable. In other words, unlike, say, the feeling of color or pain, we can partially dissect the
basic structure of phenomenal time through introspection (Haun & Tononi, 2019), even though its �eeting
nature makes it more di�cult to characterize than phenomenal space.

Below, we highlight some fundamental features of phenomenal time that we intend to account for. Consider
the temporal phenomenology of hearing a melody—say, the �rst few notes of Beethoven’s Fifth Symphony (Fig.
1), abstracting away from the phenomenal qualities of sound (we might be listening to another melody, or to
speech, or even to silence, and phenomenal time would still be �owing).

Figure 1. A depiction of temporal experience. The bubble indicates the content of a single experience, whose content is represented, for convenience,
by the musical score—a few bars of Beethoven’s Symphony no. 5. The experience can be triggered by clicking the play button at this page until the note E
is perceived (the fourth note). The present is experienced as extended, i.e. as having a duration (e.g., the four notes played). Moments within the extended
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present (associated with notes, pauses, and their combinations) are more vivid towards the now (e.g., the E note still sounding) and progressively fade
towards the then (e.g., the three G notes just played). The silence before the �rst note (grayed out on the left) has vanished from experience into what we
call the past, although it may be summoned within experience by recalling it. The extended present may include a feeling of what will come next (the
upcoming notes), typically less vividly. Beyond that lays what we call the future.

First, our experience comprises an extended present, structured by phenomenal distinctions, calledmoments,
which are related in a special way. The present is extended in the sense that we hear the melody, rather than a
single note: our experience contains the note we heard just now together with a few other notes we heard just
then (moments ago, but still present in our consciousness), and may contain the feeling of what will come next
(the note that we will hear in a moment, already present in our experience, albeit less vividly). On the other
hand, we do not experience notes outside the present, whether in the future, beyond the next (Fig. 1, right), or
in the past, beyond the then (Fig. 1, left). The notion of the extended or “specious” present was popularized by
William James as “the short duration of which we are immediately and incessantly sensible” (James, 1890),
borrowing from E. Robert Kelly (Clay, 1882).

Second, the present is structured by phenomenal relations that make it feel directed, yielding a sense of �ow:
Within the present, we experience moments, such as those corresponding to individual notes or pauses, that
appear to “�ee away,” directed towards what we call the past. The moments that compose the present are bound
together by directed relations that order them, as we shall see, according to inclusion, connection, and fusion.
These relations yield an experience of succession, rather than a succession of experiences (James, 1890).

Since the experience of the extended present does not necessarily include the feeling of what will come next,
our account will mainly focus on the �ow of time from the now to the then—what in the philosophical
literature has been referred to as “retention” (Husserl, 1991). Nonetheless, in the Discussion we will show how
this approach can also account for the experience of “protention”, occasionally extending to what we feel will
come next.

2.1. Moments

Let us dissect the phenomenology of temporal �ow in more detail and introduce some nomenclature (Fig.
2A). As already mentioned, the phenomenal distinctions that compose phenomenal time are called moments.
Moments can be as short as an instant (the shortest moment one can phenomenally resolve), as long as the entire
present, or anything in between. They can be close to the conscious now, to the conscious then, or anytime in
between. There are various estimates about the duration of the conscious present, from a few hundred
milliseconds up to three seconds of clock time (Dainton, 2023; Pöppel, 2009), and of the grain of a conscious
instant, typically a few tens of milliseconds (Herzog et al., 2016; White, 2018). But the moments composing the
conscious present—short and long, now and then—only feel like moments �owing in time owing to the
relations that bind them together. In what follows, we argue that four fundamental properties, characterizing
moments and their relations, are necessary and su�cient for the experience of time: directedness, directed
inclusion, directed connection, and directed fusion (Fig. 2B).

2.2. Directedness

Moments are directed, each of them pointing away from itself—�owing away from the now and towards the
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then. Directedness implies that there is a fundamental asymmetry between the now and the then. For this
reason, we represent the phenomenology of moments in time by arrows (pointing away from the now towards
the then).

Figure 2. Phenomenology of temporal experience. (A) The distinctions composing the phenomenal structure of temporal experience are called
moments (blue block arrows). (B) The fundamental relations of the structure of temporal experience are directedness and directed inclusion, connection,
and fusion: (i) Moments are directed; they point away from themselves. (ii) Moments include and are included by other moments and do so in a directed
manner, either forward (towards the now, in the case depicted) or backward (towards the then). (iii) Moments connect when they partially overlap each
other in a directed way, such that one is the predecessor and the other the successor, and their overlap is also a moment. (iv) Moments that connect also
fuse with one another such that their union is also a moment that includes them in a directed way and nothing else. (C) Limit cases of moments that
satisfy only some of the fundamental properties of temporal experience: The present is the “total” moment; it includes all other moments but does not
connect nor fuse up with other moments. By contrast, instants are the shortest moments that are phenomenally resolvable in experience; they are included
by all other moments but do not connect nor fuse down. (D) Derived properties of temporal experience: The period covered by a moment is given by the
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set of moments it includes, its location by the moments that include it, and its duration by the number of instants it includes. The boundary of a moment
is the set of shortest moments (a predecessor and a successor) that connect to it; conversely, the interval between two moments consists of the shortest
moment that connects to both of them. (E) Additional properties: Local inhomogeneities are moments that stand out because of a di�erence in local
qualities (say, a tone that breaks the silence or a pause that breaks a sound). Centering refers to the feeling that we are anchored to the now, placed towards
the end of the extended present. The period preceding the now towards the then is experienced past, the period succeeding the now towards the next is
experienced future. The hierarchy of distinctions and relations corresponding, for example, to feelings of self and agency, is strongly bound to the now,
enhancing its vividness and centering the temporal experience.

2.3. Directed inclusion

For any moment, there are always other moments which include it or are included by it. By virtue of being
directed, inclusion can be of two kinds: moments can be included towards the now (forward inclusion) or
towards the then (backward inclusion). Forward inclusion is such that the included moment is a subset of the
including moment but is aligned on the latest instant on which they both overlap: they “share their
ending”—the last instant towards the now they both include. Similarly, backward inclusion is such that the
included moment is a subset of the including moment and is aligned on the earliest instant on which they both
overlap: they “share their beginning”—the �rst instant towards the then they both include. Directed inclusion
captures the fact that every moment feels nested within the structure of the present, encompassing a certain
period (determined by the moments it includes) and having a temporal location within the present (determined
by the moments that include it).

2.4. Directed connection

For any moment we can always �nd predecessormoments that overlap it partially and asymmetrically towards
the then, and successor moments that overlap it partially and asymmetrically towards the now. Directed
connection is asymmetric because there is an intrinsic ordering within phenomenal time: a moment that is
connected to a successor moment cannot be its successor but only its predecessor, and a moment connected to
its predecessor cannot be its predecessor, only its successor. When two moments overlap, there is always another
moment that covers exactly their overlap—the connecting moment (or connection). This third moment is
included by both in a directed way, such that the connecting moment is forward-included by the predecessor and
backward-included by the successor. For any two overlapping moments, one can always �nd a moment they
connect onto (directed connection down). Moreover, every moment is also the connection of two overlapping
moments, such that it is included by both of them and covers their overlap (directed connection up). Directed
connection accounts for the directed ordering of moments within the present according to relations of succession
and predecession.

2.5. Directed fusion

For any moment, one can always �nd another connected moment with which it fuses, such that together they
compose a third moment that includes both of them in a directed way (either backward or forward) and
coincides with their union (directed fusion up). Every moment is also the fusion of two connected moments
(directed fusion down), one towards the now and the other towards the then, such that it includes both of them
and coincides with their union. Fusion accounts for the fullness of the present—that phenomenal time is not
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fragmented.

2.6. Derived properties

The fundamental properties just described apply to all moments, with the exception of the “total” moment,
corresponding to the conscious present, which includes all other moments but neither connects nor fuses up
with other moments. Likewise, instants, the �nest-grain moments one can phenomenally resolve, do not
connect and do not fuse down, being only included by other moments (Fig. 2C).

The fundamental properties of temporal �ow are su�cient to derive other phenomenal properties of
experienced time (Fig. 2D). Thus, the period covered by a moment can be de�ned as the set of all moments it
includes, while its temporal location is the set of all moments that include it, placing it uniquely within the
present and among other moments. The duration of a moment can be characterized as the number of instants it
includes. The boundary of a moment is the set of the shortest moments that are directedly connected to its
beginning and its end—that is, its shortest predecessor and successor. To note, the present itself (the “total”
moment) is not experienced as having a boundary that marks its beginning and its end. Even so, the present is
de�nite because it has a limit: it starts with the now and does not extend into the future, and it ends with the
then, not extending into the past. Finally, the interval between any two moments is the shortest moment that
connects to both of them.

2.7. Inhomogeneities and centeredness

Some other phenomenal properties tightly bound to the experience of temporal �ow should also be
mentioned (Fig. 2E). Within the present, one or more moments can stand out because of an inhomogeneity in
local properties. These are properties, such as sound or touch, that are not in themselves temporal but are
typically experienced as bound to time. For instance, a sudden sound may pierce the silence (e.g., the �rst note in
Fig. 2A), or a sudden pause interrupting a droning noise. These inhomogeneities highlight particular moments
in the �owing present, without disrupting its �ow, only warping it locally and often capturing our attention.
But time �ows in perfect silence too, say during the expressive pauses at the end of Sibelius’s �fth symphony, or
throughout the provocative emptiness of John Cage’s piece 4’33.

While experienced time always �ows from the now to the then, another prominent phenomenal property is
that we usually feel centered in the now (rather than in the then or in the middle of the present): when we hear a
sound, it suddenly appears in the now, we experience it as the “latest” and “most vivid” event we are aware of,
and we feel that whatever happened before (but is still present in the experience) is less vivid or faded compared
to it. For example, in hearing Beethoven’s Fifth Symphony, the latest note is present in “full sound,” while the
group of three notes in the previous bar is still present but fainter (Fig. 2A). The now is the moment that is
typically bound to actions: we typically feel that, when we act, we are doing so from the “now” rather than from
the “then.”

3. Methods

We now proceed to lay out an account of the subjective properties of temporal �ow in objective, operational
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terms, according to the principles of IIT. This means that phenomenal distinctions and relations that compose
temporal �ow—the moments bound by directedness, directed inclusion, directed fusion, and directed
connection—must have a correspondent in the cause–e�ect structure speci�ed by the substrate of temporal
experience in the brain, in the causal distinctions that compose it and the way they relate.

Below, we �rst brie�y summarize the IIT formalism (for a complete presentation see Albantakis et al. (2023)
and the "Integrated Information Wiki," (2024)). Next, we apply the formalism to unfold the cause–e�ect power
to a directed grid—the kind of substrate that, we conjecture, can support the experience of time.

3.1. Unfolding cause–e�ect structures

IIT starts by applying the postulates of existence, intrinsicality, information, integration, and exclusion and
identifying a maximum of system integrated information (φs) over the units of a substrate (Marshall et al., 2023).
By IIT a substrate of consciousness, or complex, must be such a maximum. Next, in line with the postulate of
composition, the cause–e�ect power of the complex is unfolded in full, yielding its cause–effect structure. By IIT,
the causal distinctions and relations that compose the cause–e�ect structure account for the content of the
corresponding experience, with no additional ingredients. Here we focus on unfolding the cause–e�ect
structure speci�ed by a directed grid, assuming that the grid is part of a larger complex. Every system subset that
satis�es IIT’s postulates of physical existence (except for composition, which does not apply to the components
themselves) speci�es a causal distinction. A distinction consists of a mechanism (a subset of units in a state) that
speci�es a cause purview and an effect purview (each a subset of units in a state). Overlaps among causes and/or
e�ects of one or more distinctions specify causal relations. (Fig. 3A, top left).

Figure 3. A cause–e�ect structure and its components. (A) A cause–e�ect structure is composed of causal distinctions and relations. Distinctions are
speci�ed by irreducible mechanisms (subsets of the substrate’s units, indicated by black circles) linking a cause and an e�ect purview (red and green circles,
respectively) over subsets of the substrate’s units. Causal relations obtain when there is a congruent (same unit state) overlap between two or more
purviews speci�ed by one or more distinctions. The degree of a relation is the number of distinctions involved in the overlap, while the degree of a relation
face is the number of purviews contributing to it. Second-degree faces (or 2-faces) are depicted as edges (yellow and magenta), and higher-degree faces are
depicted as surfaces (blue). Shown are two generic distinctions, with their 1- and 2-relations and the 2-, 3- and 4-relation faces they could have. (B) Causal
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distinctions and relations compose a cause–e�ect structure (depicted in gray), from which sub-structures (or Φ-folds, in blue) can be isolated. For a full
description of distinctions, relations, and cause–e�ect structures and how to compute them using the formalism of IIT 4.0, see Albantakis et al. (2023)
and the “Integrated InformationWiki” (2024).

3.1.1. Distinctions

A mechanism speci�es a causal distinction if (i) it has cause–e�ect power (existence postulate), that is, it can
take and make a di�erence with respect to itself or other units; (ii) it has cause–e�ect power within the system
(intrinsicality postulate); (iii) its cause–e�ect power is speci�c (information postulate), that is, being in its
speci�c current state, it selects a state for its purviews (the one with maximal intrinsic information ii on the
input side for cause purview and on the output side for e�ect purview), and this state is congruent with the
cause–effect state selected by the complex as a whole; (iv) its cause–e�ect power is irreducible (integration
postulate), that is, the distinction’s integrated information (φd) (the amount of ii lost by partitioning
mechanism and purview) is positive and the minimum across all partitions for a candidate purview; and (v) the
amount of φd it speci�es is maximal across other candidate purviews (exclusion postulate). In sum, a causal
distinction comprises a mechanism linking a cause purview and an e�ect purview, and has an associated φd value.

3.1.2. Relations

Causal relations capture the way in which causal distinctions are bound together within a cause–e�ect
structure. There is a relation if cause and e�ect purviews overlap congruently (i.e., they specify the same state)
over a subset of their units (Fig. 3A). The purviews speci�ed by a set of distinctions can overlap in di�erent ways,
depending on whether the overlap involves causes, e�ects, or both, and on the number of purviews that overlap.
Each of the purview overlaps in a relation is called a face. The unit in the overlap are the face purview, with a
corresponding face irreducibility value φf. The union of the face purviews constitutes the relation purview. The
relation irreducibility value (φr) is calculated by unbinding one distinction at a time and �nding the one that
makes the least di�erence. This is calculated by multiplying the average φd per unique purview unit by the size of
the overlap across all faces (the number of units in the relation purview) and taking the minimum value across
distinctions in the relation.

A relation that binds n distinctions is called an nth-degree relation (or n-relation for short) and a face that
binds k purviews within a relation is called a kth-degree face (or k-face for short). For instance, given two
distinctions d = [d1, d2], each with a cause and an e�ect purview, we have a set of four purviews zd = [e1, c1, e2, c2]
(where e and c stand for e�ect and cause purview, respectively; Fig. 3A). There are nine potential relation faces
across the two distinctions: one 4-face involving all four purviews; four 3-faces involving three purviews (either
two e�ects and one cause, or two causes and one e�ect); and four 2-faces involving two purviews (either a cause
and an e�ect, two causes, or two e�ects). Finally, there are two potential 1-relations (a self-relation between the
cause and e�ect of each distinction).

Together, distinctions and relations compose the cause–e�ect structure (Fig. 3B, in gray). Here we will limit
our analysis to 2-relations and their underlying set of faces, in particular 2-faces, which are su�cient to
characterize the cause–e�ect structure corresponding to temporal �ow.
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3.1.3. Contexts

To study the contribution of individual distinctions, it is useful to decompose the cause–e�ect structure into
sub-structures or Φ-folds. A relevant sub-structure is the distinction’s context—the set of relations bound to it
(Fig. 3B, in blue). Through its context, a distinction is related to a set of other distinctions within the
cause–e�ect structure. More speci�cally, the purview context is the set of relations involving a distinction’s
purview (either cause of e�ect). In accounting for the properties of temporal phenomenology in terms of
properties of the cause–e�ect structure, we will present the correspondence both at the “local” level of relation
faces between pairs and triples of distinctions (restricting our analysis to 2-relations among them) and at the
“global” level ofΦ-folds corresponding to relation contexts.

3.2. Causal model of the substrate: a directed 1D grid of binary units

Which brain mechanisms and regions may support the experience of the �ow of time is not known. Here we
conjecture that the experience of time is supported by brain regions harboring connectivity patterns resembling
directed grids. Such connectivity may be found, for instance, within the auditory cortex.

The substrate model employed in this paper is a 1D grid, assumed to be part of a larger complex, comprising
seven probabilistic units AbcDefg with binary state (-1, or OFF, indicated with lowercase, and +1, or ON,
indicated with uppercase; Fig. 4A). This is considered as a “macro” state, corresponding to an interval of the
order of 30 milliseconds or so of clock time (see below). Each unit has a self-connection (weight of w = 0.3), a
stronger outgoing lateral connection (w = 0.6) to one of its two neighboring units, and a weaker outgoing lateral
connection (w = 0.1) to the other neighboring unit. Each unit also receives a feedforward input from a sensory
interface (input array; Fig. 4A, bottom), assumed to be outside the complex, also comprising seven units. The
input array not only provides bottom-up inputs that drive the activation of the units of the 1D grid, but works
as a delay line, such that activation percolates sequentially from unit A′ to unitG′.
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Figure 4. Substrate model of a directed 1D grid and its cause–e�ect structure. (A) Below, the substrate consisting of a directed 1D grid with seven
probabilistic units, where the binary state is represented by -1 (OFF) in lowercase and +1 (ON) in uppercase. Each unit is characterized by a
self-connection weight of w = 0.3, an outgoing lateral connection with a weight of w = 0.6 to one neighboring unit, and with a lesser weight of w = 0.1 to
the other neighbor. The substrate is assumed to be part of a larger complex. Outside the complex is an input array conveying sensory input. The input
array functions as a delay line, percolating activations from the ear from unit A′ toG′. The input array also drives the activation state of the directed grid,
which “endorses” its driven state through its self-and lateral connections that undergo short-term plasticity. Above, the associated transition probability
matrix (TPM) which contains all information needed to unfold the cause–e�ect structure of the substrate model. Each state st (rows) can transition to a
state st+1 (columns) with probability P(st+1| st). The binary states are represented as blocks (+1 as black, -1 as white) and only the �rst twenty states are
shown. (B) Unfolded cause–e�ect structure of the seven-unit directed grid. Each distinction consists of a mechanism (black units) linked by brown lines to
its cause (red units) and its e�ect (green units). Lower-order distinctions are depicted towards the bottom and higher-order distinctions towards the top.
Only 1st- and 2nd-degree relations are plotted, with 2nd-degree faces depicted as edges (yellow) and higher-degree faces depicted as surfaces (blue).

The 1D grid (A to g) does not percolate activity patterns on its own, but “endorses” the activity macro state
driven by the input array through an activation function that is the combination of two sub-functions (see
Mayner et al. (in preparation) for details on their implementation). The �rst function f1(xk,sk) assures that grid
units are reliably turned ON and OFF if the feedforward sensory input is ON and OFF, respectively. If the unit’s
current state sk di�ers from the sensory driving input xk, the unit’s state �ips. The second function determines
the state of each grid unit as a function of the inputs it receives through its lateral and self-connections. Each
unit implements a sigmoid function of an input state I* parametrized by the current state of the unit itself sk, the
connection weight wk, and the current state of its input units I:
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This makes connections to a unit that is ON (+1) e�ectively excitatory, and connections to a unit that is OFF
(-1) e�ectively inhibitory. The state-dependent nature of this function ensures that each unit’s state is endorsed
by the lateral connections by adjusting the e�ective sign of the input to the unit (assumed to be mediated by
short-term plasticity, see Mayner et al. (in preparation)). The two functions are combined to obtain the
probability of a unit turning ON by taking the one that deviates maximally from chance (i.e., the “maximally
selective” one):
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As a result, the macro state of the grid is driven by the sensory input array, while simultaneously allowing the
units to endorse their current state by rapidly adjusting the strength of their intrinsic connections (at a faster
time scale than that of the units’ macro state).

4. Results
According to IIT, the properties of the cause–e�ect structure speci�ed by the substrate of consciousness

account in full for the phenomenal properties of the experience of time. We must thus establish a
correspondence between the fundamental properties of temporal experience and the properties of the
cause–e�ect structure unfolded from directed grids (Fig. 4).
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4.1. Moments

The phenomenal distinctions composing the experience of time are moments. In physical terms, these
correspond to causal distinctions speci�ed by �rst- or higher-order mechanisms of directed grids. Out of 127
possible mechanisms for a 7-unit grid, 79 are irreducible and therefore specify causal distinctions (Fig. 4B).
Nearly a third of the distinctions are speci�ed by contiguous units, as depicted in Fig. 5 (right), and these will be
the focus for the account below.

4.2. Directedness

Phenomenally, moments are characterized by directedness: each moment points away from itself. In the
cause–e�ect structure speci�ed by directed grids, this corresponds to distinctions whose cause and e�ect do not
overlap or overlap only partially and asymmetrically: each purview always has at least one element that is not
included in the other, with the causes leaning towards the now and the e�ects towards the then (Fig. 5). For
instance, distinction bc has a cause over b and an e�ect over c. Distinction cDef has a cause over cDe and an e�ect
overDef. This results in further asymmetries in the way causes and e�ects relate to the rest of the structure.

Figure 5. Directedness. Phenomenal distinctions in temporal experience are called moments. Moments are fundamentally directed, pointing away
from themselves (left panel). Moments are the basic “building blocks” of phenomenal �ow. In physical terms, they correspond to the causal distinctions
speci�ed by the seven-unit directed grid (right) in state AbcDefg (as before, ON units are represented with uppercase and OFF units with lowercase).
Causal distinctions comprise the mechanism (black) linked to its cause (red) and e�ect purviews (green). The directedness of moments corresponds to
causal distinctions that are also directed: causes and e�ects are misaligned asymmetrically, such that each contains elements not contained in the other, with
causes leaning towards the now (left direction) and e�ects towards the then (right direction). For example (center panel), the distinction bc has b as its cause
and c as its e�ect. Thus, the cause of bc can relate to distinctions over unit cwhile its e�ect c cannot, whereas its e�ect can relate to other distinctions over
unit c which its cause c cannot. Directedness applies to all other distinctions and can also be seen in terms of the contexts of the distinctions (right panel).
For example, distinction cDef is directed such that its cause subtext (i.e. the distinctions, highlighted in red, whose purviews are included in its cause cDe) is
di�erent from its e�ect subtext (i.e. the distinctions, highlighted in green, whose purviews are included in its e�ectDef). Note: to align phenomenology to
the orientation of the directed grid (which receives the “latest” inputs from the left), from here on we �ip the convention used in the previous �gures and
depict the now on the left and the then on the right.

4.3. Directed inclusion

Phenomenally, directed inclusion captures the fact that every moment includes and is included by other
moments in a directed way, both towards the now (forward inclusion) and towards the then (backward
inclusion).
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The cause–e�ect structure speci�ed by a directed grid has properties that account for phenomenal directed
inclusion, because its distinctions include and are included by other distinctions in a directed way (Fig. 6).
Speci�cally, for distinctions that qualify as moments, there is another distinction that includes them (one that
overlaps them fully, non-mutually, and asymmetrically), and there is another distinction that they include (one
that is fully, non-mutually, and asymmetrically overlapped by them). For each including distinction, there is one
distinction that is forward-included and another that is backward-included by it. Forward inclusion is when the
elements of both the cause and e�ect purviews of the included distinction are a subset of the elements
constituting the cause purview of the including distinction (it is called “forward” because the included
distinction is on the side of the now). For example, distinction bcDef forward-includes distinction bcDe because
the elements of bcDe’s cause and e�ect are included in the elements of bcDef’s cause (Fig. 6A, center). Backward
inclusion is when the elements of both the cause and the e�ect purviews of the included distinction are a subset
of the elements constituting the effect purview of the including distinction (it is called “backward” because the
included distinction is on the side of the then). For example, distinction bcDef backward-includes distinction
cDef because the elements of cDef’s cause and e�ect are included in the elements of bcDef’s e�ect (Fig. 6B,
center).

Directed inclusion is true not only for individual pairs of distinctions but also for their relations with the rest
of the structure—that is, with their context (see above). The subtext and supertext of a distinction (or its
purviews) can be de�ned as the set of distinctions (or purviews) included by it and including it, respectively
(Haun & Tononi, 2019). A distinction is forward-included when its subtext is fully included in the cause
subtext of a larger distinction, but it is only partially included in the larger distinction’s e�ect subtext (Fig. 6A,
right), and vice versa for backward inclusion (Fig. 6B, right).
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Figure 6. Directed inclusion. In temporal experience, moments include and are included by other moments, which can occur towards the now
(forward inclusion, panel A left) or towards the then (backward inclusion, panel B left). In the cause–e�ect structure, directed inclusion corresponds to a
distinction including other distinctions (both their cause and e�ect) aligned on their cause (forward inclusion, panel A center) or on their e�ect (backward
inclusion, panel B center). This is re�ected by the presence of two 2-faces within the 2-relation binding the cause (or e�ect) of the including distinction to
both the cause and e�ect of the included distinction (center, top and bottom). In the example, distinction bcDe is forward-included by distinction bcDef
because bcDe’s cause (bcD) and e�ect (cDe) are included in distinction bcDef’s cause (bcDe) (panel A middle), while distinction cDef is backward-included
because its cause (cDe) and e�ect (Def) are included in distinction bcDef’s e�ect (cDef) (panel B middle). This relation of directed inclusion is also re�ected
at the level of the context of distinctions. In forward inclusion (backward inclusion), the subtext of the included distinction is fully included in the subtext
of the cause (or e�ect) of the including distinction (right, panel A/B bottom). The subtext of a distinction (shaded regions in the cause–e�ect structure)
consists of all distinctions whose purviews it includes (via its cause and/or e�ect purviews). In the example, bcDe’s subtext is included in bcDef’s cause
subtext only (top right), illustrating that bcDe is forward-included by bcDef, while cDef’s subtext is included in bcDef’s e�ect subtext only (bottom right),
illustrating that cDef is backward-included by bcDef.

4.4. Directed connection

Phenomenally, directed connection captures the fact that every moment has a predecessor moment that
overlaps it partially and asymmetrically towards the then, and a successor moment that overlaps it partially and
asymmetrically towards the now, and that the overlaps are also moments. This applies to all moments except for
the ones starting in the now, which only have predecessors and no successors, and the ones ending in the then,
which only have successors and no predecessors.

The cause–e�ect structure speci�ed by a directed grid has properties that account for phenomenal directed
connection because of the way its causal distinctions overlap asymmetrically with other distinctions (Fig. 7A).
For each distinction that quali�es as a moment in the cause–e�ect structure, there is another distinction that
overlaps it partially and asymmetrically, and there is another distinction that is included by both. Directed
connection is asymmetric because the e�ect of one distinction overlaps the cause of the other in a way that is
di�erent from how the e�ect of the other distinction overlaps its cause. For instance, in Fig. 7A (center),
distinction bcDe’s e�ect (cDe) overlaps distinction cDef’s cause (cDe) fully (over units cDe), whilst distinction
cDef’s e�ect (Def) overlaps distinction bcDe’s cause (bcD) only partially (over unitD). Moreover, their overlap is
also a distinction (cDe). This imposes a natural ordering between the two distinctions, such that bcDe succeeds
cDef or, equivalently, cDef precedes bcDe. Note that distinctions are directed such that e�ects are towards the
then and causes towards the now. This is a consequence of the connectivity of the substrate, and accounts for
the feeling that what is experienced in the now (cause) �ows towards the then (e�ect).

Directed connection also applies to each distinction’s context. For example, the subtext of the connection
distinction coincides with the cause subtext of the distinction that forward-includes it and with the e�ect
subtext of the one that backward-includes it (Fig. 7A, right).
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Figure 7. Directed connection and directed fusion. (A) Directed connection. Phenomenally, moments overlap partially, their overlap is directed
(one feels more towards the now and one more towards the then), and their overlap is always a moment. Similarly, in the cause–e�ects structure, causal
distinctions connect in a directed way: the e�ect of the distinctions closer to the now overlaps the cause of the other distinction closer to the then, in a way
that is di�erent from how the e�ect of the second distinction overlaps its cause. In the example (top center), distinction bcDe’s e�ect (cDe) overlaps
distinction cDef’s cause (cDe) fully (over cDe), whilst distinction cDef’s e�ect (Def) overlaps distinction bcDe’s cause (bcD) only partially (over D).
Moreover, their overlap is also a distinction (cDe) (their “connection”), which is included by them in a directed manner (backward and forwards). At the
level of the context (top right), the intersection of the subtexts of the two connected distinctions (here, bcDe and cDef) coincides with the distinction
subtext of their connection (cDe). (B) Directed fusion. Phenomenally, each moment is composed of two or more connected moments, and each moment
together with other connected moments fuse to compose another moment. In the cause–e�ect structure, this corresponds to the fact that when
distinctions connect they always fuse: for every distinction (e.g., bcDe) there is another distinction that includes that distinction (through either backward
or forward inclusion, e.g., bcDef) plus another connected distinction (e.g., cDef) such that the union of the purview elements of the including distinction is
equivalent to the union of the purview elements of the included distinctions. At the level of the context, the union of the subtexts of the two fusing
distinctions (e.g., bcDe and cDef) coincides with the distinction subtext of their fusion (bcDef), with the fusion’s cause subtext coinciding with the subtext
of the distinction that is forward-included (bcDe), and the fusion’s e�ect subtext coinciding with the subtext of the distinction that is backward-included
(cDef).

4.5. Directed fusion

Phenomenally, directed fusion expresses how each moment is composed of two or more connected moments
(which are its fusion down), and each moment together with other connected moments can fuse to compose
another moment (which is their fusion up).

The cause–e�ect structure speci�ed by a directed grid can account for phenomenal directed fusion (Fig. 7B).
Speci�cally, for each distinction that quali�es as a moment (say, bcDe), there is another distinction (bcDef) that
includes both it (through either backward or forward inclusion) and another distinction connected to it (cDef),
such that the union of the purview units of the including distinction (bcDef) coincides with the union of the
purview units of the included distinctions (fusion up) (Fig. 7B, center). Similarly, each distinction qualifying as
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a moment includes one distinction (through either backward or forward inclusion) plus another distinction
connected to it, such that the union of the purview units of the including distinction coincides with the union
of the purview units of the included distinctions (fusion down).

Similar considerations apply to the context of the fusing distinctions (Fig. 7B, right). At the level of
distinction contexts, the union of the subtexts of two fusing distinctions (e.g., bcDe and cDef) coincides with the
distinction subtext of their fusion (bcDef). Moreover, the fusion’s cause subtext coincides with the subtext of the
distinction that is forward-included (bcDe), and the fusion’s e�ect subtext coincides with the subtext of the
distinction that is backward-included (cDef).

4.6. Flow

Phenomenally, the �ow of time from the now to the then within the extended present can be understood as a
structure composed of distinctions, or moments, that capture the fundamental properties of directedness
(pointing away from themselves) and relations of directed inclusion, connection, and fusion. As we have seen,
the cause–e�ect structure unfolded form a directed grid is composed of distinctions that are directed, include
and are included in a directed way, connect in a directed way, and fuse in a directed way (Fig. 8). A cause–e�ect
structure that satis�es these properties, called a flow, can therefore account for the fundamental phenomenal
properties underlying the feeling of time �owing. As shown below, a �ow can also account for phenomenal
properties of temporal experiences that are derived from the fundamental ones.

Figure 8. Flow. The phenomenal properties of temporal �ow—namely directedness, directed inclusion, directed connection, and directed fusion
(left)—correspond to properties of the cause–e�ect structure unfolded from a directed 1D grid (right). This is exempli�ed by four causal distinctions and
the relations that bind them (second from left). All four distinctions (bcDe, cDef, bcDef and cDe) are directed, with their causes and e�ects not aligned.
Distinction bcDef forward-includes distinction bcDe towards the now (since its cause includes bcDe’s purviews) and backward-includes distinction cDef
towards the then (since its e�ect includes cDef’s purviews). Similarly, distinction cDe is forward-included by distinction cDef and backward-included by
distinction bcDe. Distinction bcDe also has a partial asymmetric overlap with cDef (since bcDe’s e�ect fully overlaps cDef’s cause, but not the other way
around), and they both connect on distinction cDe by backward-including it (in the case of distinction bcDe) and forward-including it (in the case of
distinction cDef). Moreover, distinction bcDe and cDef fuse into distinction bcDef, being forward- and backward-included by it, respectively, such that the
union of their purviews coincides with the union the purviews of bcDef. Taken together, the four distinctions satisfy the fundamental properties of
temporal �ow. This also holds for the other distinctions that compose the cause–e�ect structure, which can thus be considered a flow.The third panel
from left summarizes the relations of directed inclusion, connection, and fusion as they apply between four distinctions corresponding to moments (M1

through M4), and the right-most panel shows how they apply between contiguous distinctions throughout the cause–e�ect structure (for simplicity only
the label of the mechanisms are shown).
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4.7. Derived properties

The phenomenal properties of temporal periods, temporal locations, durations, boundaries, and intervals,
can be accounted for in physical terms by considering sub-structures of the cause–e�ect structure speci�ed by a
directed grid. The period of time picked out by a moment corresponds to the set of distinctions included by the
corresponding distinction (its subtext; Fig. 9A, top left). Conversely, the temporal location of a moment is the set
of all distinctions that fully include it (its supertext; Fig. 9A, top right). The duration of a moment is accounted
for by the number of smallest distinctions (instants) included by a given distinction (Fig. 9A, bottom). The
boundary of a moment is the set of distinctions with shortest duration that are in a relation of directed
connection with it (Fig. 9B, left). An interval can be de�ned as the shortest moment that separates two
moments—that is, the smallest distinction that connects to two distinctions (Fig. 9B, right).

Figure 9. Derived properties: period, temporal location, duration, temporal boundary, and interval, and their correspondence in the cause–e�ect
structure. (A) The period picked out by a moment is the set of distinctions included by it (its subtext, blue shading). The temporal location of a moment is
the set of distinctions that fully include it (its supertext, yellow shading). The duration of a moment is the set of smallest distinctions (instants) included by
it (blue contour). (B) The boundary of a moment is the set of smallest distinctions that connect to it (indicated in dark blue). The interval between two
moments is the shortest moment that connects the two distinctions (indicated in light blue).

4.8. Inhomogeneities and centering

Local inhomogeneities within the �ow of phenomenal time can occur whenever one experiences, for example,
a sound that breaks the silence, or a pause in a series of tones. The activation or deactivation of speci�c units
within a directed grid, accompanied by the interplay between higher-level and lower-level mechanisms connected
to directed grids (Fig. 10A), can result in the local warping of phenomenal �ow that “stands out” in its
corresponding cause–e�ect structure (not shown). Even when warped, the cause–e�ect structure unfolded from
a directed grid retains the fundamental properties that characterize a �ow. As indicated in the �gure, local
qualities such as pitch, loudness, and timbre, would be accounted for by the sub-structures supported by
neuronal “cliques” associated with the directed grid. Similarly, con�gurations of low-level features and invariants
such as tones would be contributed by the convergent/divergent connectivity among higher-level areas.

As already mentioned, the experience of time �owing is typically characterized by the feeling that we are
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centered in the now, with moments �owing away from it and towards the then. Moreover, the now is typically
experienced more vividly than the then. A plausible explanation for these phenomenal features is that the neural
mechanisms at the now terminus of the directed grid may be more densely connected to neural mechanisms in
higher-level areas that eventually drive action (Fig. 10A). A denser connectivity implies a much larger number of
causal relations. This would not only make adaptive sense, but would also account for the greater vividness of
the now (see Albantakis et al. (2023) and Haun & Tononi (2019) for an account of vividness in terms of the
number and irreducibility of distinctions and relations). It is also plausible that the neural substrate of sensory
modalities characterized by shorter delays may serve to align experience across slower modalities, and to place the
“now” of perception just before that of action.

Figure 10. Local inhomogeneities and centering in the now. (A) Phenomenally, some moment may “stand out” and locally disrupt the �ow of time,
as when we hear a sudden sound or pause (left). This may be accounted for activation or deactivation of speci�c units within a directed grid, accompanied
by the interplay between higher-level and lower-level mechanisms connected to directed grids. Locally, distinctions and relations would be altered, resulting
in a local thickening and warping of the cause–e�ect structure, which does not disrupt the global �ow of time. Note that the “local quality” of the sound
or pause would be accounted for by local mechanisms (auditory cliques) and associated sub-structures embedded at every locale of the directed grid. (B)
Phenomenally, moments �ow away from the now towards the then, and we feel centered in the now, which also feels more vivid (left). This may be
accounted for by denser connections between the now terminus of directed grids to higher-level areas involved with agency, corresponding to a much larger
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number of relations binding the now with the rest of the cause–e�ect structure (right).

5. Discussion
According to IIT, all properties of an experience can be accounted for in physical terms by corresponding

properties of the cause–e�ect structure unfolded from a substrate in its current state. The unfolding procedure
is based on IIT’s principles and its �ve postulates (intrinsicality, information, integration, exclusion, and
composition), which capture in causal terms the essential properties of every conceivable experience. According
to the theory, no additional ingredients are needed to account for the accidental properties of speci�c
experiences, such as the feeling of spatial extension, of temporal �ow, of objects binding general concepts with
particular features, of local qualities such as color or sound, and so on. These accidental properties should be
accounted for by corresponding properties of the cause–e�ect structure speci�ed by a neural substrate
depending on its connectivity and current activity pattern.

This paper aims to show how the IIT framework can be employed to account for the experience of temporal
�ow. Just as most of our conscious life is “painted” on the “canvas” of experienced space, much of it is “played”
on the “track” of experienced time. The conscious present is con�ned between the now and the then,
occasionally including a next that extends beyond the now. It is composed of moments, short and long, some
closer to the now and some to the then. Moments are directed, pointing away from themselves, and overlap
through relations of directed inclusion, connection, and fusion, to yield the feeling of �ow.

As demonstrated here, a substrate such as a directed grid supports a cause–e�ect structure that can account
for the fundamental properties of temporal �ow: its units specify causal distinctions (moments) whose cause
and e�ect overlap in a directed manner, yielding causal relations of directed inclusion, connection, and fusion.
From these fundamental properties, other properties of temporal experience can be derived, such as the period
occupied by a moment, its temporal location within the present and with respect to the now and the then, its
duration, its boundary, and the interval between it and other moments. The results exemplify an explanatory
identity (Albantakis et al., 2023) between the properties of temporal experience and those of the �ow structure
speci�ed by directed grids.

5.1. Temporal �ow as a directed structure

A central aspect of IIT’s account is that the experience of time �owing corresponds to a directed structure,
rather than to a process that actually “�ows” in clock time. This is illustrated in Fig. 11 (left). The interval of
clock time depicted is ~10 seconds, longer than the duration of the conscious present—assumed here, for
convenience, to be ~210 milliseconds. The portion of the arrow of clock time corresponding to the “clock past”
(i.e., all events that have already happened) is dashed, the “clock now” is indicated with a thicker thick, and the
portion corresponding to the “clock future” (which has not happened yet) is dotted. Clock time can be assumed
to tick at much faster resolution (say ~1 picosecond, not depicted) than instants of experienced time, assumed
here to last for ~30 milliseconds of clock time (compatibly with experimental evidence discussed in section 4.13).
Each instant corresponds to a “macro” state of the directed grid (Marshall et al., 2024).

In the �gure, the foreground illustrates a 1D directed grid (units A to g) in its current macro state, with units
A and D ON and all other units OFF. A macro state, as explained in (Hoel et al., 2016; Marshall et al., 2018;
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Marshall et al., 2024), is the intrinsic update grain of the units of a complex—the grain at which, from the
complex’s intrinsic perspective, the value of φs is maximized. If we assume that the intrinsic macro units may be
neurons and their intrinsic update grain 30 milliseconds, the macro state of the units in Fig. 11 would extend
backwards for 30 milliseconds from the clock “now.” Because of the way the delay line driving the directed grid
is organized, the macro state of the seven-unit grid preserves a trace of what happened over 210 milliseconds of
clock time—in this case, that two notes were played (in di�erent colors on the score) over a track of silence.

Figure 11. Phenomenal time and clock time. The axis representing ~10 seconds of clock time shows the occurrence of two sound waves (blue and
pink, lasting ~30 milliseconds) and separated by an absence of waves. The bubble at the bottom left represents a subject experiencing an extended present
containing two tones triggered by the sound waves and some pauses of silence around them. Orthogonal to clock time, the �gure shows a directed grid in
its current macro state and the cause–e�ect structure unfolded from it. This is assumed to account in full for the feeling on an extended present and the
�ow of time. The macro state of the directed grid is driven by an input array conveying auditory inputs, which functions as a delay line that preserves a
trace of occurrences lasting for ~210 milliseconds of clock time. The cause–e�ect structure can thus keep track of occurrences over ~210 milliseconds of
clock time, with a short delay due to neural transmission and activation. The moments that coexist within the extended present are bound by relations of
directedness, directed inclusion, connection, and fusion, that yield a feeling of �ow from the now to the then. The latest note (pink) is experienced in the
now, preceded by the earlier note (blue) receding towards the then. The �gure also shows a few cause–e�ect structures unfolded frommacro states of the
directed grid associated with earlier “ticks” of clock time. These are faded to indicate that they are not actual.

As illustrated in the �gure, the grid in its current macro state supports a cause–e�ect structure composed of a
multitude of directed distinctions and relations that order it according to directed inclusion, connection, and
fusion. In this way, the cause–e�ect structure can account for a conscious present that feels extended in time,
�owing from the phenomenal now to the phenomenal then. Furthermore, a substrate de�ned over a macro state
of, say, 30 milliseconds of clock time, can support an experience capturing a longer interval of clock time, say
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210 milliseconds or longer (depending on the number of units in the grid). This has the obvious advantage that
contents triggered by a sequence of inputs can be bound together within a single experience, say that of a melody
or a spoken phrase, while preserving their ordering and direction.

The �gure also shows a few cause–e�ect structures (in gray) preceding the current one. In principle, a new
structure would be is speci�ed over a macro state at every micro update (“tick”) of clock time. However, because
neurons update their macro state at a much coarser grain than the ticks of clock time, cause–e�ect structures
succeeding one another over many consecutive ticks of clock time will be identical or nearly so (and so will the
corresponding experiences).

5.2. Flexible matching between intrinsic temporal �ow and extrinsic clock time

In a brain well adapted to its environment, one would expect that the �ow of experience, say the succession
of notes in a melody, will match well enough, with a short delay and proper ordering, the sequence of stimuli
sampled in clock time. However, this matching can be somewhat �exible, allowing for some “editing” and
“extrapolating” of the “track” of experienced time. There are several instances, in auditory psychophysics
(Herzog et al., 2020), language perception (Rönnberg et al., 2019), music perception (Juslin & Västfjäll, 2008),
and motion perception (Shimojo, 2014), where stimuli occurring later can a�ect the experience triggered by
stimuli occurring earlier. Such “postdictive” e�ects can be naturally accommodated within the present
framework. For example, top-down connections from higher level areas may a�ect the activation of units
towards the “then” terminus of directed grids in lower-level areas.

Figure 12. Further aspects of temporal experiences and their substrate. A) The extended present may include the experience of what will happen
next, in addition to the experience of what happened between the now and the then. Possible mechanisms supporting an experienced future may involve
directed grids at higher levels in a sensory hierarchy (here, A2) whose substrate extends beyond the now at lower levels (here, A1). Units in A2 may be
activated endogenously by “imagining” what might be heard next (for example, the purple note on the music score in the bottom left). The extended
present would then map a longer interval of clock time that comprises possible future occurrences (grey shaded area projected onto the clock time axis).
(B) The substrate of the extended present, at every hierarchical level, is assumed to be not one grid, but an array of directed grids interacting through lateral
connections. In auditory areas, for example, each grid in the array may comprise units selective for di�erent frequency bands.

As illustrated in Fig. 12A, units in directed grids at higher levels in the auditory hierarchy may also specify
moments that succeed the “now” and extend towards the “next.” These “extrapolations” would be experienced,
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typically less vividly, as upcoming occurrences, say as the expected next note in a known melody (faded purple
note on the music score). The adaptive matching of the intrinsic temporal �ow and extrinsic clock time might
hold, leading to priming and con�rmation e�ects, or it might be violated by what actually happens next,
potentially accounting for various illusions (Eagleman, 2008; Merchant et al., 2013) as well as for desired e�ects
in music (Huron, 2006; Vuust et al., 2022).

Finally, Fig. 12B illustrates that, at a minimum, the simpli�ed account presented here should be expanded by
considering 2D arrays of directed grids interacting through lateral connections. For example, each directed grid
might correspond to a di�erent frequency band in the tonotopic organization of auditory cortex (Saenz &
Langers, 2014).

5.3. Similarities and di�erences between the experience of time and space

The feeling of time as an extended present, as analyzed here, bears many similarities with the feeling of space
as an extended canvas. Yet time also feels “�owing,” unlike space. As previously proposed (Haun & Tononi,
2019), the experience of space can be dissected into countless distinctions, called spots, which compose a spatial
extension through relations of re�exivity, inclusion, connection, and fusion (Fig. 13A). Phenomenally, instead of
being directed like moments, spots are reflexive, in the sense that they point to themselves. Because they are
re�exive rather than directed, spatial distinctions include, connect with, and fuse with one another in a
non-directed way. Furthermore, experienced space is typically 2D (or 3D), rather than 1D.

Figure 13. IIT’s account of spatial experience vs. temporal experience. (A) Phenomenology of spatial experience and its fundamental properties.
The experience of (visual) space is characterized by countless phenomenal distinctions, called spots, bound through relations of re�exivity, inclusion,
connection, and fusion (all non-directed). (B) These fundamental properties of space �nd correspondence in the properties of the cause–e�ect structure
unfolded from non-directed grids (right). Non-directed grids specify distinctions that are re�exive, each specifying a cause and an e�ect that fully overlap
and that relate through non-directed inclusion, connection, and fusion (second from left). This also holds for the other distinctions that compose the
cause–e�ect structure, which can thus be considered an extension. The third panel from left summarizes the relations of non-directed inclusion,
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connection, and fusion as they apply between four distinctions corresponding to spots (S1 through S4), and the right-most panel shows how they apply
between contiguous distinctions throughout the cause–e�ect structure (for simplicity only the label of the mechanisms are shown).

In physical terms, the similarities and di�erences between space and time can be accounted for by a di�erent
kind of neural substrate: non-directed 2D (or 3D) grids for space, and arrays of directed 1D grids for time.
Crucially, a non-directed grid speci�es causal distinctions that are re�exive—having cause and e�ect over the
same elements (usually a subset of the mechanism elements)—rather than directed, with cause and e�ect over
di�erent elements, as is the case for directed grids (Fig. 13B). It follows from re�exivity that the inclusion,
connection, and fusion relations are also non-directed. In other words, the re�exivity of spatial distinctions—the
fact that their cause and e�ect purviews coincide—guarantees that any overlap with other spatial distinctions
will be symmetrical over their cause and e�ect sides.

Spatial and temporal experiences are also remarkably similar with respect to further properties that can be
derived from their fundamental ones. The region occupied by a spot, its location within the extension of space
and with respect to its borders, its size, its boundary, and the distance from other spots are the non-directed
analog of the period occupied by a moment, its temporal location within the present and with the now and the
then, its duration, its boundary, and the interval between it and other moments. Similarly, inhomogeneities in
local qualities can highlight particular spots that locally warp the extendedness of space, just as they can highlight
particular moments in the present, without disrupting its �ow. And, just as time can �ow silently, space can be
completely empty and still feel extended. Finally, just as we feel centered in the now temporally, we typically feel
centered in the middle spatially, in both cases the natural starting point for action.

5.4. Introspection as an essential but limited tool for dissecting the phenomenal
structure of temporal �ow

Introspection is the indispensable starting point for the analysis of experience. As a �rst attempt to account
for the quality of consciousness in physical terms, we focused on spatial extendedness precisely because the
experience of space is not just pervasive, but also highly penetrable through introspection, largely thanks to the
power and �exibility of spatial attention (Haun & Tononi, 2019). Temporal �ow is also pervasive and partially
introspectable, though less easily so than spatial extendedness. This is presumably because the �eeting nature of
time does not lend itself to being steadily grasped by attention, which is deployed sequentially and with limited
speed. Introspection is also selective in the contents of experience it can access, likely because it depends on the
limited ability of top-down connections to increase the excitability of speci�c subsets of neurons (Ellia et al.,
2021; Haun & Tononi, 2019).

Nonetheless, as testi�ed by venerable traditions in temporal phenomenology, the fundamental structural
properties of temporal experience remain more penetrable by introspection than those of a musical chord, a
color, or a smell (for more on the role and limitations of introspection, see Ellia et al. (2021) and Haun &
Tononi (2019)). As shown here, we can rely on introspection to characterize the directedness of moments and
their relations of directed inclusion, connection, and fusion—as well as many derived properties such as
durations and intervals. This allowed us to demonstrate a systematic correspondence between the phenomenal
properties of temporal �ow and the physical properties of cause–e�ect structures speci�ed by directed grids.
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This correspondence is assumed to hold when we cease introspecting because phenomenal time �ows, just as
phenomenal space envelops us, whether we pay attention to it or not.

Beyond this, the power and reliability of introspection are clearly limited. For example, while introspection
clearly reveals that the present is extended, precisely estimating its duration is no easy task, and psychophysical
results di�er depending on the criteria employed. Thus, William James thought the specious present could last as
long as 12 seconds (James, 1890). Others placed it at ~3 seconds based on criteria such as the ability to impose a
subjective rhythm to uniform auditory stimuli, to precisely estimate intervals, and so on (Montemayor &
Wittmann, 2014; Pöppel, 2009). On the other hand, using tachistoscopic presentations of stimuli to assess “that
stretch of change which is apprehended as a unit and which is the object of a single mental act of apprehension”
has led to an estimate of 750 milliseconds (Albertazzi, 1996). Some have suggested even shorter durations, down
to 300 milliseconds (Dainton, 2000; Strawson, 2009) (see Dainton (2023) andWhite (2017) for critical reviews).

The duration of instants has been estimated indirectly by assessing temporal order thresholds (the shortest
inter-stimulus interval under which two sequential stimuli are perceived as simultaneous (Brecher, 1932; Hirsh
& Sherrick, 1961; Kanabus et al., 2002)) and �icker fusion thresholds (the shortest inter-stimulus interval under
which �ickering stimuli are perceived as continuous (Andrews et al., 1996; Curran &Wattis, 1998)). The results
yield a range of 10–60 milliseconds depending on the paradigm employed (Elliott & Giersch, 2016; Herzog et
al., 2016; Pöppel, 1997a, 1997b; VanRullen & Koch, 2003; White, 2018).

5.5. Directed grids in the brain as the substrate of temporal experience

In previous work, we proposed that the neural substrate of the feeling of spatial extendedness is provided by
non-directed 2D grids, connected hierarchically and in parallel to constitute a dense 3D lattice (Haun & Tononi,
2019; Tononi, 2014). This kind of substrate is ubiquitous in posterior cortex, and its relevance for the experience
of space—both visual space and body space—is supported by clinical and neurophysiological evidence (Heinzle
et al., 2011; Salin & Bullier, 1995; Sereno &Huang, 2014; Wang et al., 2015).

Here we conjectured that arrays of directed grids constitute the neural substrate of the feeling of temporal
�ow. However, little is known about the presence and location of such directed grids in the brain. According to
IIT, the substrate of speci�c aspects of experience must be a subset of units within the main complex—the
overall substrate of consciousness. This implies that the relevant directed grids must constitute, together with
the rest of the complex, a substrate that is maximally irreducible. Moreover, one would expect that such grids
should be closely connected to the neural substrate of modalities, such as sound, speech, and music, that are
tightly bound to temporal �ow.

Based on such considerations, directed grids supporting the experience of temporal �ow might be located,
for example, in portions of posterior cortex specialized for sound, speech, and music perception. There is
substantial evidence indicating that the overall substrate of consciousness is primarily localized to posterior and
central cortical regions (Boly et al., 2017; Koch et al., 2016; Siclari et al., 2017). Moreover, it is well established
that hearing sound, speech, and music depends on specialized portions of cortex connected to primary auditory
cortex (Hickok & Poeppel, 2015; Norman-Haignere et al., 2015). We therefore hypothesize that within such
regions, one should be able to identify arrays directed grids serving as delay lines as well as substrates for the
experience of �ow. Speci�c details of the local connectivity would be responsible for local phenomenal qualities
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typically bound to temporal �ow, such as pitch, timbre, and loudness. (In a similar way, the details of the local
connectivity in non-directed 2D grids would contribute to local phenomenal properties of spatial extendedness,
such as hue, saturation, and brightness for visual space).

We also expect that the overall experience of temporal �ow should be supported by multiple directed grids
distributed across many areas of the main complex, at multiple levels. Convergent/divergent connections across
hierarchically organized areas will support relations that bind, say, phonemes with syllables and words within a
spoken sentence (Hickok & Poeppel, 2015). Lateral connections may further support the binding of temporal
contents across submodalities, say, between speech and music (Janata, 2015; Janata et al., 2002), or even across
modalities. Temporal aspects of experience may also be bound to spatial aspects, say, when experiencing visual
motion between adjacent spatial locations. It is possible that areas such as V5, which plays a critical role in the
perception of patterned motion (Albright, 1984; Cli�ord & Ibbotson, 2002), may be organized such that
non-directed and directed grids may intertwine.

On the other hand, elsewhere in the brain neurons that do not belong to the main complex may be capable
of representing temporal order without contributing to experience. For example, endogenous circadian “clocks”
allow the brain, and speci�cally the suprachiasmatic nucleus of the hypothalamus, to keep track of the time of
day and appropriately regulate various bodily functions unbeknownst to us (Roenneberg, 2012). Similarly,
some brainstem neurons can detect microsecond intervals between the arrival of sounds at the two ears, intervals
of which we are unaware (though they may contribute indirectly to our awareness of sound location through
their e�ects on neurons in posterior cortex (Grothe et al., 2010)). The contribution of brain regions often
considered as “organs of succession,” such as the cerebellum, the basal ganglia, and the hippocampus, is more
complex. For example, neurons in the hippocampus may subserve the memory of temporal order (Eichenbaum,
2014) as well as cognitive maps (O'Keefe & Nadel, 1978). However, the anatomical organization of the
hippocampal formation is very di�erent from that of posterior cortex, making it less likely to be part of the
substrate of consciousness. Lesion data also indicate that, while the hippocampal formation is critical for
supporting functions such as episodic memory and imagination, it may not directly contribute speci�c
conscious contents (Postle, 2016). With respect to time, lesion studies in humans and rats show that
hippocampal lesions do not impair estimating and recalling distances and durations, but rather impair mostly
the ability to remember the sequential order of events (Buzsáki & Tingley, 2018; Dede et al., 2016; Fortin et al.,
2002; Maguire et al., 2006).

5.6. Some tests and predictions

Besides providing a principled account of the subjective feeling of time �owing in objective, physical terms,
the current proposal lays the foundation for experimental tests. However, it should be recognized that such tests
are made more challenging by our uncertainty concerning the neural substrate of temporal experience.

The most general prediction concerns the substrate of the experience of an extended present and the sense of
time �owing away from now to then. As proposed here, this substrate should correspond to a single macro state
(lasting, say, ~30 milliseconds) of arrays of directed grids within the main complex, rather than to a sequence of
neuronal events covering the duration of the extended present in clock time.

Another prediction is that the duration of the extended present should be proportional to the number of
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macro units constituting a directed grid. Thus, everything else being equal, a grid with more units should
support temporal experiences that encompass a longer stretch of clock time, with potential adaptive advantages.
Units at higher levels in the sensory hierarchy (and beyond) would then be able to learn concepts that span over
longer stretches, in line with the observation of longer temporal receptive �elds in higher level (Hasson et al.,
2008).

Yet another prediction is that the duration of phenomenal instants should be compatible with the grain of
the macro states of the units constituting directed grids. According to IIT, this is given by the time interval (in
clock time) yielding maximal φs for the main complex (Albantakis et al., 2023; Marshall et al., 2024). For macro
units such as neurons, this would likely be determined by the time constants at which synaptic and cellular
mechanisms ensure maximal causal e�cacy.

As already mentioned, the present framework is in principle well poised to accommodate several empirical
observations that imply some “editing” of the neural traces left by a sequence of stimuli (Hogendoorn, 2022),
see also (Libet et al., 1979). A related prediction is that arti�cial activation of grid units near the “now” terminus
should result in perceiving a stimulus as occurring now, while the activation of grid units near the “then”
terminus should result in perceiving a stimulus as having occurred earlier.

The IIT framework further predicts that modulation of synaptic strength or of the excitability of neurons in
directed grids should induce changes in the properties of phenomenal �ow regardless of activity levels (Haun &
Tononi, 2019). Such modulations could account, for instance, for the slowing or speeding up of time caused by
strong emotions, deep meditation, or drugs (Coull et al., 2011; Droit-Volet &Meck, 2007; Kramer et al., 2013;
Sewell et al., 2013; Wackermann et al., 2008).

5.7. Time: cognitive mechanisms and phenomenal properties

The investigation of neural mechanisms of time perception and temporal processing has been an active area
of research for decades (Kononowicz et al., 2018). Psychophysical paradigms have focused on interval estimation
(Grondin, 2010; Tsao et al., 2022), temporal integration (Herzog et al., 2020; Lerner et al., 2011;
Norman-Haignere et al., 2022), and time illusions (Eagleman, 2008; Merchant et al., 2013). For example,
subjects may be asked to assess interval durations verbally or by reproducing target intervals. Several mechanistic
and computational models have been developed to account for psychophysical results (Hass & Durstewitz,
2016; Muller & Nobre, 2014), based, for example, on ramping activations models (Wittmann, 2013), neural
oscillations (Matell & Meck, 2000; VanRullen & Koch, 2003), and population state dynamics (Paton &
Buonomano, 2018; Tsao et al., 2022). In parallel, neurophysiological studies have investigated neural correlates
of temporal processing (Nani et al., 2019; Rao et al., 2001). Neurons tracking intervals and sequences, at varying
time scales, have been reported in the hippocampus (Buzsáki & Tingley, 2018; Eichenbaum, 2014), basal ganglia
(Buhusi & Meck, 2005), the cerebellum (Ivry & Spencer, 2004), supplementary motor area (Ferrandez et al.,
2003; Macar et al., 2006), entorhinal cortex (Tsao et al., 2018), and frontal and parietal cortex (Hayashi & Ivry,
2020; Hayashi et al., 2018). As already mentioned, there are cellular and system-level mechanisms involved in
tracking circadian time (Roenneberg &Merrow, 2003).

These �ndings are critical for characterizing how the brain “represents” clock time (Hogendoorn, 2022) and
employs these representations for motor control, memory, and cognitive functions. However, the framework
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presented here di�ers from cognitive and computational paradigms both with respect to what it tries to explain
(the explanandum) and to how it tries to do so (the explanans). The explanandum is not so much the cognitive
capacity to discriminate and report the objective duration of stimuli (in clock time) but rather the subjective
properties of temporal experience as assessed through introspection (Ellia et al. 2021). In this respect, the present
work parallels some proposals in consciousness research that have attempted to directly address the temporal
quality of conscious experiences (Bogotá & Djebbara, 2023; Piper, 2019; Varela, 1999; Wiese, 2017).
Furthermore, the explanans is not so much the nature of the neural “representation” of temporal features of
stimuli (Hass & Durstewitz, 2016; Ivry & Spencer, 2004; Wittmann, 2013) or of how experienced time maps
and represents clock time (Herzog et al., 2020; Herzog et al., 2016; Hogendoorn, 2022; Northo� & Zilio, 2022).
Instead, it is a one-to-one correspondence between the subjective, phenomenal properties of temporal
experiences and objective, physical properties of the cause–e�ect structure unfolded from a certain kind of
substrate.

5.8. IIT and philosophical approaches to time

There has been a remarkable lack of recognition that the “extendedness” of spatial experiences is as much in
need of explanation as the blueness of blue and the painfulness of pain (for a few exceptions, see James (1879),
Kant et al. (1998), and Lotze (1884)). One reason may be that space is generally assumed to exist physically “out
there,” so experienced space may pass for a mapping or “representation” that does not require further
explanations.

It is less obvious, however, that time is �owing “out there,” as indicated by the diversity of positions in both
philosophy and physics. According to “eternalism,” all times are equally real, similar to the modern conception
of a block universe of space-time. The “growing-block” universe grants existence to the past but not the future
(Broad, 1923; Tooley, 1997). For the “moving spotlight” model, on the other hand, a window of actual present
relentlessly advances over a block universe (Skow, 2015). Finally, “presentism” assumes that physical time, if it
exists at all, can only exist for an instant. Therefore, the extendedness of experienced time, if not time itself, can
only exist as a construct “in the mind” (Augustine & Chadwick, 2009). In fact, several philosophers, including
Kant, Husserl, and Bergson, as well as contemporary investigators (Kent &Wittmann, 2021; Northo� & Zilio,
2022; Singhal & Srinivasan, 2024), have considered time as a basic ingredient of consciousness. Along these lines,
some in�uential phenomenological models of temporal experiences have been developed and re�ned (Dainton,
2000, 2012; McTaggart, 1908).

Speci�cally, retentional models explicitly propose that experiences of temporal �ow do not have temporal
extension but are characterized by a feeling of succession (rather than a succession of feelings, James, 1890).
Thus, at every moment, in addition to the feeling of now, or “primal impression,” we would also experience
fainter “retentions” of past moments (and “protentions” of moments to come, (Husserl, 1991)). Extensional
models assume instead that experienced time unrolls over an extended interval of clock time (Dainton, 2008,
2012). Thus, a conscious present that feels half a second long would unroll over an equivalent interval of clock
time. Successive moments within the interval are considered as parts of a whole bound by “diachronic” relations
of succession, yielding a sense of immanent �ow. Finally, cinematic and snapshotmodels assume that all there is is
a succession of experiences—a series of phenomenal “snapshots”—supported by a series of discrete physical
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events (for example, (Arstila, 2023; Prosser, 2017)). The feeling of �ow would then be merely an illusion.
Where does IIT’s account stand? Temporal �ow is certainly not an “illusion” but a property of experience in

need of a physical account (as also recognized by (Singhal et al., 2022; Singhal & Srinivasan, 2021, 2024)). Even
so, �ow is not an essential property of consciousness, because while pervasive, it is not true of every conceivable
experience (unlike intrinsicality or integration). Indeed, experiences devoid of temporal content are not only
conceivable, but they have long been reported, for example, during deep meditation (experiences of “pure
presence,” see Boly et al. (2024)) and under the e�ect of psychedelic drugs (Wittmann, 2015).

IIT partly agrees with cinematic and snapshot models in assuming that a new temporal experience comes
into being at every “tick” of the clock, existing over a short interval of clock time (say, 30 milliseconds). However,
IIT goes beyond such models by identifying each temporal experience with a directed cause–e�ect structure,
which accounts for why a single experience feels like a succession of moments.

IIT also captures the intuition behind retentional approaches that an experience supported by a macro state
corresponding to a short interval of clock time can contain within itself the duration of the entire conscious
present (corresponding, say, to ~210 milliseconds or more of clock time), ordered according to a feeling of
succession. However, retentional approaches only describe the phenomenology of succession, and only some
aspects of it, without dissecting its relational structure or suggesting a physical correspondent for it.

IIT also captures the intuition behind extensional approaches that the experience of time must be structured
by relations of succession and is characterized by a sense of �ow. However, extensional approaches do not
further characterize directed relations phenomenally, nor do they provide a physical correspondent that would
account for them. Moreover, it is unclear what it would mean for temporal parts to overlap physically across
clock time. This last point highlights a critical aspect of IIT’s physical conception of relations. In IIT, relations
are de�ned in causal terms (an overlap of causes and/or e�ects over the same units in the same state) and are
intrinsic to a system (as well as unitary and de�nite, as per the postulates of integration and exclusion).
Extensional approaches, if they attempt to characterize temporal relations at all, do so in non-causal, extrinsic
terms—from the point of view of an observer who already knows what temporal �ow feels like and who
understands what a label such as “diachronic” should mean.

5.9. Conclusions

This paper employed the framework of IIT to (i) identify the fundamental phenomenal distinctions and
relations that characterize the experience of temporal �ow and (ii) formulate them operationally in terms of
causal distinctions and relations speci�ed by a certain type of substrate—namely, directed grids. The results
presented here illustrate how the cause–e�ect structure unfolded from a directed grid can account for the
properties of experienced time. They thus exemplify the explanatory identity proposed by IIT between
phenomenal, subjective properties and physical, objective properties of causal structures, as already shown for
spatial extendedness (Haun & Tononi, 2019).

To permit the systematic unfolding of cause–e�ect structures, the substrates employed in this paper were
necessarily small (seven units with near-neighbor connections). Even so, the present examples provide a
principled illustration of the kinds of distinctions and relations required to account for experienced time—an
extended present composed of moments of various duration, ordered through relations of directedness and
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directed inclusion, connection, and fusion, which �ows away from now to then. Conceiving of the �ow of time
as a cause–e�ect structure speci�ed by a directed grid in its current macro state, which can be “edited”
dynamically through multiple neural mechanisms, o�ers a template to address various aspects of temporal
psychophysics, temporal illusions, speech and language perception. Changes in connectivity within directed
grids may also explain the slowing or quickening of time caused by strong emotions, deep meditation, or drugs.

As with the experience of space, a full account of temporal experiences—of how temporal �ow is bound with
both hierarchically invariant concepts and local features, and with local qualities belonging to di�erent
modalities—will require the unfolding of larger neural substrates and an adequate understanding of their
anatomy and physiology. Ultimately, however, only a structural explanation can account in physical terms for the
way time feels, rather than presupposing it. For example, a directed delay line can only serve to represent time if
one already knows what time means and feels like. But to feel temporally extended, the ordering of moments
within the present must be established by causal distinctions and relations composing a cause–e�ect structure
intrinsic to a system, one that means what it means absolutely, rather than by reference to external clocks.

This conclusion is very much in line with Augustine’s original insight—that time is in the mind. But it adds
that the mind—or rather every experience in the stream of an individual consciousness—is an extraordinarily
rich structure. It is a structure that contains time, space, objects, thoughts, and everything else that exists
intrinsically—for itself.
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Chapter 3
Transcranial magnetic vs intracranial electric stimulation: a
direct comparison of their e�ects via scalp EEG recordings6

Abstract

Background
Single-pulse Transcranial Magnetic Stimulation (TMS) and Intracranial Electrical Stimulation (IES) are two widely used methodologies
to assess cortical excitability and connectivity. However, a direct comparison of their e�ects under a common read-out has not been
performed.

Objective
This study aims to �ll this gap by using high-density scalp EEG to examine the neurophysiological impacts of TMS and IES. We analyze
the amplitude, spectral, and spatiotemporal features of TMS- and IES-evoked potentials as well as the biophysical characteristics of their
estimated electrical �elds.

Methods
The dataset consisted of TMS evoked potentials recorded using hd-EEG acquired from healthy subjects (n=22) and IES evoked
potentials recorded from drug-resistant epileptic patients (n=31) during wakefulness, and in smaller dataset, also during NREM sleep
(n=12).

Results
We found that IES evoked EEG responses are slower and larger amplitude than those elicited by TMS, which in turn display higher
spatiotemporal complexity and minimal suppression of high-frequency activity. Moreover, the estimated electric �eld revealed that the
stimulation delivered by IES is strong and focal, that by TMS is weak and widespread. Despite these di�erences in amplitude, complexity
spectral and biophysical features, TEPs and IEPs exhibited consistent state-dependent changes across wakefulness and NREM sleep.

Conclusion
Our �ndings highlight important di�erences and similarities in the neural responses elicited by TMS and IES, which are valuable for
interpreting the literature and aligning non-invasive and invasive approaches. They also o�er new insights into the mechanisms of cortical
responses to stimulation under various stimulation parameters and brain states.

1. Introduction

Single-pulse cortical stimulation in combination with electrophysiological recordings o�ers a unique window
to explore the input-output properties of cortical neurons and their large-scale interactions from a causal
perspective. This perturb-and-measure approach has been widely employed to investigate cortical plasticity,
excitability and connectivity. In humans, single-pulse direct cortical perturbations have been implemented in
multiple ways, including non-invasive methods - such as Transcranial Magnetic Stimulation (TMS), in which
magnetic pulses are delivered through the scalp - and invasive methods - such as Intracranial Electrical

6 This chapter corresponds to the near �nalized manuscript of the forthcoming article: Comolatti, Renzo; Hassan, Gabriel;
Colombo, Michele; D’Ambrosio, Sasha; Russo, Simone; Casarotto, Silvia; Mikulan, Ezequiel; Pigorini, Andrea; Massimini, Marcello.
Transcranial magnetic vs intracranial electric stimulation: a direct comparison of their effects via scalp EEG recordings.
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Stimulation (IES), in which electric pulses are delivered through surgically implanted epi- or intra-cortical
electrodes. TMS and IES have been similarly applied to explore brain responses across di�erent physiological and
pathological conditions. For example, both TMS and IES have been employed to probe cortical excitability
(Bonato et al., 2006; Casali et al., 2010; Keller et al., 2018; Parmigiani et al., 2022), e�ective connectivity (Keller
et al., 2014; Momi et al., 2021; Morishima et al., 2009; Trebaul et al., 2018) and to map cortical (Lemaréchal et
al., 2022; Matsumoto et al., 2004a, 2007; Ozdemir et al., 2020) and subcortical (Russo et al., 2024) networks.
Both techniques have also been employed to study altered states of consciousness such as NREM sleep
(Massimini, 2005; Pigorini et al., 2015; Usami et al., 2019), anesthesia (Ferrarelli et al., 2010; Sarasso et al., 2015;
Zelmann et al., 2023), severe brain injury (Casarotto et al., 2016; Mofakham et al., 2021; Rosanova et al., 2012)
and in other pathological conditions such as epilepsy (Valentín et al., 2002; Valentin et al., 2008) and Parkinson’s
disease (Casarotto et al., 2019; Dale et al., 2022).

TMS and IES share fundamental characteristics: they are both of causal nature and bypass sensory and
subcortical pathways, directly activating cortical neurons. However, the two stimulation techniques rely on
di�erent biophysical principles that may di�erentially shape the intensity and spatial extent of the stimulating
�eld, leading to potentially divergent responses. Directly comparing the electrophysiological e�ects of TMS and
IES is thus key to interpret the current literature, align non-invasive and invasive approaches, and design future
experiments. Yet, such a direct comparison has been so far hindered by the lack of a comparable read-out, as the
cortical e�ects of TMS and IES have been previously recorded at di�erent levels: scalp EEG in the �rst case
(Massimini, 2005; Paus et al., 2001) and epi- or intra-cranial EEG in the second case (Matsumoto et al., 2004b;
Trebaul et al., 2018).

In the present study, we directly compare for the �rst time the amplitude, spectral and spatio-temporal
features of TMS-evoked potentials (TEPs) and IES-evoked potentials (IEPs) at the common scale of
high-density scalp EEG recordings. Our dataset comprises 90 TEPs recorded from 22 healthy subjects and 228
IEPs acquired in 31 epileptic patients undergoing presurgical evaluation. Recordings were performed during
wakefulness, and in a subset also during sleep, while TMS and IES were delivered with stimulation parameters
used in typical research and clinical protocols.

By maintaining scalp EEG as the common read-out for both TMS and IES, we found major di�erences in
the magnitude and nature of their cortical e�ects. Seen from the scalp, IES elicits responses that are slower and
up to an order of magnitude larger than TMS. In spite of major di�erences in amplitude, complexity and
spectral features, TEPs and IEPs undergo changes that are consistent across brain states. These results highlight
di�erences and commonalities between the electrophysiological e�ects of TMS and IES that are relevant for
aligning non-invasive and invasive measurement and provide novel insight on the mechanisms of cortical
responses to direct perturbations across di�erent stimulation parameters and global brain states.

2. Material and Methods

Participants, data acquisition and preprocessing

TMS-EEG
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The TMS-EEG dataset included in the present study comprises 90 sessions collected from 22 healthy awake
subjects (4.1±1.5 sessions per subject), in addition to 12 paired sessions collected during NREM sleep from 12
participants. Each TMS session consisted of a minimum of 200 pulses (mean±std=230±27) per area per subject
administered with an inter-stimulus interval randomly jittered between 2000 and 2300 ms. Biphasic pulses
lasting 230μs were delivered using a focal �gure-of-eight coil at estimated E-�eld intensities of approximately 120
V/m (Fig. 1A). EEG data were recorded using a TMS-compatible 64-channel ampli�er (Nexstim Ltd.)

Fig. 1. Experimental setup of Transcranial Magnetic Stimulation (TMS) and Intracranial Electrical Stimulation (IES)
using hd-EEG and quanti�cation of signal-to-noise ratio. (A) Schematic of the TMS-EEG procedure performed in healthy subjects
depicting the biphasic pulse delivered with the TMS coil to the scalp, resulting in a magnetic �eld intensity between 90-150 V/m over a
duration of 0.23 ms, and the recording setup with a 64-channel hd-EEG. (B) Illustration of the IES-EEG setup used on epileptic patients
undergoing presurgical evaluation comprising the intracranially implanted stereotactic electrodes (SEEG) which deliver biphasic pulse of
0.5-1.0 ms duration through bipolar contacts (separated by 2mm) at constant intensity of 5mA, alongside the simultaneous recording
setup with a 256-channel hd-EEG. (C) Scalp EEG traces from single trials of TMS (top) and IES (bottom) for the strongest responding
channel, showing time-locked potentials elicited by the single-pulses (black triangle). To the right, the evoked average (black trace) of 20
single trials (colored traces) depicting the build up of signal-to-noise (SNR) through trial-averaging. (D) Relationship between SNR and
the number of trials utilized for trial-averaging, obtained by bootstrapping procedure. (E) Boxplots depicting SNR comparisons for TMS
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and IES after 20 trials (left), the total number of trials in each recording (middle), and SNR from all trials (right). Statistical signi�cance
is denoted by asterisks (n.s.=p>0.05, * = p<0.05, ** = p<0.01, *** = p<0.001)

TMS-EEG data were processed similarly to (Rosanova et al., 2018). The stimulation artifact was �rst
removed and hd-EEG data was high-pass �ltered at 0.5 Hz, splitted into epochs and bad trials and channels were
rejected by visual inspection. Epochs were re-referenced to the average reference and baseline corrected. After
Independent Component Analysis (ICA) was applied to remove EMG and EOG activity, the signal was
low-pass �ltered at 45 Hz and down-sampled to 1000 Hz (see Supplementary Materials for further details on
data acquisition and preprocessing).

IES-EEG
The IES-EEG dataset was obtained from patients undergoing intracranial monitoring for pre-surgical

evaluation of drug-resistant epilepsy (Cossu et al., 2005). A total of 231 sessions were acquired from 31 subjects
during wakefulness (7.5±3.4 sessions per subject; previously published data available at https://osf.io/wsgzp/
(Parmigiani et al., 2022)). In a subset of 13 patients, 54 paired sessions were also acquired during NREM sleep
(8.3 ±4.4 paired sessions per subject). Each session consisted of circa thirty bipolar biphasic pulses
(mean±std=32±4.2) of 500 and 1000 μs duration delivered at intervals ranging from 1 to 5 seconds. Pulses were
delivered through stereotactically implanted (SEEG) intracerebral electrodes at 5 mA intensity between adjacent
contact pairs. Recordings were simultaneously conducted using 256 channels high-density scalp EEG (Fig. 1B).

IES-EEG data were processed using a pipeline analogous to that employed for TMS-EEG data as detailed in
(Parmigiani et al., 2022). First, channels and trials contaminated by noise, muscle activity or spontaneous
interictal epileptic discharges were rejected using a semi-automatic procedure, manually veri�ed by an expert
electrophysiologist. Next, the stimulation artifact was removed and data were band-pass �ltered (0.5-45 Hz) and
epoched. Finally, trials were re-referenced to the average and baseline corrected and ICA was applied to remove
EOG and residual EMG activity.

Data Analysis

Signal-to-noise ratio (SNR) measures signal strength time-locked to stimulation with respect to the
pre-stimulus background activity. SNR was calculated as the square root of the ratio of average power between
the early response (0 to 80 ms) and the baseline (-300 to -5 ms), at the channel with the highest power in the
initial 80 ms. The in�uence of the number of trials on the SNR was evaluated using a bootstrap method: for a
given number of k trials, SNR was computed on 100 surrogate responses formed by randomly selecting k trials
without replacement.

The global mean �eld power (GMFP) estimates the overall power evoked at each time point across all
channels and corresponds to the spatial standard deviation of the signal. The GMFP was then baseline corrected
to quantify the power of the evoked response exceeding the power in the spontaneous baseline activity.

The Perturbational Complexity Index state-transition (PCIST) was used to assess the spatiotemporal
complexity of the evoked potentials (Comolatti et al., 2019). PCIST gauges the ability of thalamocortical circuits
to engage in complex causal interactions, by jointly quantifying the spatial diversity and temporal di�erentiation
of brain responses (Casali et al., 2013). PCIST was computed over the 0-600 ms response window with remaining
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parameters following (Comolatti et al., 2019). Code utilized for calculations is available at
github.com/renzocom/PCIst.

We evaluated the modulation of high-frequency (≥ 20Hz) EEG oscillations induced by the stimulation using
the event-related spectral perturbation (ERSP) method (Grandchamp & Delorme, 2011) following procedure
used in (Pigorini et al., 2015; Rosanova et al., 2018). We computed the high-frequency power (HFp) of each
channel as the averaged time course of the signi�cant (bootstrap method; α ≤ 0.01, 500 permutations)
instantaneous high-frequency power over the interval between 120 and 220 ms. From the distribution of HFp
across channels we computed three metrics to assess the suppression of high-frequency: (i) the extent of
suppression was measured as the percentage of suppressing (HFp < 0) channels (%Ch HFsup); (ii) its maximal
intensity as the minimumHFp value across all channels (max HFsup); and (iii) its total amount as the integral of
HFp < 0 across channels normalized by the total number of channels (total HFsup).

Statistical analysis

Statistical analyses were performed in the following manner. For each subject, metrics were �rst averaged
across sessions and then tested across groups using t-tests. Speci�cally, di�erences between TMS and IES, which
involve di�erent numbers of subjects, were assessed using Welch's t-test. Conversely, comparisons between
wakefulness and NREM sleep, within stimulation method, were conducted using a paired Student's t-test,
correcting for multiple comparisons using the False Discovery Rate (FDR) method.

Simulation of electric field

E-�elds are instantaneous estimates of the electrical potential gradients induced in the brain tissue by the
respective stimulation devices–the magnetic coil in TMS and the bipolar contacts of the SEEG electrodes for
IES. The TMS and IES E-�elds were computed with the �nite element method (FEM) using a realistic volume
conductor model based on the MNI152 template (Fonov et al., 2009). Conductivities were set at 0.14 S/m for
white matter and 0.33 S/m for gray matter (Vorwerk et al., 2014). TMS E-�eld was calculated using SimNIBS
4.0 (Saturnino et al., 2019) using a 70 mm �gure-of-eight coil template (speci�cally, MagVenture MC-B70 for its
similarity to the Nexstim coil used in the experiments), and the IES E-�eld with LeadDBS 3.0 using a template
of the same electrode used in the clinical IES protocol (Neudorfer et al., 2023). Simulations were conducted at
standard (120 V/m for TMS and 5mA for IES) and high intensities (160/Vm and 10mA, respectively). The
TMS coil was placed over the crown of a cortical gyrus with the �eld oriented perpendicular to it to maximize
the cortical e�cacy (Aberra et al., 2020). Intracranial bipolar contacts for IES stimulation were positioned in the
gyrus aligned with the TMS coil's normal projection. The E-�eld peak strength was de�ned as the 99.9%
percentile of the �eld strength distribution to avoid potential outliers in the FEM simulation (Aberra et al.,
2020). The spatial decay of the E-�eld was calculated by �nding, for every E-�eld threshold value, the farthest
distance in 3D anatomical coordinates that was still above it.
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3. Results

We compared the e�ects of single-pulse TMS and IES by �rst analyzing scalp hd-EEG responses registered
during wakefulness. For both TMS and IES, stimulation parameters followed the typical settings used to
e�ectively elicit cortical responses in experimental and clinical settings within safe operational ranges (for
example (Casarotto et al., 2016; Sarasso et al., 2020) for TMS, and (Parmigiani et al., 2022; Trebaul et al., 2018;
Usami et al., 2019) in the case of IES; see Methods for details).
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Fig. 2. GMFP comparisons between TMS and IES Evoked Potentials. (A) Butter�y plots of representative trial-averaged TEPs
and IEPs from occipital, parietal, and premotor brain regions. The colored traces depict the evoked response across EEG channels, with
the GMFP overlaid in black, illustrating the power evoked globally across the EEG channels over time. (B) Grand averages of the baseline
corrected GMFP time course for TEP (red) and IEP (blue) and their respective standard errors (light shadow), illustrating the di�erences
in evoked power over time, segmented into early (0-80 ms) and late (80-600 ms) intervals. (C) Boxplots compare the total GMFP across
the full response interval (0-600 ms), and the peak GMFP amplitudes for the early (0-80 ms), and late (80-600 ms) intervals. Statistical
signi�cance is denoted by asterisks (n.s.=p>0.05, * = p<0.05, ** = p<0.01, *** = p<0.001).

IES evokes EEG responses with higher signal-to-noise ratio than TMS

As displayed in Fig. 1C, both TMS and IES induced time-locked potentials that were visible from the scalp
EEG at the single trial level and reproducible from trial to trial. Once averaged, both TMS and IES responses
yielded evoked potentials with high signal-to-noise ratio (SNR) (Fig. 1C, right). Nonetheless, TEPs were less
prominent with respect to the pre-stimulus baseline than IEPs. The SNR of IEPs increased more rapidly as a
function of the number of trials averaged than TEPs (Fig. 1D). After averaging twenty trials, IEPs showed a
twofold di�erence in SNR with respect to TEPs (mean±std, TMS=6.3±2.0, IES=13±5.1, p=2.0x10-7) (Fig. 1E,
left). This di�erence was o�set by the larger number of trials collected in the case of TMS (TMS=230±27,
IES=32±4.2, p=1.06x10-39) (Fig. 1E, middle), resulting in comparable SNR that did not di�er signi�cantly once
all trials were considered (SNR, TMS=19±7.3, IES=16±5.9, p=0.12) (Fig 1E, right).

IES evokes EEG responses that are larger than those evoked by TMS

At comparable SNR, trial-averaged evoked potentials revealed both commonalities as well as noticeable
di�erences between TMS and IES. Fig. 2A depicts, in a common scale, the butter�y plots of representative
trial-averaged TEPs and IEPs from di�erent brain regions (occipital, parietal and premotor) overlaid by the
respective global mean �eld power (GMFP) (black traces). Both stimulation methods evoked high-amplitude
and long lasting potentials, displaying a composite response with non-trivial spatiotemporal activation pro�les,
which varied across stimulation sites. Nonetheless, the global power of IEPs was strikingly larger than that of
TEPs, as illustrated by the direct comparison between the grand averages of the GMFP evoked by the two
stimulation modalities (Fig 2B). Signi�cant di�erences were found when considering the average GMFP across
the whole time course (mean±std, TMS=0.55±0.13 uV, IES=3.3±2.3 uV, p=2.8x10-9) (Fig. 2C, left), as well as
when considering separately the peak amplitudes of the early (0-80 ms, TMS=3.0±0.58 uV, IES=8.4±2.8 uV,
p=1.1x10-11) (Fig. 2C, middle) and late (80-600 ms, TMS=2.0±0.46 uV, IES=9.9±5.6 uV, p=5.8x10-8)
components of the GMFP (Fig 2C, right).

The estimated electric field is weak and widespread for TMS, strong and focal for IES

The common read-out of scalp EEG recordings revealed a substantial di�erence in the magnitude of the
overall response evoked by TMS and IES. We next investigated this �nding in light of the di�erences in the
strength and spatial extent of the electric �elds (E-�elds) generated in the cortex by the two stimulation
modalities (see Methods for details). Figure 3A depicts the simulated E-�eld of a parietal cortex stimulation
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(Brodmann area 7) at standard stimulation intensity for TMS (Fig. 3A, top) and IES (Fig. 3A, bottom) in a
common scale.

The E-�eld pattern of the two stimulation di�ered substantially: the E-�eld computed for IES showed a high
intensity pro�le concentrated at the stimulation site, whereas the E-�eld computed for TMS was weaker but
more widespread. Speci�cally, the maximum E-�eld value of IES was more than an order of magnitude greater
than that of TMS (peak of E-�eld, TMS=120 V/m, IES=1560 V/m). On the other hand, the E-�eld induced by
TMS was signi�cantly less focal, exhibiting a more gradual spatial decay (Fig. 3B). For example, at 90 V/m – the
typical E-�eld strength of the resting motor threshold in TMS (Fecchio et al., 2017) – TMS E-�eld was above it
at 33.6 mm from the target site whereas this region was limited to a radius of 6.3 mm, almost one �fth, in the
case of IES. These di�erences were preserved across stimulation intensities (Fig. 3B) and sites.

Fig. 3. Simulated electric �elds induced by TMS and IES. (A) Simulated E-�elds induced during standard intensity stimulation
to parietal cortex by TMS and IES on aMNI152 template. The upper panels show E-�elds for IES at 5mA, highlighting the focused high
amplitude area close to the stimulation bipolar contacts. The lower panels depict the more di�use and weaker E-�eld for TMS at 120
V/m stimulation intensity. The placement of the TMS coil (red) and SEEG stimulation site (blue) are indicated on a 3D brain model
(bottom). (B) Spatial decay of E-�eld with distance from the stimulated site for TMS (red) and IES (blue), for both standard and high
stimulation intensity. The horizontal dashed lines indicate maximum E-�eld strength (intensity), and vertical dashed lines indicate the
E-�eld strength at an operational threshold of 90 V/m (gray line) (extension).

The amplitude of IEPs and TEPs differs in wakefulness but becomes more similar in NREM sleep

Having explored the di�erences in the magnitude of the response and the di�erent E-�eld patterns generated
by IES and TMS, we moved to investigate the e�ects of changes between brain states. To this aim, we analyzed a
cohort of paired TEPs and IEPs recorded during wakefulness and NREM sleep.

During wakefulness, TMS elicited faster EEG components with a richer spatiotemporal pro�le as compared
to IES, as indicated by the higher number of peaks in the GMFP (mean±std, TMS=5.9±0.73, IES=4.6±0.63,
p=6.0x10-9) (Fig. 4A). Upon falling asleep, the EEG response to TMS became larger and slower, and thus more
similar to the one triggered by IES, as substantiated by the analysis of the GMFP time course (Fig. 4B). The
average GMFP of both TEPs and IEPs was higher during NREM sleep than during wakefulness
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(TMSwake=0.50±0.35 uV, TMSsleep=3.8±2.9 uV, p=3.4x10-3; IESwake=4.4±3.3 uV, IESsleep=6.3±3.2 uV,
p=3.8x10-4). Interestingly, the GMFP of TEPs during NREM sleep resembled the GMFP pro�le observed in
IEPs in both wakefulness and NREM sleep, characterized by an early peak and a slow sustained late activation.
Indeed, the total GMFP of TEPs recorded during NREM sleep was not signi�cantly di�erent from the GMFP
of IEPs recorded during both wakefulness (p=0.64) and NREM sleep (p=0.07).

Fig. 4. State-Dependent Changes in TMS and IES Evoked Responses. (A) Butter�y plots of representative TMS (left column) and
IES (right column) evoked potentials during wakefulness (top) and NREM sleep (bottom). Each trace represents a single EEG channel
response with the GMFP overlaid as a black line, highlighting the di�erences in waveform and complexity between states and stimulation
types. (B) GMFP time course for TMS and IES during wakefulness and NREM sleep, with shaded areas indicating standard deviation.
These illustrate changes in GMFP amplitude across brain states. (C) Boxplots of GMFP and PCI, quantifying the evoked potential’s
amplitude and complexity, respectively, for TMS and IES during wakefulness (W) and NREM sleep (S). (D) High-frequency power
(>20Hz) time courses across EEG channels during wakefulness and NREM sleep for TMS and IES, with blue indicating suppression
(negative dB values) and red indicating an increase (positive dB values). Channels are sorted by their respective high-frequency power
averaged across 120-220 ms (HFp). (E) Distributions of HFp sorted across channels for TMS and IES during wakefulness and NREM
sleep (traces depict average and standard errors). Highlighted are the extent (circle, %ChHFsup), maximum degree (square, Max HFsup)
and overall (shaded area below zero, Total HFsup) suppression of high-frequency for each condition. (F) Boxplots show the metrics
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derived from the HFp distribution across channels: the proportion of channels showing suppression (%Ch HFsup), the maximal
suppression across all channels (max HFsup), and the integral of HFp suppression across channels normalized by total number of
channels (total HFsup), across conditions and stimulation types. These metrics gauge the extent, intensity, and overall suppression of
HFp across channels, comparing TMS and IES during wakefulness and NREM sleep. Statistical signi�cance is denoted by asterisks

(n.s.=p>0.05, * = p<0.05, ** = p<0.01, *** = p<0.001).The spatiotemporal complexity of TEPs and IEPs di�ers but shows
consistent changes across brain states

We then assessed the richness of the spatial and temporal pro�le of the evoked responses by computing the
Perturbational Complexity Index (PCI), a measure of spatiotemporal complexity of evoked responses (Casali et
al., 2013; Comolatti et al., 2019). During wakefulness, PCI values were systematically higher for TEPs than IEPs
(p=8.9x10-5) re�ecting the richer spatiotemporal pro�le observed in the TEPs and the slower and more
stereotypical features of IEPs. In line with previous �ndings (Comolatti et al., 2019), however, PCI revealed
state-dependent changes in complexity for both TMS and IES, being consistently higher in wakefulness than in
NREM sleep (mean±std, TMSwake=66±14, TMSsleep=25±7.8, p=4.1x10-6; IESwake=39±13,
IESsleep=21±5.3, p=8.9x10-5). Notably, the PCI computed on IEPs during wakefulness remained consistently
above the values obtained in NREM sleep not only within IES, but also with respect to the values obtained with
TMS (p=4.1x10-3). Lastly, consistent with the observed convergence of TEP and IEP’s waveform, the di�erence
in PCI values between TEPs and IEPs was non-signi�cant during NREM sleep (p=0.22).

Unlike TMS, IES induces suppression of high-frequency activity also during wakefulness

Last, we analyzed the modulation of high-frequency power (>20Hz, HFp) in the responses as a proxy for the
suppression or increase of neuronal activity induced by TMS and IES (Cash et al., 2009; Mukovski et al., 2007).
Fig. 4D displays the high-frequency time courses of each channel sorted by their respective HFp, for
representative signals of each condition (see panel A). In the case of TMS, an initial increase of neuronal activity
was followed by a suppression of high-frequency power only in NREM sleep but not in wakefulness, as
previously reported (Fecchio et al., 2017; Rosanova et al., 2018). Conversely, the IES-induced initial activation
was invariably followed by a clear-cut suppression of neuronal activity as indexed by negative HFp values in
many channels both in wakefulness and NREM sleep (Pigorini et al., 2015). The distribution of HFp across
EEG sensors depicted in Fig. 4E shows that, while HFp remained positive in most channels in the case of TMS
during wakefulness, IES induced suppression of high-frequency in about 30% of channels during wakefulness.
During NREM, instead, both TMS and IES induced a suppression of high-frequency in most channels.

The extension (%Ch HFsup), intensity (maxCh HFsup) and overall amount (total HFsup) of
high-frequency suppression was signi�cantly stronger during NREM sleep compared to wakefulness for both
TMS and IES (%Ch HFsup, TMS p=5.5x10-5, IES p=3.8x10-2; max HFsup, TMS p=4.3x10-4, IES p=3.7x10-3;
total HFsup, TMS p=1.1x10-4, IES p=1.3x10-2) (Fig. 4F). During wakefulness, TMS responses displayed little to
no suppression of high-frequency (mean±std, total HFsup=-0.024±0.038), both in terms of its extension across
channels (%Ch HFsup=4.7±7.6) and maximal intensity (max HFsup=-0.097±0.65). In contrast, IES responses
exhibited a signi�cant amount of high-frequency suppression during wakefulness, comparable to the total
high-frequency suppression observed in NREM sleep for TMS (total HFsup, IESwake=-0.52±0.39,
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TMSsleep=-0.41±0.2, p=0.39). Taken together, these results suggest that while IES induces signi�cant
suppression of high-frequencies in both wakefulness and NREM sleep, TMS does so only during NREM sleep.

4. Discussion

Divergence between IEPs and TEPs during wakefulness: the role of stimulation parameters

During wakefulness, IES evoked global EEG responses were up to an order of magnitude larger than those
triggered by TMS (Fig.1). Moreover, while TMS evoked multiple waves of recurrent activation and negligible
suppression of high-frequency activity across channels, the initial de�ections triggered by IES were rapidly
followed by a large negative slow wave associated with a suppression of high-frequency oscillations. As
demonstrated by intracranial and extracranial studies in animals and humans, large EEG negative waves
associated with high-frequency suppression correspond to the occurrence of a silent period (OFF-period) in
cortical neurons (Cash et al., 2009; Mukovski et al., 2007). This tendency of cortical neurons to fall into a silent
OFF-period after an initial activation re�ects activity-dependent mechanisms such as Na+/Ca++ dependent K+
currents (Cattani et al., 2023; Compte et al., 2003) and/or active inhibition (Timofeev et al., 2001). The
di�erential e�ects of IES and TMS can be partially explained by the distinct E-�eld patterns generated by each
stimulation technique (Fig. 3) and by their interactions with activity-dependent mechanisms. Indeed, the IES
electric �eld is up to �ve times more focal than that induced by TMS and, at the typical stimulation parameters
used in research and clinical settings, over ten times more intense. A parsimonious explanation is that, unlike the
weaker and more di�use input provided by TMS (Opitz et al., 2011; Siebner et al., 2022), the intense and
highly-focused E-�eld (Astrom et al., 2015; McIntyre et al., 2004) induced by IES strongly recruits active
inhibition, resulting in an OFF period which tends to curtail recurrent excitatory activity during wakefulness
(Hajnal et al., 2024; Hao et al., 2016).

Convergence between IEPs and TEPs upon falling asleep: the role of neuromodulation

Upon falling asleep, we found an attenuated di�erence between TEPs and IEPs, since in this state also TMS
triggered a positive de�ection followed by a large negative component associated with suppression of
high-frequency activity. During NREM sleep, changes in neuromodulation are known to increase both
Na+/Ca++ dependent K+ currents (Compte et al., 2003) and inhibition (Timoveev et al., 2001) in cortical
circuits. Under this condition of increased adaptation, even a relatively weaker cortical activation such as that
represented by TMS may trigger an OFF-period (Cattani et al., 2023), thus converging towards the response
elicited by IES.

In this way, changes in neuromodulation upon falling asleep may reduce the range of local activation levels
that cortical circuits can withstand. During wakefulness, in the presence of low adaptation/inhibition levels,
local cortical circuits plunge into an OFF-period only after the powerful input represented by IES but can
withstand the relatively weaker input induced by TMS, resulting in multiple waves of recurrent activation.
During NREM sleep, increased adaptation/inhibition mechanisms dramatically reduce this window and both
inputs lead to slow responses associated with suppressed activity. This �nding is compatible with results from
computer simulation (Cattani et al., 2023) and with the general notion that the dynamic range of cortical
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circuits and their information capacity is reduced during NREM sleep (Tononi et al., 2016; Tononi &
Massimini, 2008). In this vein, it is worth noting that in pathological conditions associated with increased
adaptation and inhibition, such as stroke and traumatic brain injury, TMS can evoke local sleep-like cortical
responses during wakefulness that are similar to those evoked by IES (Rosanova et al., 2018; Sarasso et al., 2020;
Tscherpel et al., 2020).

Aligning IES and TMS

The suppression of high-frequency cortical activity associated with IES observed during wakefulness did not
seem to obliterate the emergence of physiological cortical interactions beyond the immediate area of stimulation
– as evidenced by the higher PCI values recorded during wakefulness compared to NREM sleep. The present
�ndings help reconcile the apparently con�icting views on IES. While some studies used IES as a tool to probe
global network connectivity (Entz et al., 2014; Keller et al., 2014; Lemaréchal et al., 2022), others emphasize the
role of inhibition (Hajnal et al., 2024), which may hinder signal propagation across transsynaptic chains of
activation (Borchers et al., 2012). Our �ndings suggest that IEPs during wakefulness are characterized by a
hybrid pattern of cortical dynamics wherein a strong local inhibition does not necessarily prevent the build-up
of recurrent interactions beyond the stimulated site. This is in line with previous observations from intracranial
stereo-EEG recordings, which suggest that during wakefulness IES triggers a slow response associated with
high-frequency suppression in contacts adjacent to the stimulated site, whereas remote contacts show more
complex responses (Pigorini et al., 2015). The �nding present that IEPs exhibited state-dependent modulation
between wakefulness and NREM sleep consistent with that observed in TEPs, suggest that both stimulation
techniques can induce large-scale responses that are informative about the global state of thalamocortical
networks (Comolatti et al., 2019; Fecchio et al., 2021).

The present comparison is also relevant to align and interpret responses to direct cortical stimulation across
species and experimental models. In a growing body of literature, IEPs have been used as a tool to replicate
TMS-EEG results during wakefulness, sleep and anesthesia in rats (Arena et al., 2020; Cavelli et al., 2023), mice
(Cavelli et al., 2023; Claar et al., 2023) and cortical slices (D’Andola et al., 2018). These works have shown
di�erences in the pro�le of local activation, wherein slow responses and suppressed activity are often present also
during wakefulness, as well as consistent changes across global states. The possibility that IES may saturate
adaptation and inhibition mechanisms also in these models, warrant some caution when drawing parallels with
TEPs. To tackle this issue, it would be interesting to explore the parameter space of intracranial stimulation to
attenuate the recruitment of activity-dependent mechanisms and match the e�ects of TMS. This could
potentially be obtained, for example, by lowering stimulation intensity while increasing the number of trials,
and/or by diluting the E-�eld within a larger volume by stimulating across contacts farther apart instead of
adjacent ones (Hays et al., 2023; Paulk et al., 2022). Such exploration would also provide key empirical data to
better understand the general activation mechanisms of TMS and their exquisite sensitivity to local (Sarasso et
al. 2020; Tscherpel et al., 2020) and global changes in the state of cortical circuits (Casarotto et al. 2016).

In sum, besides helping align non-invasive and invasive stimulation methods and their respective �ndings
through a common read-out, our study sheds light on fundamental input-output properties of cortical circuits
across di�erent activation parameters and brain states.
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Chapter 4
Causal emergence is widespread across measures of causation7

7 This chapter corresponds to the article Comolatti, Renzo; Hoel, Erik. Causal emergence is widespread across measures of
causation. arXiv (2022) https://arxiv.org/abs/2202.01854
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ABSTRACT

Causal emergence is the theory that macroscales can reduce the noise in causal relationships, leading
to stronger causes at the macroscale. First identified using the effective information and later the
integrated information in model systems, causal emergence has been analyzed in real data across
the sciences since. But is it simply a quirk of these original measures? To answer this question we
examined over a dozen popular measures of causation, all independently developed and widely used,
and spanning different fields from philosophy to statistics to psychology to genetics. All showed cases
of causal emergence. This is because, we prove, measures of causation are based on a small set of
related "causal primitives." This consilience of independently-developed measures of causation shows
that macroscale causation is a general fact about causal relationships, is scientifically detectable, and
is not a quirk of any particular measure of causation. This finding sets the science of emergence on
firmer ground, opening the door for the detection of intrinsic scales of function in complex systems,
as well as assisting with scientific modeling and experimental interventions.

1 Introduction

While causation has historically been a subject of philosophical debate, work over the last few decades has shown that
metaphysical speculations can be put aside in favor of mathematical formalisms [1]. Indeed, causation is referenced
universally throughout the sciences without metaphysical commitments, and mathematical treatments of causation
come from diverse scientific fields like psychology and statistics [2]. E.g., in the neurosciences, people have used a
number of measures of causation to track the result of experimental interventions [3, 4, 5, 6]. However, due to this
plethora of measures of causation, one might argue there is subjectivity in terms of what counts as a cause or not, since
a particular scientist might prefer one measure over another.

Here we offer a way around this problem by showing that popular measures of causation are mathematically related,
behave very similarly under many conditions, and are sensitive to the same fundamental properties. Indeed, all the
measures we examined turned out to be based on a small set of what we dub causal primitives. By showing how over a
dozen measures of causation are grounded in the same primitives, we reveal there is widespread consilience in terms of
what constitutes a strong or weak cause (or more generally, a strong or weak causal relationship). This research obviates
the need to arrive at a lone measure of causation that researchers must universally agree upon, but rather reveals a sphere
of viable measures with significant overlap (much like the definitions of "complexity" in complex systems science [7]).
By focusing on the agreement between a family of well-accepted and closely-related measures, we can move on to
understanding other causal phenomena.

One such important phenomena is causal emergence, which is when a causal relationship is stronger at the macroscale
[8]. While at first counterintuitive, causal emergence is grounded in the fact that macroscales can lead to noise reduction
in causal relationships. Broadly, this noise is synonymous with uncertainty, which can come from different sources,
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and macroscale models can reduce or minimize this error. In such cases, universal reduction is unworkable, since
such reduction would "leave some causation on the table," even though the macroscale supervenes (is fixed by) its
underlying microscale. Note that claims of emergence are not metaphysical speculations. They have real consequences.
For example, emergent macroscale models are more useful to intervene on and understand the system in question with
[9]; causal emergence can reveal the intrinsic scales of function in opaque non-engineered systems where the scale of
interest is unknown, like in gene regulatory networks [10]; it can also be used to find partitions of directed graphs and
is more common in biological networks vs. technological networks [11]; it has revealed novel groupings of cellular
automata rules [12]; causal emergence has been used to identify macrostates in timeseries data using artificial neural
networks [13]; there’s even some evidence that evolution selects for causal emergence, possibly because macroscales
that are causally-emergent have been shown to be more robust to knock-outs and attacks [14]. Such questions are
relevant across the sciences, e.g., there are fundamental questions about what scale is of most importance in brain
function [15, 16, 17] that only a scientific theory of emergence can resolve; indeed, causal emergence might explain the
spatiotemporal scale of consciousness in the brain [18, 19].

However, evidence for causal emergence has previously been confined to a small set of measures: first, the effective
information [8, 20, 11], and then later, the integrated information [18, 21]. Both these measures, grounded in information
theory, are designed to capture subtly different aspects of causation. Yet they are related mathematically and involve
similar background assumptions. Because of this, some have criticized the results of the measures, pointing to how
interventions are performed (e.g., perhaps effective information requiring a maximum-entropy intervention distribution
means it’s somehow invalid or assumptive [22]), as well as the meaning of effective information in general (e.g.,
perhaps it is somehow merely capturing "explanatory" causation rather than real causation [23]). Meanwhile, the
integrated information has been criticized for being one of many possible measures [24, 25], and unsubstantiated from
its axioms [26]. While there are counterarguments to these specific criticisms of info-theoretic accounts of causation, it
is a reasonable question whether causal emergence is a general phenomenon or some highly peculiar quirk of these
measures and background assumptions, as this would limit its relevancy significantly.

There are already some reasons to think causal emergence is indeed a broader phenomenon. For example, recent
evidence has indicated that the synergistic and unique information component of the mutual information can be
greater at macroscales (while the redundant information component is lower) [27], and there have been other causal
emergence-based approaches to the partial information decomposition as well [28, 29].

Here we provide evidence for widespread generality of causal emergence as a phenomenon. We show that across a
dozen popular historical measures of causation from different fields, causal emergence universally holds true under many
different conditions and assumptions as to how the measures are applied. That is, instances of emergent macroscale
causation can be detected by the majority of independent measures of causation—at least, all of those that we considered.
The widespread nature of causal emergence is because most measures of causation are based on a small set of primitives:
specifically, sufficiency and necessity, along with their generalizations (which we provide here) of determinism and
degeneracy, respectively. All these causal primitives can be improved at a macroscale. Therefore, all the measures
also demonstrate causal emergence (indeed, we find that effective information is the most conservative measure of
those we analyzed). This is all despite the fact that macroscales are simply dimension-reductions of microscales. So
while two scales may both be valid descriptions of a system, one may possess stronger causation (the interpretation of
which, whether as more causal work, information, or explanation, depends on the measure of causation itself). Yet
causal emergence is not trivially universal either. It is system-dependent: in many cases, specifically those without any
uncertainty in microscale system dynamics, causal reduction dominates.

First, in Section 2, we define causal primitives along with the formal language of cause and effect we will use
throughout. In Section 3, we overview twelve independently-proposed measures of causation (several of which end up
being identical, as we show). In Section 4, we highlight how the behavior of the measures is based on causal primitives
using a simple bipartite Markov chain model. In Section 5, we directly compare macroscales to microscales across
all the causal measures using the bipartite model, and find widespread evidence for causal emergence across all the
measures.

In the Discussion, we overview how the consilience of causation we’ve revealed can provide a template for an objective
understanding of causation, and discuss the beginnings of the scientific subfield of emergence.

2 Formalizing causation and causal primitives

First, a note on terminology. We must use a general enough one that it can incorporate a number of different notions of
causation from different fields. Therefore, we focus on a given a space ⌦, i.e., the set of all possible occurrences. In this
space, we can consider causes c 2 ⌦ and effects e 2 ⌦, where we assume causes c to precede effects e, so that we also
speak of a set of causes C ✓ ⌦ and of effects E ✓ ⌦.
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As we will later be applying these measures in Markov chains, we can consider the space ⌦ to be a state-space and c or
e as states. The set of causes and effects can be related probabilistically via transition probabilities P (e | c), which
specifies the probability of obtaining a candidate effect e, given that a candidate cause c actually occurred.

As we will see, in order to gauge causation, we will have to evaluate counterfactuals of c, and consider the probability
of obtaining the effect e given that c didn’t occur. We will write this probability P (e | C\c), where C\c stand for the
complement of c, by which we mean the probability of e given that any cause in C could have produced e except for c.
Note that although conventionally written P (e) we will write P (e | C) to underscore the following notion: namely, that
to meaningfully talk about P (e | C) (and P (e | C\c)), a further distribution over C must be specified. That is:

P (e | C) =
X

c2C

P (c)P (e | c)

where there is some assumption of a distribution P (C). This assumption is necessary because, unlike terms like P (e | c)
which are stated in some transition probability matrix (TPM) or system description, terms like P (c) or P (e | C\c) need
to be explicitly defined (e.g., what is the distribution of the effects when c didn’t occur?). In Section 4.2 we overview
how P (C) itself is defined via an intervention distribution, which is necessary to specify for the application of measures
of causation, although not their definitions. Therefore, we simply assume a particular P (C) is defined for the following
measures of causation. Note that in examining counterfactual probabilities like P (e | C\c) it implies that P (C) is
restricted to exclude c and normalized.

2.1 Formalizing sufficiency and necessity

Causation should be viewed not as an irreducible single relation between a cause and an effect but rather as having two
dimensions: that of sufficiency and necessity [1, 30].

For any cause c, we can always ask, on one hand, how sufficient c is for the production of an effect e. A sufficient
relation means that whenever c occurs, e also follows (Figure 1A, red region). Separably, we can also ask how necessary
c is to bring about e, that is, whether there are different ways then through c to produce e (Figure 1A, blue region). Yet
these properties are orthogonal: a cause c may be sufficient to produce e, and yet there may be other ways to produce e.
Similarly, c may only sometimes produce e, but is the only way to do so.

We refer to sufficiency and necessity as causal primitives. This is because, as we will show, popular measures of
causation generally put these two causal primitives in some sort of relationship (like a difference or a ratio). This
ensures such measures are mathematically quite similar, indeed, sometimes unknowingly identical.

First we must define the primitives formally. To start, we associate the sufficiency of the cause c to the probability:

suff(e, c) = P (e | c)

which is 1 when c is fully sufficient to produce e. This allows for degrees of sufficiency (e.g., a cause might bring about
its effect only some of the time), which is important because many measures of causation rely on probability raising or
difference making.

Comparably, the necessity of the cause for the effect we associate with the probability:

nec(e, c) = 1� P (e | C\c)

which gives "the probability of not-e given the probability of not-c." Necessity is 1 when c is absolutely necessary for e.
In such cases there is no other candidate cause but c that could produce e. Note that some definition of counterfactuals
needs to be made explicit for the calculation of necessity, unlike sufficiency (more on this in later sections, where
possible counterfactuals are represented as performable interventions).

2.2 Determinism and degeneracy as generalizations of sufficiency and necessity

The two causal primitives of sufficiency and necessity each have a generalization. These are the determinism and
degeneracy coeffients [8]. Specifically, the determinism coefficient is a generalized notion of sufficiency, while the
degeneracy coefficient is a generalized notion of necessity. These generalizations will prove useful in two ways: a)
they provide a more general version of the original primitive, and b) some measures of causation are based off of
determinism and degeneracy instead of sufficiency and necessity.
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Figure 1: Causal primitives and causation measures. (A) Schematic representation of causation as a relation between
occurrences (or events) connecting a set of causes to a set of effects. Each individual candidate cause (c, c0, ...) and
candidate effect (e, e0, ...) is depicted in a circle, while their sets C and E are marked as the enclosing dotted line.
Causes and effects are assumed to be temporally ordered, with the former preceding the latter, hence are indexed at a
time t and a time t+ 1, respectively. Given a pair of a candidate cause c and a candidate effect e, the relation between
c and e can be analysed in terms of the causal primitives of sufficiency and necessity. On one hand, one can assess
whether c is sufficient to bring about e, or whether c can instead transition to other effects in E (region shaded red);
on the other hand, one can ask whether c is necessary for e to obtain, or instead whether other causes in C could also
produce e (region shaded blue). (B) The functional dependence of the causation measures on the causal primitives is
highlighted (sufficiency and determinism in red, necessity and degeneracy in blue). On the top are the formulas of the
causal primitives and on the bottom, the formulas of some of the causation measures written in terms of the causal
primitives (measures like the Bit-flip and Lewis’ closest possible world are not shown because they rely on additional
structure, e.g. distances between occurrences). (C) Behavior of the causation measures for different combinations of the
causal primitives. Heatmaps show causation as a function of the causal primitives (using n = 2). For Suppes and effect
information the y axis is inverted to highlight the similarity with the other measures.

We can define the determinism as the opposite of noise (or randomness), that is, the certainty of causal relationships.
Specifically, it is based on the entropy of the probability distribution of the effects of a cause:

H(e | c) =
X

e2E

P (e | c) log2
1

P (e | c)

This entropy term is zero if a cause has a single effect with P = 1, and the entropy is maximal, i.e. log2 n, if a cause
has a totally random effect. We therefore define the determinism of a cause c to be log2(n)�H(e | c). Note that this is
different than the mere sufficiency, although is also based on the sufficiency P (e | c). To see their difference, let us
consider a system of four states ⌦ = {a, b, c, d}, wherein state a transitions to the other states b, c, or d, and also back to
itself, a, with probability 1/4 each. The average sufficiency of a’s transitions would be 1/4. However, the determinism
of a would be zero, since there is no difference between a and randomly generating the next state of the system.

Unlike sufficiency, the determinism is a property of a cause, not a particular transition (although the contribution of
each transition to the determinism term can be calculated). And unlike sufficiency, the determinism term is influenced
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by the number of considered possibilities. Generally, we normalize the term to create a determinism coefficient that
ranges, like the sufficiency, between 0 (fully random) and 1 (fully deterministic), for a given cause:

det(c) = 1� H(e | c)
log2 n

And with this in hand, we can define a determinism coefficient for individual transitions as:

det(e, c) = 1�
log2

1
P (e|c)

log2 n

as well as a system-level determinism coefficient:

det =
X

c2C

P (c) det(c) =
X

e2E, c2C

P (e, c) det(e, c) = 1�
P

c2C
P (c) H(e | c)
log2 n

Degeneracy is the generalization of necessity. It is zero when no effect has a greater probability than any other (assuming
an equal probability across the full set of causes). Degeneracy is high if certain effects are "favored" in that more causes
lead to them (and therefore those causes are less necessary). It is also based on an entropy term:

H(e | C) =
X

e2E

P (e | C) log2
1

P (e | C)

and the degeneracy coefficient of an individual effect is given by:

deg(e) = 1�
log2

1
P (e|C)

log2 n

while the system-level degeneracy coefficient is:

deg =
X

e2E

P (e | c) deg(e) = 1� H(e | C)

log2 n

3 Measures of causation are based on causal primitives

In the following section, we demonstrate how the basic causal primitives of sufficiency and necessity or their generalized
forms of determinism and necessity underlie the independent popular measures of causation we examined.

3.1 Humean constant conjunction

One of the earliest and most influential approaches to a modern view of causation was David Hume’s regularity account.
Hume famously defined a cause as "an object, followed by another, and where all the objects, similar to the first, are
followed by objects similar to the second" [31]. In other words, causation stems from patterns of succession between
events [32].

Overall, the "constant conjunction" of an event c followed by an event e, would lead us to expect e once observing
c, and therefore infer c to be the cause of e. There are a number of modern formalisms of this idea. Here we follow
Judea Pearl, who interprets Hume’s notion of "regularity of succession" as amounting to what we today call correlation
between events [1]. This can can be formalized as the observed statistical covariance between a candidate cause c and
effect e:

Cov(X,Y ) = E(XY )� E(X)E(Y )

If we substitute the indicator function Xc (and Ye), which is 1 if c (respectively e) occurs and 0 otherwise, in the
equation above we obtain:
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Cov(Xc, Ye) = P (c, e)� P (c)P (e)

= P (c)P (e | c)� P (c)[P (c)P (e | c) + P (c̄)P (e | C\c)]
= P (e | c)P (c)[1� P (c)] + P (c)P (C\c)P (e | C\c)
= P (e | c)P (c)P (C\c)] + P (c)P (C\c)P (e | C\c)
= P (c)P (C\c)[P (e | c)� P (e | C\c)])

Where we used the fact that P (e | C)) can be decomposed into two weighted sums, i.e. over c and over C\c. Following
other’s nomenclature [2] we call this the "Galton measure" of causal strength, since it closely resembles the formalism
for heredity of traits in biology, and also is a form of the statistical co-variance:

CSGalton(e, c) = P (c)P (C\c)[P (e | c)� P (e | C\c)] = P (c)P (C\c)[suff(e, c) + nec(e, c)� 1]

It’s worth noting that such a regularity account can be stated in ways that involve causal primitives, as can be seen
above.

3.2 Eells’s measure of causation as probability raising

Ellery Eells proposed that a condition for c to be a cause of e is that the probability of e in the presence of c must be
higher than its probability in its absence: P (e | c) > P (e | C\c) [33]. This can be formalized in a measure of causal
strength as the difference between the two quantities:

CSEells = P (e | c)� P (e | C\c) = suff(e, c) + nec(e, c)� 1

When CSEells < 0 the cause is traditionally said to be a negative or preventive cause [32], or in another interpretation,
such negative values should not be considered a cause at all [34].

3.3 Suppes’s measure of causation as probability raising

Another notion of causation as probability raising was defined by Patrick Suppes, a philosopher and scientist [35].
Translated into our formalism, his measure is:

CSSuppes(c, e) = P (e | c)� P (e | C) = suff(e, c)� nec
†(e)

The difference between the CSEells and CSSuppes measures involves a shift from measuring how causally necessary c

is for e—whether it can be produced by other causes than c—to assessing how degenerate is the space of ways to bring
e about. Both are valid measures, and in fact turn out to be equivalent in some contexts [36].

Note that we can extend the conditional probability P (e | C\c) to P (e | C), including c itself. If so, we are considering
whether e can be produced not just in the absence of c, but all the ways, including via c itself, that e can occur. Therefore,
another version can be defined as:

CSSuppesII (c, e) =
P (e | c)
P (e | C)

3.4 Cheng’s causal attribution

Patricia Cheng has proposed a popular psychological model of causal attribution, where reasoners go beyond assessing
pure covariation between events to estimate the "causal power" of a candidate cause producing (or preventing) an effect
[37]. In this account, the causal power of c to produce e is given by:

CSCheng(c, e) =
P (e | c)� P (e | C\c)

1� P (e | C\c) =
suff(e, c) + nec(e, c)� 1

nec(e, c)

Cheng writes: "The goal of these explanations of P (e | c) and P (e | C\c) is to yield an estimate of the (generative or
preventive) power of c...." While originally proposed as a way to estimate causes from data based off of observables,
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it’s worth noting that, in our application of this measure, we have access to the real probabilities given by the transition
probability matrix P (e | c), and the measure therefore yields a true assessment of causal strength, not an estimation.

3.5 Lewis’s counterfactual theory of causation

Another substantive and influential account of causation based on counterfactuals was given by philosopher David
Lewis [38]. Lewis defines a cause as if given events c and e took place, c can be said to be a cause of e if it is the case
that if c hadn’t occurred, then e would not have occurred. Lewis also extended his theory for "chancy worlds", where e

can follow from c probabilistically [39].

Following [2] we formalize Lewis’s causal strength as the ratio:

P (e | c)
P (e | C\c)

This definition is also known as "relative risk:" "it is the risk of experiencing e in the presence of c, relative to the risk of
e in the absence of c " [2]. This measure can be normalized to obtain a measure ranging from -1 to 1 using the mapping
p/q ! (p� q)/p as:

CSLewis(c, e) =
P (e | c)� P (e | C\c)

P (e | c) =
suff(e, c) + nec(e, c)� 1

suff(e, c)

Again we see that Lewis’s basic notion, once properly formalized, is based on the comparison of a small set of causal
primitives. Note that this definition doesn’t rely on a specification of a particular possible world. In other work, Lewis
specifies that the counterfactual not-c is taken to be the closest possible world where c didn’t occur. That notion, which
specifies a rationale for how to calculate the counterfactual, is formalized in Section 3.7.

3.6 Judea Pearl’s measures of causation

If our claim for consilience in the study of causation is true, then authors should regularly rediscover previous measures.
Indeed, this is precisely what occurs. Consider Judea Pearl, who in his work on causation has defined the previous
measures CSEells, CSLewis, and CSCheng (in some of these terms apparently knowingly, in others not).

Within his structural model semantics framework [1], he defines the "probability of necessity" as the counterfactual
probability that e would not have occurred in the absence of c, given that c and e did in fact occur, which in his notation
is written as PN = P (ēc̄ | c, e) (where the bar stands for the complement operator, i.e. c̄ = C\c). Meanwhile, he
defines the "probability of sufficiency" as the capacity of c to produce e and is defined as the probability that e would
have occurred in the presence of c, given that c and e didn’t occur: PS = P (ec | c̄, ē).
Finally, both aspects are combined to measure both the sufficiency and the necessity of c to produce e as PNS =
P (ec, ēc̄), such that the following relation holds: PNS = P (e, c)PN + P (ē, c̄)PS.

Under conditions of exogeneity of c relative to e (which renders Pearl’s counterfactual P (ec), i.e. the causal effect of c
on e, computable from P (e | c)) and monotonicity of e relative to c (which roughly means c does not prevent e from
happening), the measures are given by:

PNS = P (e | c)� P (e | C\c)

PN =
P (e | c)� P (e | C\c)

P (e | c)

PS =
P (e | c)� P (e | C\c)

1� P (e | C\c)

where we can recognize that PNS = CSEells, PN = CSLewis and PS = CSCheng [2]. That is, Pearl independently
recreated previous measures.

Yet we find Pearl’s terminology confusing. Therefore, we reserve terms like "probability of sufficiency" to mean the
original sufficiency, P (e | c), and likewise for the probability of necessity 1� P (e | C\c). We also continue to refer to
the measures by the names of their respective original authors to further distinguish them and preserve origin credit.
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Overall this consilience should increase our confidence that measures based on the combinations of causal primitives
are good candidates for assessing causation.

3.7 Closest possible world causation

As state previously, David Lewis traditionally gives a counterfactual theory of causation wherein the counterfactual is
specified as the closest possible world where c didn’t occur [38]. In order to formalize this idea, we need to add further
structure beyond solely probability transitions. That is, such a measurement requires a notion of distance between
possible states of affairs (or "worlds"). One simple way to do is use binary state labels of states to induce a metric using
the Hamming distance [40], which is the number of bit flips needed to change one binary string into the other. In this
way we induce a metric in a state-space so that we can define Lewis notion of a closest possible world:

DH(x, y) =
NX

i

|xi � yi|

where x and y are two state labels with N binary digits (e.g. x = 0001 and y = 0010, N = 4, such that DH(x, y) = 2).
With such a distance notion specified the counterfactual taken as the "closest possible world" where c didn’t occur is
given by:

c̄CPW = min
c0

DH(c, c0)

And with this in hand, we can define another measure based closely on Lewis’s account of causation as reasoned about
from a counterfactual of the closest possible world:

CSLewis CPW =
P (e | c)� P (e | c̄CPW )

P (e | c)

3.8 Bit-flip measures

Another measure that relies on a notion of distance between states is the idea of measuring the amount of difference
created by a minimal change in the system. For instance, the outcome of flipping of a bit from some local perturbation.
In [41] such a measure is given as "the average Hamming distance between the perturbed and unperturbed state at time
t+ 1 when a random bit is flipped at time t". While originally introduced with an assumption of determinism, here we
extend their measure to non-deterministic systems as:

CSbit�flip(e, c) =
1

N

NX

i

X

e02E

P (e0 | c[i])DH(e, e0)

where c[i] correspond to the state where the i
th bit is flipped (e.g., if c = 000, then c[3] = 001).

3.9 Actual causation and the effect information

Recently a framework was put forward [34] for assessing actual causation on dynamical causal networks, using
information theory. According to this framework, a candidate cause must raise the probability of its effect compared to
its probability when the cause is not specified (again, we see similarities to previous measures). The central quantity is
the effect information, given by:

ei(c, e) = log2
P (e | c)
P (e | C)

= log2 n[det(e, c)� deg(c)]

Note that the effect information is actually just the log of CSSuppesII , again indicating consilience as measures of
causation are re-discovered by later authors. It is also the individual transition contribution of the previously defined
"effectiveness" given in [8].

The effect information is thus on one hand a bit-measure version of the probabilistic Suppes measure, and on the other
an non-normalized difference between degeneracy and determinism.
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3.10 Effective information

The effective information (EI) was first introduced by Giulio Tononi and Olaf Sporns as a measure of causal interaction,
in which random perturbations of the system are used in order to go beyond statistical dependence [42]. It was
rediscovered without reference to prior usage and called "causal specificity" [43].

The effective information is simply the expected value of the effect information over all the possible cause-effect
relationships of the system:

EI =
X

e2E,c2C

P (e, c)ei(c, e) = log2 n[det� deg]

As a measure of causation, EI captures how effectively (deterministically and uniquely) causes produce effects in the
system, and how selectively causes can be identified from effects [8].

Effective information is an assessment of the causal power of c to produce e – as measured by the effect information – for
all transitions between possible causes and possible effects, considering a maximum-entropy intervention distribution
on causes (the notion of an intervention distribution is discussed in Section 3.4). More simply, it is the non-normalized
difference between the system’s determinism and degeneracy. Indeed, we can normalize the effective information by its
maximum value, log2 n, to get the effectiveness of the system:

eff = det� deg =
EI

log2 n

3.11 Summary

Across every measure of causation we examined the two primitives (sufficiency and necessity), or alternatively their
generalized forms (determinism and degeneracy), are explicitly put in some relationship, often that of a difference
or ratio or trade-off (Figure 1, panels B and C). The only measure that lacked an explicitly obvious basis in causal
primitives was the bit-flip measure, but as a measure of sensitivity to perturbation it seems likely there is some basis or
relationship (we did not seek out a decomposition).

We are not the first to point out that causation has two dimensions: for instance, Judea Pearl [1] states: "Clearly, some
balance must be struck between the necessary and the sufficient components of causal explanation." Also J. L. Mackie,
although not proposing a quantitative measure of causal strength, famously considers both a necessity and a sufficiency
aspect in his proposal of a INUS condition that causes should satisfy, namely being an (i)nsufficient but (n)ecessary part
of a condition which is itself (u)nnecessary but (s)ufficient for an effect to occur [44]. However, to our knowledge this
is the first time a full set of popular measures has been assessed in this light, and so we state it explicitly: substantial
consilience in measures of causation indicates we should expect measures of causal strength to be based on both causal
primitives.

4 Measures of causation are sensitive to causal primitives

4.1 Model system

In order to examine the behavior of measures of causation presented in the previous section, we make use of a simple
model. It was chosen because it allows us to parametrically vary the causal primitives of determinism (det) and
degeneracy (deg) in order to see how the measures of causation change under uncertainty. We make use of a simple
bipartite Markov chain model where the microstates of the system oscillate back and forth between two groups. What
is important to keep in mind is that this model is a) bipartite, and b) that we can vary these bipartite connections
to either increase the determinism (increasing the average probability of state transition closer to p = 1) or the
degeneracy (increasing the overlap of state transitions, such that transitions cluster in their targets). This allows us
to apply the measures of causation under different amounts of uncertainty and different types of uncertainty (like
indeterminism vs. degeneracy) and later to also examine causal emergence in such regimes as well. A detailed
description of the bipartite model, as well as how we vary these parameters can be found in the Supplementary
Information Section 7.1. See Figure 2 for a visual representation of the system state-space and transition probability
matrix (panel A) and of the different regimes of model architecture we examine (panel C). The code used for calculating
the measures of causation as well as assessing causal emergence on the bipartite Markov chain model is available at
https://github.com/renzocom/causal_emergence.
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Figure 2: A simple bipartite Markov chain model for studying causal measures. (A) Microscale model of the
bipartite Markov chain with 8 microstates where microstates transition back-and-forth between two groupings (left and
right). On the top, a representation of the state-space with binary labels is shown, with the dotted line indicating the
natural macrostate. The possible microstate transitions from the group in the left to the group in the right are represented
by the arrows (the transitions from right to left are omitted). A main transition from 000 to 111 is highlighted, and
contrasted with a secondary transition from 000 to 110, which intuitively has a lower causal strength. The relevant
transitions for evaluating the causal primitives (suffiency and necessity) for the main transition are color coded by the
probability according to the probability transition matrix (TPM) shown in the bottom. (B) Macro model of bipartite
Markov chain obtained by coarse-graining the original microstates into the two groupings (ON = {000, 001, 010, 011}
and OFF = {111, 110, 101, 100}). The obtained macro transition probability matrix (TPM) describes the deterministic
transition between the OFF and ON states (P (ONt+1 | OFFt) = 1 and P (OFFt+1 | ONt) = 1) and is independent of
the model parameters that control the determinism and degeneracy of the microscale. (C) Graphical representation of
the bipartite model state-space (as shown in panel A) for different values of the model’s microscale degeneracy and
determinism.

4.2 Applying measures of causation requires defining an intervention distribution

As we have seen, measures of causation, which can be interpreted as "strength" or "influence" or "informativeness"
or "power" or "work (depending on the measure) are based on a combination of causal primitives. However, both the
calculations of measures themselves, as well as the causal primitives, involve further background assumptions in order
to apply them.

To give a classic example: you go away and ask a friend to water your plant. They don’t, and the plant dies.
Counterfactually, if your friend had intervened to water the plant, it’d still be alive, and therefore your friend not
watering the plant caused its death. However, if the Queen of England had intervened to water the plant, it’d also still be
alive, and therefore it appears your plant’s death was caused just as much by the Queen of England. This intuitively
seems wrong. How do we appropriately evaluate the space of sensible counterfactuals or states over which we assess
causation? As we will discuss, there are several options.

Previous research has introduced a formalism capable of dealing with this issue in the form of an intervention distribution
[20]. An intervention distribution is a probability distribution over possible interventions that a modeler or experimenter
considers. Effectively, rather than considering a single do(x) operator [1], it is a probability distribution over some
applied set of them. The intervention distribution fixes P (C), the probability of causes, which is in fact necessary to
calculate all the proposed causal measures.
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We point out that there are essentially three choices that a modeler/experimenter has for intervention distributions.
The first obvious choice is the observational distribution. Also sometimes called an "observed distribution," in the
dynamical systems we’re discussing this corresponds to the stationary distribution of states:

Pobs(c) = lim
n!1

P
n(e | c)

In this choice, P (C) is simply based on the system’s dynamics itself. However, this choice suffers from serious
problems—indeed, much has been made of the fact that analyzing causation must explicitly be about what didn’t
happen, i.e., departures from dynamics, and the observational distribution misses this [45]. In this case, your plant
is dead because your friend didn’t water it but you can’t even consider what would have happened if they had, since
it’s not in the observational distribution. In another example: a light-switch would have varying causal power over
a light-bulb based entirely on the probability of the person in its house switching it on and off. Another example: a
dynamical system with point attractors has no causation under this assumption. This is because the gain from mere
observation to perturbing or intervening is lost when the intervention distribution equals the observational distribution.
Finally, it is worth noting that definable stationary distributions rarely exist in the real world.

To remedy this, measures of causation often implicitly assume the second choice: an unbiased distribution of causes
over ⌦, totally separate from the dynamics of the system. In its simplest form, this is described as a maximum-entropy
intervention distribution:

Pmaxent(c) =
1

n

where |⌦| = n. The maximum-entropy distribution has been made explicit in the calculation of, for instance, Integrated
Information Theory [46] or the previously-described effective information of Section 3.10 [42]. There are a number of
advantages to this choice, at least when compared to the observational distribution. First, it allows for the appropriate
analysis of counterfactuals. Second, it is equivalent to randomization or noise injection, which severs common causes.
Third, it is the maximally-informative set of interventions (in that maximum-entropy has been "injected" into the
system).

However, it also has some disadvantages. Using a maximum-entropy intervention distribution faces the difficulty that
if ⌦ is too large, it might be too computationally expensive to compute. More fundamentally, using Pmaxent(c) can
lead to absurdity (e.g., it assumes that the counterfactual wherein the Queen of England watered the plant is just as
equally likely as your friend watering it, thus leading to the paradox wherein your friend is not a necessary cause of your
plant’s death). That is, Pmaxent(c), taken literally, involves very distant and unlikely possible states of affairs. However,
in cases where the causal model has already been implicitly winnowed to be over events that are considered likely,
related, or sensible—such an already constructed or bounded causal model, like a set of logic gates, gene regulations, or
neuronal connections—it allows for a clear application and comparison of measures of causation.

We point out there is a third possible construction of an intervention distribution. This is to take a local sampling of the
possible world space (wherein locality is distance in possible worlds, states of affairs, the state-space of the system, or
even based on some outside non-causal information about the system). There are a number of measures of causation
that are constructed around local interventions; one of the earliest and most influential is David Lewis’s idea of using
the closest possible world as the counterfactual by which to reason about causation 3.7. Other examples that implicitly
take a local intervention approach includes the bit-flip measure [41] of Section 3.8, as well as the "causal geometry"
extension of effective information in continuous systems [9]. We formalize the assumptions behind these approaches as
a local intervention distribution, which are possible states of affairs that are similar (or "close") to the current state or
dynamics of the system.

For example, to calculate Lewis’s measure, we can compute locality using the Hamming distance [40]. Rather than
simply picking a single possible counterfactual c̄ 2 ⌦ (which in Lewis’s measure would be the closest possible world
from Section 3.7) we can instead create a local intervention distribution which is a local sampling of states of affairs
where c didn’t occur. This is equivalent to considering all states which are a Hamming distance less or equal to � from
the actual state:

Plocal(c⇤)(c) =

(
1
n�

, if c 2 ⇥c⇤

0 otherwise

⇥c⇤ = {s 2 ⌦ | DH(s, c)  �}
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where n� = |⇥c⇤ |. For example, if we want to locally intervene within a distance � = 1 around an actual state
c
⇤ = 001, then ⇥c⇤ = {001, 101, 011, 000} and n� = 4, such that the intervention distribution is 1/4 over the four

states and 0 elsewhere.

We note that local interventions avoid many of the challenging edge cases of measuring causation. Therefore, we we
use local interventions for our main text figures to highlight their advantages. However, in order to make our points
about the consilience of measures of causation, as well as causal emergence, we take an exhaustive approach and
consider all three choices of intervention distributions for the dozen measures. It should be stressed that a) the measures
again behave quite similarly, even across different choices of intervention distributions, and also b) instances of causal
emergence are, as we will show, generally unaffected by choice of intervention distribution.

4.3 All measures of causation are sensitive to noise

To demonstrate the consilience between measures of causation, as well as their underlying causal primitives, we
study their behavior in the model described in section 4.1 under different parameterizations of noise in the form of
indeterminism and degeneracy. Due to how we paramaterize determinism and degeneracy, we can simplify looking at
every single transition in the model into just two. This is because any given state has a main transition, which is the
transition of highest probability (e.g., 000 ! 111 in Figure 2A) and its set of secondary transitions which are the lower
probabilities of transitions (e.g., 001 ! 111 in Figure 2A). When the probability of main transitions equals that of
secondary transitions, the system is maximally indeterminate, since all state transitions are a random choice (maximum
noise of prediction). This is what is occurring along the det (determinism) axis in Figure 3. When main effects are
stacked on top of a given target, this is increasing the deg (degeneracy axis) (maximum noise in retrodiction). The
precise nature of this parameterization and how it reflects the determinism and degeneracy is discussed in Supplementary
Section 7.

We apply the measures of causation in Section 2 in both a state-dependent and a state-independent manner, since
both are common throughout the literature on causation [47, 48, 34, 49, 50, 51]. We examined the behavior of the
measures on specific transitions (such as identifying strong or weak causes) but also their expectation averaged across
all transitions, thus covering both individual and global causal properties of the system.

Our expectation is that, broadly, measures of causation should peak in their values when determinism is maximized
and degeneracy is minimized. And indeed, that is what we find in the bipartite model across the measures of Section 3
and whether they are applied in a state-dependent / actual causation sense or in a global expectation sense (with the
exception of the bit-flip measure, but this may be a function of our arbitrary state-labeling, since it is sensitive to that).

Furthermore, we consider different intervention distributions used to probe counterfactual space: the maximum entropy
distribution where all states are equally and exhaustively probed; the stationary distribution where the states are weighted
according to their frequency of occurrence in the long-term dynamic of the system; the local perturbation distribution,
where a subset of the full state-space is probed by considering states that are close to the candidate cause according to
some criteria of distance (e.g., Hamming distance).

The majority of the measures of causation increase with the determinism of the model and decrease as the model gets
more degenerate (Figure 3). Moreover, the system level behavior of the causation measures, i.e. average across all
state transitions, is dominated by that of the main transitions, which is consistent with the idea that these transitions
concentrate the causal powers of the system. Note that these results are shown using local perturbations, but using
the other intervention distributions led to qualitatively similar results the maximum-entropy distribution and the
observational distribution (data shown for the causal primitives in Supplementary Section S2). This indicates that local
perturbations may indeed provide an efficient surrogate for computing causal powers without relying on the exhaustive
exploration of counterfactual space or using an observational distribution that reflects the system’s dynamics rather than
its causal structure.

5 Macroscale causation

Causal emergence (CE) is computed as the difference between the macroscale’s causal relationships and the microscale’s
causal relationships with respect to a given measure of causation.

CE = CSmacro � CSmicro

If CE is positive, there is causal emergence, i.e., the macroscale provides a better causal account of the system than
the microscale. This can be interpreted as the macroscale doing more causal work, being more powerful, strong, or
more informative, depending on how the chosen measure of causation is itself interpreted. A negative value indicates
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Figure 3: Behavior of the causation measures in the model system. Heatmaps of causal strength are shown
for all measures (rows) calculated for the microscale of the bipartite Markov chain model with n = 16 mi-
crostates, 8 states in each macro group (⌦A = {0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111} and ⌦B =
{1111, 1110, 1101, 1100, 1011, 1010, 1001, 1000}), at different values of the determinism and degeneracy parame-
ters (see Section 7.1 in the Supplementary Information for a detailed description). Positive values indicate presence of
causal strength and are depicted in red, while negative values correspond to what is known as preemptive or negative
causation and are shown in blue. Each measure was calculated for different transitions in the bipartite model: a
main transition where a strong causal link is thought to be present (0000 ! 1111), a secondary transition where the
causal relationship is supposedly weak (0000 ! 1110), and the average across all state transitions. This average is
computed as the joint expectation of the measure CS(c, e) across all transitions using P (c, e) calculated using the
transition probability matrix (TPM) and the observational distribution to reflect the expectation of causal strength. The
measures were computed using different intervention distributions to assess the counterfactuals: the maximum entropy
distribution (all states are uniformly sampled), the stationary distribution (states are sampled according to the observed
distribution of the dynamics of the model) and the local distribution (the candidate cause is locally perturbed, so that
"close" counterfactuals are sampled). For each measure (row), a common scale is used (shown in the colorbar). The full
combinations of intervention distributions and transitions can be found in Supplementary Figure S2.
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causal reduction, which is when the microscale gives the superior causal account. Note that the theory is agnostic as to
whether emergence or reduction occurs.

5.1 Modeling macroscales

In order to calculate causal emergence, both a microscale and macroscale must be defined. It should be note that the
theory is scale-relative, in that one starts with a microscale that is not necessarily some fundamental physical microscale.
It is just some lower-bound scale. In neuroscience, for instance, this may be the scale of individual synapses. A
macroscale is then some dimension reduction of the microscale, like a coarse-graining (an averaging) or black-boxing (a
leaving of variables exogenous) or more generally just any summary statistic that recasts the system with less parameters
[11]. E.g., in the neurosciences a macroscale may be a local-field potential or neuronal population or even entire brain
regions.

Previous research has laid out clear examples and definitions of macroscales in different system types [8, 20, 11].
One important note is that macroscales should be dynamically consistent with their underlying microscale. This
means that the macroscale is not just derivable from the microscale (supervenience) but also that the macroscale
behaves identically or similarly (in terms of its trajectory, dynamics, or state-transitions over time). Mathe-
matical definitions of consistency between scales have been proposed [11]; however, here we can eschew this
issue as the macroscale for the bipartite model we use automatically ensures consistency by simply group-
ing each side of the bipartition. Specifically, we use a microscale with N = 16 microstates ⌦micro =
⌦A

S
⌦B = {0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111}

S
{1111, 1110, 1101, 1100, 1011, 1010, 1001, 1000}

and two macrostates ⌦macro = {ON,OFF} defined by the coarse-graining function h : ⌦micro ! ⌦macro, with
h(⌦A) = ON and h(⌦B) = OFF (Figure 2B).

This coarse-grains the bipartite model into a simple two-state system at the macroscale, which trades off dynamically
(a NOT gate with a self-loop). This macroscale is deterministic (each macrostate transitions solely to the other) and
non-degenerate (each macrostate has only one possible cause). Note that, in our bipartite model, the macroscale is
deterministic, non-degenerate, and dynamically consistent no matter the underlying noise in the microscale. This
allows us to compare a consistent macroscale against parameterizations of noise, like increases in indeterminism and
degeneracy. It’s also worth noting that for the macroscale grouping of the bipartite model, the stationary intervention
distribution, maximum entropy distribution, and local intervention distribution, are all identical at the macroscale,
ensuring clear comparisons.

5.2 All measures of causation assessed show causal emergence

Taking into consideration different transitions in the model and employing different intervention distributions, all
measures of causation exhibited instances of causal emergence, as shown in Figure 4). This is likely because the causal
primitives demonstrated causal emergence, and the measures are universally composed of or closely related to these
primitives. Exactly as would be predicted by the idea that macroscales provide error-correction of noise in causal
relationships, causal emergence is greater when determinism is low and degeneracy is high in the microscale across the
set of measures (see Figure 5). Moreover, causal emergence occurred most prominently in secondary transitions, where
causal strength in the microscale was shown to be generally lower due to noise, than in main transitions. There were
even cases of "super causal emergence" wherein a microscale transition has a preventative role due to a negative value
while the macroscale transition has a positive value, according to the same measure. Additionally, at the global system
level, such as at the expectation of the measures of causation, there was also significant amount of causal emergence in
certain system architecture domains (particularly those with more uncertainty).

Note that the ubiquity of causal emergence hinges on no particular way of performing the intervention distribution
that all measures implicitly require be specified in their application. Causal emergence was present across measures
of causation calculated using the maximum-entropy distribution, the observational intervention distribution, and the
local intervention distribution (see Figure S3 in Supplementary Information), although distributed slightly differently
depending on choice. Indeed, the only condition to not show causal emergence was the overall effective information
when using the observational distribution. This was known [20] but was also pointed out by Scott Aaronson [22] as a
possible criticism of the theory of causal emergence, since the mutual information (the effective information under the
observational distribution) is not higher at a macroscale. First, as we show here, causal emergence still appears in the
individual transition’s effect information under the observational distribution, meaning that even under the observational
distribution only in the average transition (not across all of them) was there no causal emergence in this condition
(recall that the effective information is the average of the effect information). Additionally, the mutual information is
not traditionally a causal measure [52]. Nor is it a monolithic quantity, but can be decomposed into synergistic, unique,
and redundant information. Recent research has shown that the synergistic and unique mutual information can indeed
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Figure 4: Causal emergence is widespread across choice of measure of causation and intervention distribution.

Heatmaps of causal emergence (CE) and causal reduction (CR) is shown for all measures of causation and causal
primitives computed in the bipartite Markov chain model. Causal emergence is calculated as the difference between
the causation metric calculated in the macroscale and in the microscale, such that positive values (green) amount to
CE and negative values (purple) to CR. CE/CR is assessed using a local intervention distribution, in which a subset of
counterfactuals by perturbing the cause around "close" states. In each of the three columns, CE/CR is assessed over
different state transitions of the system: a main transition with a strong causal strength (0000 ! 1111), a secondary
transition with a weak causal strength (0000 ! 1110) and the expectation over all state transitions. The joint probability
P (c, e) used to compute the expectation is obtained using the transition probabilities P (e | c) and the stationary
intervention distribution Pobs(c). For each measure (row), a common scale is used (shown in the colorbar). Causal
emergence across the full combinations of intervention distributions and transitions can be found in Supplementary
Figure S3.

increase at a macroscale, indicating that the non-redundant bits of the mutual information show causal emergence [27].
Overall, in context of the results from other measures this indicates solely that effective information is a conservative
measure of causal emergence, rather than a liberal one, compared to other measures of causation.

Finally, in order to ensure that these results did not hinge on the symmetry of the bipartite model (nA = nB) we
assessed causal emergence in an asymmetric bipartite models as well, which also showed causal emergence across
measures (see Figure S3).
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Figure 5: Causal emergence occurs when the microscale is noisy. Average behavior of causal emergence across the
eight causation measures and four causal primitives for the bipartite Markov chain model. All twelve metrics were
normalized to range from -1 to 1 by dividing each metric by its maximum absolute value of CE/CR and then combined
through a simple average at each value of determinism and degeneracy. Values were all positive, ranging from low CE
(light green) to high CE values (dark green) shown in the colorbar.

6 Discussion

Causal emergence is when a measure of causation returns a higher value by having more causal strength, power,
informativeness, predictiveness, or causal work (depending on the details of the measure of causation) at the macroscale
vs. the microscale of a system. It is possible because macroscales can provide the advantage of noise minimization. That
is, emergent scales are those that perform error-correction over their underlying microscale causal relationships. Indeed,
we’ve shown that causal emergence is widespread across popular measures of causation with independent origins in
diverse fields. This is because all of these measures are sensitive to noise in the form of indeterminism (uncertainty
over the future) and degeneracy (uncertainty over the past). We refer to these terms, along with their simpler forms of
sufficiency and necessity, as "causal primitives" since measures are either sensitive to them or even directly constructed
from them. Notably, across the more than a dozen independent measures of causation we examined, all demonstrated
causal emergence in a bipartite model system in conditions of high uncertainty over state transitions (low determinism,
high degeneracy). This was true across a number of possible assumptions of how those measures are applied, showing
the robustness of this theory of emergence.

The consilience of the measures examined here provide a bedrock for previous research which has already shown
causal emergence using more complex information-theoretic measures of causation like effective information [8], the
integrated information [18], and also recently the synergistic information [27]. Interestingly enough, we find that
effective information, despite being the original measure proposed to capture causal emergence, is the most conservative
in our sample.

One interesting discovery of this investigation is the similarities and agreements within measures of causation themselves.
Broadly, we find that causation is not itself a primitive notion but can be decomposed along two dimensions (a finding
in agreement with previous authors [1, 44]). These two dimensions are, in the philosophical literature, referred to as
sufficiency and necessity; as we show, these are specific cases of determinism and degeneracy, respectively. Successful
measures of causation are sensitive to both dimensions. Indeed, it is the sensitivity to these terms, and the uncertainty
they capture, that guarantees the possibility of causal emergence of such measures.

It’s worth noting that the measures of causation we examined need a space of possibilities, or counterfactuals, to
be specified, in order to apply the measure. Here, we represent this choice mathematically using an intervention
distribution. We find that causal emergence is relatively invariant across choice of intervention distribution, indicating
that it is a robust phenomenon. While the choice of intervention distribution in the majority of measures doesn’t affect
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the possibility of causal emergence, we advocate for our notion of "local interventions" as being a step forward for
mathematical measures of causation, as it offers a compromise between a maximum-entropy approach (all possibilities
considered) and a minimal-difference approach (only the closest possibility is considered).

Despite its ubiquity across measures and background conditions, the existence of emergence itself is not trivially
guaranteed. Rather, it is a function of system architecture or dynamics. As we have shown, in dynamic domains of
deterministic and time-reversible system mechanics, causal reduction dominates. However, in scientific models these
conditions are quite rare, as science deals with mainly with open systems exposed to outside uncertainty or, alternatively,
systems with inherent uncertainty. Even systems with irreducibly small amounts of noise can have that noise amplified
into significant uncertainty after dynamical iteration [53]. Therefore, we expect causal emergence to be common across
the many scales and models of science.

The development of complex systems science was based on novel insights into how complexity can arise via iteration of
simple rules [54, 55, 56]; not only that, it was based around a family of measures of complexity [7]. The development
of a science of emergence should be based on causal relationships (captured by the family of measures of causation)
and the noise-minimizing properties of macroscales. Ultimately, this work provides a necessary toolkit for the scientific
identification of emergent scales of function, along with optimal modeling choices, interventions, and explanations.
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7 Supplementary Information

7.1 Parameterizing determinism and degeneracy in the bipartite model

What follows is the detailed description of how we algorithmically vary det and deg in the bipartite Markov chain
model. First we will label the 2N = n states with binary strings and divide them into two groups A and B of size nA

and nB , respectively. For now, let us consider the symmetric case where nA = nB . For example, with N = 3 we
have states ⌦ = ⌦A [ ⌦B = {000, 001, 010, 011} [ {111, 110, 101, 100}) (Figure 2A, top). The model’s dynamics is
governed by a transition probability matrix, where for a given state c 2 ⌦ the system is in, it can transition to a state
e 2 ⌦ with probability given by P (e | c), such that any state transition defines a cause and effect pair (Figure 2A,
bottom). Each cause state is paired to a main effect state in the opposite grouping through a mapping fA : ⌦A ! ⌦B .
A complementary mapping is given fB(s) = fA(s ") ", where " is the state obtained by inverting all bits (e.g.
" 100 = 011) (this is equivalent to reflecting the arrows in Figure 2A along the vertical axis). For a given state c 2 ⌦A

we have:

P (e | c) =

8
><

>:

p, if e = fA(c) and e 2 ⌦B

(1�p)
NB

if e 6= fA(c) and e 2 ⌦B

0 otherwise
(1)
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If c 2 ⌦B , we simply interchange B for A in the definition above. 0  p  1 is the parameter which controls the
determinism of the system, by concentrating or diluting the probability over the main effect (vs. the secondary effects)
of a given cause. Essentially, we are simply narrowing or widening the "scope" of possible effects from a given state in
order to increase or decrease the determinism, respectively.

In order to parametrically vary the degeneracy of the model we change the mapping fA (and its complement fB), going
from zero degeneracy where fA is injective, (maps different cause to different main effects according to fA(s) =" s to
max degeneracy), where all causes in one group map to a single effect in the other group (Figure 2B). To increase the
degeneracy in a step wise manner we use the following algorithm: we chose the "poorest" effect, i.e. the one with the
least number of main causes (argmin | f�1(e) |) but with at least one main cause, and move all its main causes to the
next poorest effect. In this way, we progressively re-wire the system until all causes map to only one effect and maximal
degeneracy is achieved. Essentially, we are simply moving main effects on top of one another sequentially—this
increases the degeneracy (and decreases the necessity). A visual example of this can be see in Figure S1.

Figure S1: Visualization of steps in the algorithm to increase degeneracy in the bipartite model. Iterations of the
algorithm for the bipartite Markov chain state-space with n = 8 states. States are labeled from 0 to n� 1, with states in
the left column belonging to group A and on the right to group B. The function fA : ⌦A ! ⌦B maps states in group
A to states in group B, associating every candidate cause c 2 ⌦A to a main effect fA(c) = e

⇤. At each iteration, a
main effect is lost (i.e. the image f(A) 2 ⌦B loses an element) as an arrow is moved an effect with the least number of
arrows (with at least one arrow). The main effects of each cause progressively overlap until they are over a single state
in group B. For fB the same algorithm is applied, but with the states A and B reversed.

However, it should be noted that our algorithmic methods for varying the determinism and degeneracy do not auto-
matically ensure that it is changing the causal primitives as expected. This is because the algorithmic way of varying
determinism and degeneracy (by varying the probabilities between main effects and second effects, and stacking main
effects on top of targets, respectively) does not match one-to-one with the underlying mathematical properties of
determinism and degeneracy. This is because there is no way to smoothly vary the actual mathematical properties in a
simple algorithmic manner.

However, when the causal primitives are computed over different parameters of the model and we considered their
global behavior averaged across all transitions in the state-space, the algorithmic determinism and sufficiency indeed
scale with their mathematical counterparts. Similarly, the degeneracy primitive scales proportionally to the model’s
degeneracy parameter, while necessity does so inversely (Figure S2). Note that while determinism and sufficiency are
independent of the model’s degeneracy parameter, degeneracy and necessity are sensitive to the model’s determinism
parameter, simply due to its algorithmic construction. These results validate the bipartite model capacity to explore the
behavior of the causal measures for different combinations of causal primitives, as modulated by the model’s degeneracy
and determinism parameter, although, due to the inability to vary degeneracy without varying the determinism, it does
not do so over a perfectly symmetric manifold.

It’s also interesting to note how the causal primitives behave differently for specific transitions with strong and weak
causal link. The main transitions exhibit high sufficiency, determinism and necessity and low degeneracy (Figure S2,
first column), in particular, at regions of high determinism and low degeneracy of the parameter space of the model.
This behavior dominates and appears at the level of the average quantities across all transitions (Figure S2, last three
columns). The secondary transitions show lower values in general for all causal primitives, coherent with the notion
that they are endowed with weaker causal powers. In line with this, the determinism and degeneracy of the secondary
transitions vary in the opposite manner of a main transition, peaking when the determinism of the model is low, and the
degeneracy is high (Figure S2, second column).
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Figure S2: Behavior of the causal primitives in the model system. Shown along the rows are the heatmaps of the
causal primitives, i.e. suffiency, necessity, determinism and degeneracy, for different values of the model’s degeneracy
and determinism parameters. In the first three columns, the max entropy distribution is used to calculate the causal
primitives and average the across transitions. In the first two columns, the causal primitives assessed for single state
transition between a cause and an effect: first, between a cause and its main effect (0000 ! 1111), generally a strong
causal link, and second, between a cause and a non principal effect, which generally we would expect to have a weaker
causal strength (0001 ! 1111). In the third column, the simple average of the causal primitives across all the state
transitions. In the fourth column the average of the causal primitives is shown, but using the stationary distribution
to estimate the primitives and also compute the average. In the last column, the causal primitives average across all
transitions computed using local perturbations.
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Figure S3: Causal emergence is generally invariant to intervention distribution choice, as well as symmetry

breaking. An expanded version of Figure 4 to include three different choices of intervention distributions, as well as
what happens when the bipartite model is not perfectly symmetric. Heatmaps of causal emergence (CE) and causal
reduction (CR) are shown for all measures of causation and causal primitives computed in the bipartite Markov chain
model. Causal emergence is calculated as the difference between the causation metric calculated in the macroscale
and in the microscale, such that positive values (green) amount to CE and negative values (purple) to CR. CE/CR is
assessed using a maximum entropy distribution, a local intervention distribution, and the observational distribution.
CE/CR is also assessed over different state transitions of the system: a main transition with a strong causal strength
(0000 ! 1111), a secondary transition with a weak causal strength (0000 ! 1110) and the expectation over all
state transitions. The joint probability P (c, e) used to compute the expectation using the observational intervention
distribution Pobs(C). However, the expectation of causal emergence is relatively invariant across even this choice as
well (data not shown). For each measure (row), a common scale is used (shown in the colorbar). In the last column, the
model was calculated using an asymmetric version of the bipartite model with nA = 13 and nB = 3 states on each
macro group, instead of nA = nB = 8 used in the rest of the paper.

22


