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Abstract

We deal with the geometrical inverse problem of the shape reconstruction of cavities
in a bounded linear isotropic medium by means of boundary data. The problem is
addressed from the point of view of optimal control: the goal is to minimize in the class of
Lipschitz domains a Kohn-Vogelius type functional with a perimeter regularization term
which penalizes the perimeter of the cavity to be reconstructed. To solve numerically
the optimization problem, we use a phase-field approach, approximating the perimeter
functional with a Modica-Mortola relaxation and modeling the cavity as an inclusion
with a very small elastic tensor. We provide a detailed analysis showing the robustness
of the algorithm through some numerical experiments.

1 Introduction

The main focus of this paper is to propose an efficient and robust algorithm, based on a
phase-field approach, to address the geometrical inverse problem of identification of cavities
contained in an elastic isotropic body, utilizing tractions and displacement boundary measure-
ments. We work in the framework of linear elasticity, representing the medium by a bounded
domain Ω ⊂ Rd, where d = 2, 3. These kinds of inverse problems appear in non-destructive
testing techniques used by industry to detect defects, voids, cracks in a medium, which can
appear during manufacturing processes, and to evaluate properties of materials and structures
without causing damage to the medium ([6, 22, 34, 52, 59]). For instance, non-destructive
testing methods are particularly important in the fields where the new techniques of additive
manufacturing are replacing traditional methods of metal manufacture [38, 57, 69, 72].
Let Ω be a bounded domain, with ∂Ω := ΣN ∪ ΣD, where ΣD is closed. Given a bounded
Lipschitz domain C, with C ⊂ Ω, we consider the following boundary value problem

div(C0∇̂uN ) = 0 in Ω \ C
(C0∇̂uN )n = 0 on ∂C

(C0∇̂uN )ν = g on ΣN

uN = 0 on ΣD,

(1.1)

where n, ν are the unit outer normal vectors to C,ΣN , respectively, C0 is a fourth order elastic
tensor, uniformly bounded, strongly convex and satisfying minor and major symmetries, and
∇̂uN represents the deformation tensor. We assume that g ∈ L2(ΣN ).

Given C0, C, and g, the forward or direct problem corresponds to find the solution uN in
Ω. On the contrary, the inverse problem consists in the identification of the cavity C given
C0, and g, and making use of the additional boundary measurements represented by the
displacement vector f = uN⌊ΣN

. It has been proved that uniqueness for cavities detection
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holds in the class of Lipschitz domains [67, 9] while stability estimates (of logarithmic type)
have been proved for more regular cavities, precisely assuming a-priori C1,α regularity, with
0 < α ≤ 1 ([67]). Similar stability estimates hold also in the case of elastic inclusions ([68]).
Due to the very weak stability estimates, identification of cavities (and also inclusions) from
boundary measurements is an ill-posed problem which needs of regularization techniques to
be solved. In [71, 70] a phase-field method has been applied for the reconstruction of cracks
and cavities in the case of the conductivity equation. Recently, a phase-field approach has
been proposed in [33] and then applied also in [15] for the identification of inclusions in the
framework of a linear and a semilinear elliptic equation, respectively. The same approach has
been also extended to the detection of cavities in the case of a semilinear elliptic equation
in [14] and of linear elasticity in [8]. All these papers propose an algorithm rephrasing the
inverse problem as an optimization procedure, where the goal is to minimize a suitable misfit
functional, defined on the boundary of Ω, with the addition of a regularization term which
involves a relaxation of the perimeter of the domain to be reconstructed.

A similar point of view is utilized in this paper, i.e., we apply again a phase-field method
but this time for the minimization of a Kohn-Vogelius type functional ([56]), that is an energy-
gap functional, regularized with a penalization on the perimeter of the cavity. To the author’s
knowledge, phase field methods have never been applied, in the inverse problems context, to
Kohn-Vogelius type functionals. More precisely, we consider the minimization of the following
functional

Jreg(C) = JKV (C) + α Per(C),

where Per(C) is the perimeter of the set C, α is the so-called regularization parameter, and
JKV is a Kohn-Vogelius type functional defined as

JKV (C) =
1

2

∫
Ω\C

C0∇̂(uN (C) − uD(C)) : ∇̂(uN (C) − uD(C)) dx.

The states uN (C) and uD(C) are, respectively, solutions to the problem (1.1) and
div(C0∇̂uD) = 0 in Ω \ C
(C0∇̂uD)n = 0 on ∂C

uD = f on ΣN

uD = 0 on ΣD.

The first part of the paper is devoted to prove the existence of minima for the functional Jreg.
This result follows by showing the continuity of the functional JKV with respect to pertur-
bations of C in the Hausdorff metric which is obtained by means of the Mosco convergence
[23, 24, 43, 47].

The second part of the paper concerns with the phase-field relaxation of the functional
Jreg in order to obtain a continuous and Frechét differentiable functional on a convex subset
of H1(Ω). More precisely, we adopt the same strategy applied in the optimization field (see,
for example, [21]): assuming C0 extended in the whole domain Ω, we fill the cavity with a
fictitious material with a very small elastic tensor, that is we define C1 = δC0, where δ > 0 is
a small parameter. Introducing a phase field variable v which belongs to H1 and takes values
in the interval [0, 1], and using the Modica-Mortola relaxation of the perimeter, see [65], we
study the following functional

Jδ,ε(v) := Jδ
KV (v) + γ

∫
Ω

(
ε|∇v|2 +

1

ε
v(1 − v)

)
dx,

where γ is a suitable rescaling parameter, and Jδ
KV (v) is defined as

Jδ
KV (v) =

1

2

∫
Ω

Cδ(v)∇̂(uδN (v) − uδD(v)) : ∇̂(uδN (v) − uδD(v)) dx,

where Cδ(v) = C0 + (C1 − C0)v, and the states uδN (v) and uδD(v) are solutions to
div(Cδ(v)∇̂uδN (v)) = 0 in Ω,

(Cδ(v)∇̂uδN (v))ν = g on ΣN ,

uδN (v) = 0 on ΣD,

and


div(Cδ(v)∇̂uδD(v)) = 0 in Ω,

uδD(v) = f on ΣN ,

uδD(v) = 0 on ΣD.
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Note that, as ε → 0, the phase-field variable v attains mainly values close to 0 and 1, due
to the fact that 1

ε

∫
Ω

v(1-v) dx prevails, with a smooth change between the two values in the
zone around the interface of the cavity. The thickness of the interface is of order ε. We show
the existence of minima for the functional Jδ,ε and then we find the first necessary optimality
condition for the relaxed optimization problem on which the reconstruction algorithm is
based. In fact, we derive a robust iterative method similar to the one in [33], providing
some numerical experiments. Numerically, we observe that minima of the functional Jδ,ε give
an accurate approximation of the minima of Jreg, for δ and ε sufficiently small. Analytical
justifications of the convergence of the minima of Jδ,ε to those of Jreg have not been studied
in this paper. However, they will be subject of future researches.

Kohn-Vogelius type functionals are widely applied in reconstruction algorithms for detec-
tion of cavities and inclusions, and for identification of unknown parameters [37, 53]. For
instance, the following two groups of papers analyse the minimization of Kohn-Vogelius func-
tionals, see [12, 13, 20, 28, 31, 61, 62] and [27, 32, 42, 49, 64], making use of shape gradient
and topological derivative techniques. We finally mention that the mathematical literature
on reconstruction methods for elastic inclusions and cavities is always of remarkable interest
thanks to the intimate connection with the industrial applications. Among the vast literature
on the subject, we refer the reader to [5, 6, 7, 19, 10, 25, 35, 36, 50, 51, 54, 55, 60] to have an
idea of the reconstruction techniques applied in this context.

The paper is organized as follows. In Section 2, we recall some of the preliminaries defini-
tions and results needed in the paper. In Section 3, we introduce the mathematical problem
and investigate continuity properties of the solution of the forward problems with respect to
perturbations of the cavity in the Haussdorff topology. Then, we show the existence of minima
for the Kohn-Vogelius functional Jreg(C). In Section 4, we approximate the cavity with an
inclusion of small elastic tensor, studying the properties of the corresponding Kohn-Vogelius
functional. Then, we introduce its phase-field relaxation, analyzing its differentiability prop-
erties and deriving the necessary optimality conditions related to the phase-field minimization
problem. In Section 5, we introduce the discretization of the forward problems and we pro-
pose the iterative reconstruction algorithm based on the optimality condition derived in the
previous section, proving its convergence properties. In Section 6, we show the efficiency and
robustness of our approach through some numerical experiments. In Section 7, we give some
conclusions and provide some mathematical open problems.

2 Notation, geometrical setting, and preliminaries

We introduce the needed notation and the functional setting for the analysis addressed in the
paper. From now on, we concentrate on the space dimensions d = 2, 3.

Notation.

We denote scalar quantities, points, and vectors in italics, e.g. x, y and u, v, and fourth-order
tensors in blackboard face, e.g. A,B.

We denote with Â := 1
2

(
A+AT

)
the symmetric part of a second-order tensor A, where

AT is the transpose matrix. Standard notation is utilized for inner products for vectors and
matrices, that is, u · v =

∑
i uivi, and A : B =

∑
i,j aijbij (B is a second-order tensor). |A|

denotes the norm induced by the inner product on matrices:

|A| =
√
A : A.

Domains.

We need to represent locally a boundary as a graph of functions, hence we adopt the notation:
∀x ∈ Rd, we set x = (x′, xd), where x′ ∈ Rd−1, xd ∈ R. Given r > 0, we denote by
Br(x) ⊂ Rd the set Br(x) := {(x′, xd)/ |x′|2 + x2d < r2} and by B′

r(x′) ⊂ Rd−1 the set
B′

r(x′) := {x′ ∈ Rd−1/ |x′|2 < r2}.
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Definition 2.1 (Lipschitz regularity of domains).
Let Ω be a bounded domain in Rd. We say that a portion Σ of ∂Ω is of Lipschitz class with
constant r0, L0, if for any p ∈ Σ, there exists a rigid transformation of coordinates under
which we have that p is mapped to the origin and

Ω ∩Br0(0) = {x ∈ Br0(0) : xd > ψ(x′)},

where ψ is a C0,1 function on B′
r0(0) ⊂ Rd−1, such that

ψ(0) = 0,

∥ψ∥C0,1(B′
r0

(0)) ≤ L0.

Given a bounded domain Ω, we define

Ωd0 = {x ∈ Ω / dist(x, ∂Ω) ≤ d0}. (2.1)

In the sequel, we deal with the Hausdorff distance between two sets Ω1 and Ω2. For reader’s
convenience, we recall its definition:

dH(Ω1,Ω2) = max{ sup
x∈Ω1

inf
y∈Ω2

dist(x, y), sup
x∈Ω2

inf
y∈Ω1

dist(x, y)}.

Functional setting.

Let Ω be a bounded domain. Given a function v ∈ L1(Ω), we recall the definition of the total
variation of v, that is

TV (v) = sup

{∫
Ω

vdiv(φ); φ ∈ C1
0 (Ω), ∥φ∥L∞(Ω) ≤ 1

}
, (2.2)

and of the BV space, i.e.,

BV (Ω) = {v ∈ L1(Ω) : TV (v) <∞}.

The BV space is endowed with its natural norm ∥v∥BV (Ω) = ∥v∥L1(Ω) + TV (v).
The perimeter of Ω is defined as

Per(Ω) = TV (χΩ), (2.3)

where χΩ is the characteristic function of the set Ω.
Let ∂Ω := ∂Ω0 ∪∂Ω1. For the well-posedness of the boundary value problems involved in the
paper, we need to utilize the following classical Sobolev spaces:

H1
0 (Ω) := {υ ∈ H1(Ω) : υ⌊∂Ω= 0}, and H1

∂Ω0
(Ω) := {υ ∈ H1(Ω) : υ⌊∂Ω0

= 0},

Finally, we recall the following inequalities, see for example [2].

Proposition 2.2. Let Ω be a bounded Lipschitz domain. For every υ ∈ H1
0 (Ω) (or υ ∈

H1
∂Ω0

(Ω)), there exists a positive constant c, depending only on the Lipschitz constants of Ω,
such that

∥υ∥H1(Ω) ≤ c ∥∇υ∥L2(Ω) (Poincaré inequality). (2.4)

∥∇υ∥L2(Ω) ≤ c ∥∇̂υ∥L2(Ω) (Korn inequality). (2.5)

3 Problem formulation - a Kohn-Vogelius approach

In this paper, we deal with the geometrical inverse problem of identification of cavities in
an elastic body Ω ⊂ Rd, with d = 2, 3, by boundary measurements, given by tractions and
displacements. The reconstruction procedure is based on a phase field approach applied to a
Kohn-Vogelius type functional.
We assume that Ω is a bounded domain with Lipschitz boundary, with constants r0 and L0,
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and ∂Ω := ΣN ∪ ΣD, where |ΣN |, |ΣD| > 0 and ΣD closed.
In the presence of a cavity C, we consider the following mixed boundary value problem

div(C0∇̂uN ) = 0 in Ω \ C
(C0∇̂uN )n = 0 on ∂C

(C0∇̂uN )ν = g on ΣN

uN = 0 on ΣD,

(3.1)

where n, ν are the unit outer normal vectors to C,ΣN , respectively, C0 is a fourth order elastic
tensor, and ∇̂uN represents the deformation tensor. We introduce the needed assumptions
on the elastic tensor, the cavity and the boundary data.

Assumption 3.1. C0 = C0(x) is a fourth-order uniformly bounded tensor which satisfies
minor and major symmetries, that is

(C0)ijkh(x) = (C0)jikh(x) = (C0)khij(x), ∀1 ≤ i, j, k, h ≤ d, and x ∈ Ω.

As usual, we also assume that C0 is uniformly strongly convex, that is, C0 defines a positive-
definite quadratic form on symmetric matrices: for ξ0 > 0

C0(x)Â : Â ≥ ξ0|Â|2, a.e in Ω.

Remark 3.1. The tensor C0 is assumed to be defined in Ω, and not only in Ω\C, because we
develop a reconstruction algorithm based on the strategy of filling the cavity with a fictitious
elastic material, as is often applied in the context of optimization problems (see, for example,
[21]).

Assumption 3.2. The Neumann boundary data

g ∈ L2(ΣN ). (3.2)

The cavity, denoted by C, satisfies the following properties.

Assumption 3.3. Let C ∈ C, where

C:={C ⊂ Ω : compact, simply connected ∂C ∈ C0,1 with constant r0, L0 and
dist(C, ∂Ω) ≥ 2d0 > 0}.

Remark 3.2. The class C is compact with respect to the Hausdorff topology, see for example
[47, Theorem 2.4.10], and also [30, 63].

We emphasize that the choice of Lipschitz regularity is a standard assumption in geomet-
rical inverse problems related to identification of cavities, see for example [66, 67]. In fact, in
this setting, it is possible to show uniqueness for the inverse problem.

Remark 3.3. From now on, we will denote with c any constant possibly depending on Ω, r0,
L0, d, ξ0, d0, c, and on the uniform bounds of the elasticity tensor.

Existence and uniqueness of a weak solution in H1
ΣD

(Ω \ C) for the problem (3.1) is a
classical result and follows from an application of the Lax-Milgram theorem to the following
weak formulation of (3.1): Find uN ∈ H1

ΣD
(Ω \ C) solution to∫

Ω\C
C0∇̂uN : ∇̂φdx =

∫
ΣN

g · φdσ(x), ∀φ ∈ H1
ΣD

(Ω \ C). (3.3)

With the choice φ = uN in (3.3), and with an application of the strong convexity of the elastic
tensor, and the use of Korn and Poincaré inequalities (see Proposition 2.2) is simple to find
that ∫

Ω\C
C0∇̂uN : ∇̂uN dx ≥ c∥∇̂uN∥2L2(Ω\C) ≥ c∥∇uN∥2L2(Ω\C) ≥ c∥uN∥2H1(Ω\C). (3.4)
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At the same time, using a Cauchy-Schwarz inequality, we get∣∣∣∣∣
∫
ΣN

g · uN dσ(x)

∣∣∣∣∣ ≤ ∥g∥L2(ΣN )∥uN∥L2(ΣN ) ≤ c∥g∥L2(ΣN )∥uN∥H1(Ω\C). (3.5)

Putting together the estimates (3.4) and (3.6), we find the standard H1−estimate of the
solution of (3.3), that is

∥uN∥H1(Ω\C) ≤ c∥g∥L2(ΣN ). (3.6)

Note that uN⌊∂Ω∈ H1/2(∂Ω), with uN⌊ΣD
= 0 (by hypothesis) and uN⌊ΣN

= f .
In this paper, we address the following problem.

Problem 3.1. Let Assumptions 3.1, 3.2, and 3.3 hold. Given the Neumann datum g and
the measured displacement f on the boundary ΣN , identify and reconstruct the cavity C.

To this aim, we transform Problem 3.1 into the following optimization problem

min
C∈C

JKV (C) :=
1

2

∫
Ω\C

C0∇̂(uN (C) − uD(C)) : ∇̂(uN (C) − uD(C)) dx, (3.7)

where JKV is a Kohn-Vogelius type functional, and the states uN (C) and uD(C) are, respec-
tively, solutions to (3.1) and 

div(C0∇̂uD) = 0 in Ω \ C
(C0∇̂uD)n = 0 on ∂C

uD = f on ΣN

uD = 0 on ΣD.

(3.8)

Remark 3.4. The Kohn-Vogelius functional (3.7) can be rewritten as

JKV (C) = JN (C) + JD(C) + JND(C),

where

JN (C) =
1

2

∫
Ω\C

C0∇̂uN (C) : ∇̂uN (C) dx, (3.9)

JD(C) =
1

2

∫
Ω\C

C0∇̂uD(C) : ∇̂uD(C) dx, (3.10)

JND(C) = −
∫
Ω\C

C0∇̂uN (C) : ∇̂uD(C) dx = −
∫
ΣN

g · f dσ(x) =: JND, (3.11)

where in the last functional an integration by parts to JND has been applied. Note that JND

is a constant term independent on C. Therefore

JKV (C) = JN (C) + JD(C) + JND. (3.12)

Remark 3.5. Note that the weak variational solution uD of the problem (3.8) is the minimizer
of the following energy functional

E(u,C) =
1

2

∫
Ω\C

C0∇̂u : ∇̂u dx, (3.13)

that is
JD(C) = min

u∈H1(Ω\C)
u=f on ΣN ,u=0 on ΣD

E(u,C). (3.14)

As a standard approach in inverse problems, we add to the functional in (3.7) a regular-
ization term (Tikhonov regularization). In this context, we introduce a penalization on the
perimeter of the cavity C. Therefore, given a regularization parameter α > 0, we consider

min
C∈C

Jreg(C) := JKV (C) + α Per(C), (3.15)

where Per(C) is the perimeter of the set C (see definition (2.3)).
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3.1 Continuity of JKV with respect to C

Thanks to the decomposition of JKV as in (3.12), in this section we show that the functionals
JN (C) and JD(C) are continuous with respect to perturbations of the cavity C in the Haus-
dorff distance. For, we apply the Mosco convergence which is one of the techniques applied
in the optimization context to show continuity of solutions with respect to perturbations of
domains. The continuity property of these functionals is the key step to prove the existence
of a minimum for problem (3.15).
First, we recall the definition of Mosco convergence with some of its properties. For more
details, we refer the reader to [23, 47, 43, 63] and references therein.

Definition 3.6. Let H be a Hilbert space, and Gk a sequence of closed subspaces of H, and
G a subset of H. It is said that Gk converges in the sense of Mosco to G if the following
assertions hold

(i) If ukj ∈ Gkj is such that ukj ⇀ u in H, then u ∈ G;

(ii) ∀u ∈ G, ∃uk ∈ Gk such that uk → u in H.

Given Ω and Ω \ C, we can identify the Sobolev space H1(Ω \ C) with a closed subspace

of L2(Ω,Rd+d2

) through the map

H1(Ω \ C) ↪→ L2(Ω,Rd+d2

)

u→ (u, ∂lui), ∀i, l = 1, · · · , d,
(3.16)

where u and ∇u are the extension to zero in C of u and ∇u, respectively. Denoting by Ck a
sequence of sets in C (see Assumption 3.3) and with uk a sequence of functions in H1(Ω\Ck),
we have that the same identification holds for Ω \ Ck, extending uk and ∇uk to zero in Ck.
Mosco convergence holds in the class of uniform Lipschitz domains, see for example [23, 29],
in fact we have the following result.

Proposition 3.7. Let us assume that Ck, C ⊂ Ω belong to the class C. If Ck → C in the
Hausdorff metric, then H1(Ω \ Ck) converges to H1(Ω \ C) in the sense of Mosco.

Remark 3.8. Mosco convergence holds also for Sobolev subspaces of H1(Ω \ C), such as
H1

0 (Ω \ C) and H1
ΣD

(Ω \ C), see for example [23].

We can now prove the continuity of the functionals JN (C) and JD(C) with respect to
perturbations of the cavity C.

Proposition 3.9. Consider a sequence Ck ∈ C converging to C in the Hausdorff metric (cf.
Remark 3.2). Let uN,k := uN (Ck) ∈ H1

ΣD
(Ω \ Ck) and uN := uN (C) ∈ H1

ΣD
(Ω \ C) be

solutions of (3.3) in Ω \ Ck and Ω \ C, respectively. Then∫
Ω\C

C0∇̂uN,k : ∇̂uN,k dx −→
∫
Ω\C

C0∇̂uN : ∇̂uN dx as k → +∞ (3.17)

Proof. The first part of the proof of this proposition is completely analogous to the one in [8,
Theorem 2.5]. After proving that uN,k → uN in L2(ΣN ), it follows that, as k → +∞,∫

Ω\Ck

C0∇̂uN,k : ∇̂uN,k dx =

∫
ΣN

g · uN,k dσ(x) −→

−→
∫
ΣN

g · uN dσ(x) =

∫
Ω\C

C0∇̂uN : ∇̂uN dx,

that is the assertion.

To prove the continuity of the functional JD(C), we use the fact that, by hypothesis,
the cavity C does not touch the boundary of Ω, see Assumption 3.3. Therefore, we define a
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partition of the unity of Ω, that is two functions ϕ, ψ ∈ C∞(Ω), such that ϕ(x) + ψ(x) = 1,
for all x ∈ Ω, and

ϕ =

{
1 in Ωd0/2

0 in Ω \ Ωd0
and ψ =

{
1 in Ω \ Ωd0

0 in Ωd0/2.

We need to consider a lifting operator of the trace of the solution of the Dirichlet problem
on the boundary of Ω. Specifically, since uD⌊∂Ω

∈ H1/2(∂Ω) (by construction) and the trace
operator has a right continuous inverse on Lipschitz domains (see [44]), we construct

uf ∈ H1(Ω) such that uf⌊∂Ω
:= uD⌊∂Ω

. (3.18)

Proposition 3.10. Let Ck, C ∈ C such that Ck → C in the Hausdorff metric. Then, for all
u ∈ H1(Ω \ C) such that u⌊∂Ω\∂C

= uf⌊∂Ω
there exists a sequence uk ∈ H1(Ω \ Ck) such that

uk⌊∂Ω\∂Ck
= uf⌊∂Ω

and∫
Ω

C0∇̂uk : ∇̂uk dx −→
∫
Ω

C0∇̂u : ∇̂u dx, as k → +∞.

Proof. The proof of the proposition is based on the application of the Mosco convergence.
First, note that, thanks to Definition 3.6, point (ii), of Mosco convergence, for all u ∈ H1(Ω \
C) there exists a sequence u∗k ∈ H1(Ω \ Ck) such that u∗k → u in L2(Ω). At the same time,
for all u ∈ H1(Ω \C), we have that (u− uf )ϕ ∈ H1

0 (Ω \C), then there exists, applying again
the Mosco convergence, a sequence vk ∈ H1

0 (Ω \ Ck) such that vk → (u − uf )ϕ in L2(Ω).
Therefore, we define

uk := ψu∗k + vk + ufϕ.

Note that uk⌊∂Ω
= uf⌊∂Ω

. Moreover, thanks to the convergence of u∗k and vk, we get that

uk −→ u in L2(Ω), as k → +∞.

Therefore, by construction, we have that ∇uk → ∇u in L2(Ω) (strongly), as k → +∞.

Hence, thanks to the definition of the deformation tensor, it follows that ∇̂uk → ∇̂u in L2(Ω)
(strongly). Finally, using the boundedness of the elastic tensor, see Assumption 3.1, and the
strong convergence of the deformation tensor, the assertion of the proposition follows.

We can now prove the existence of a minimum for the functional (3.15).

Theorem 3.11. For all α > 0, the minimum problem (3.15) related to the regularized func-
tional Jreg has at least one solution.

Proof. Let Ck ∈ C be a minimizing sequence for Jreg. Thanks to Remark 3.2, there exists a
subsequence that converges to C ∈ C. We show that C is in fact a minimum for Jreg.
Firstly, from Proposition 3.10, given u solution of (3.14), with cavity C, there exists a se-
quence, that we denote by uk such that

E(u,C) ≤ lim inf
k→+∞

E(uk, Ck),

where E is defined in (3.13), hence, JD(C) ≤ lim inf
k→+∞

JD(Ck). Secondly, by the lower semi-

continuity of the perimeter functional (see, for example, [39, Section 5.2.1, Theorem 1]), it
holds

Per(C) ≤ lim inf
k→∞

Per(Ck).

Then, by Propositions 3.9, we get

Jreg(C) = JND + JN (C) + JD(C) + αPer(C)

≤ JND + lim inf
k→∞

JN (Ck) + lim inf
k→∞

JD(Ck) + α lim inf
k→∞

Per(Ck)

≤ lim inf
k→∞

(JND + JN (Ck) + JD(Ck) + αPer(Ck)) = lim
k→∞

Jreg(Ck) = inf
C♯∈C

Jreg(C♯).
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4 A phase field approach

The aim of this section is to describe a phase-field relaxation of the functional Jreg, see (3.15),
introduced in the previous section in order to overcome, from a numerical point of view, the
non-differentiability of the functional.
To be more specific, we consider in (3.15) an approximation of the perimeter by a Ginzburg-
Landau type functional ([21]). This approach is widely applied in optimization procedures.
We refer the reader to [3, 11, 18, 16, 17, 26, 40, 41] and references therein for some recent
papers on phase-field approaches.

In the inverse problem context, applications of a phase-field approach have been proposed
in [33, 70, 71] for a linear elliptic equation, in [15, 14] for a semilinear elliptic equation, and
very recently in [8] for the Lamé system and in [58] for a quasilinear Maxwell system.

Firstly, we introduce the space

X0,1 := {v ∈ BV (Ω) : v = χC a.e. in Ω, C ∈ C},

where χC is the indicator function of C. The space X0,1 is endowed with its natural norm
∥v∥BV (Ω) = ∥v∥L1(Ω) + TV (v) (see Section 2). Using this setting, Problem (3.15) can be
rephrased in the following way

min
v∈X0,1

J(v) := JKV (v) + α TV (v), (4.1)

In the sequel, we often use the following result related to compactness properties of the
space BV .

Remark 4.1. As a consequence of compactness properties of BV (Ω), [4, Theorem 3.23], any
uniformly bounded sequence in X0,1 has a subsequence converging in L1(Ω) to an element in
X0,1. In fact, let vk a sequence uniformly bounded in X0,1, then there exists, possibly up to a
subsequence, v ∈ BV (Ω) such that

vk → v in L1(Ω) ⇒ vk → v a.e. in Ω.

Using the fact that vk attains values 0 and 1 only, it follows that v ∈ X0,1.

We can now regularize the problem by using a common approach in optimization pro-
cedures, that is of filling the voids (cavities) with a fictitious material with a small elastic
tensor: Let δ > 0 be sufficiently small. We define

Cδ(v) = C0 + (C1 − C0)v, with C1 := δC0. (4.2)

Tensors C0 and C1 correspond to the elastic tensors of Ω \C and C, respectively. Moreover,
Cδ(v) is strongly convex by using the Assumption 3.1, and the fact that δ is positive and
small.

Then, we consider the following optimization problem.

Problem 4.1. Given δ > 0, find

min
v∈X0,1

Jδ(v) := Jδ
KV (v) + α TV (v), (4.3)

where, recalling the definition (3.11) of JND,

Jδ
KV (v) = JND + Jδ

N (v) + Jδ
D(v), and

Jδ
N (v) =

1

2

∫
Ω

Cδ(v)∇̂uδN (v) : ∇̂uδN (v) dx, Jδ
D(v) =

1

2

∫
Ω

Cδ(v)∇̂uδD(v) : ∇̂uδD(v) dx.

(4.4)
Functions uδN and uδD are solutions to the following problems (similarly to (3.1) and (3.8))

div(Cδ(v)∇̂uδN (v)) = 0 in Ω,

(Cδ(v)∇̂uδN (v))ν = g on ΣN ,

uδN (v) = 0 on ΣD,

(4.5)
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and 
div(Cδ(v)∇̂uδD(v)) = 0 in Ω,

uδD(v) = f on ΣN ,

uδD(v) = 0 on ΣD.

(4.6)

Similarly to (3.1) and (3.3), the Neumann problem (4.5) has the following weak formula-
tion: Find uδN (v) ∈ H1

ΣD
(Ω) solution to∫

Ω

Cδ(v)∇̂uδN (v) : ∇̂φdx =

∫
ΣN

g · φdσ(x), ∀φ ∈ H1
ΣD

(Ω). (4.7)

Well-posedness in H1
ΣD

(Ω) of the Neumann problem (4.7) follows by the Lax-Milgram theorem
similarly as showed for Problem (3.3), and in addition, analogously to (3.6), we have

∥uδN (v)∥H1(Ω) ≤ c∥g∥L2
ΣN
. (4.8)

The weak formulation of the Dirichlet problem can be obtained by using the lifting term uf

defined in (3.18). In fact, we can define wδ
D(v) := uδD(v)−uf and consider the following weak

formulation: find wδ
D(v) ∈ H1

0 (Ω) solution to∫
Ω

Cδ(v)∇̂wδ
D(v) : ∇̂ψ dx = −

∫
Ω

Cδ(v)∇̂uf : ∇̂ψ dx, ∀ψ ∈ H1
0 (Ω). (4.9)

Well-posedness in H1
0 (Ω) of the Dirichlet problem (4.9) follows by the Lax-Milgram theorem,

analogously to (4.7), and in addition

∥wδ
D(v)∥H1(Ω) ≤ c∥f∥H1/2(ΣN ), hence ∥uδD(v)∥H1(Ω) ≤ c∥f∥H1/2(ΣN ).

The proof of the existence of a minimum for (4.3) is based on a continuity result of the
functional Jδ

KV in X0,1.

Remark 4.2. We often use the following simplified notation similar to the one applied in the
previous section to denote sequences: uδN,k := uδN (vk), uδN := uδN (v), uδD,k := uδD(vk), uδD :=

uδD(v),Cδ
k := Cδ(vk), Cδ := Cδ(v).

Proposition 4.3. The maps v → Jδ
N (v) and v → Jδ

D(v) are continuous in the L1 topology.

Proof. Let vk be a sequence in X0,1 be strongly convergent in L1(Ω) to v ∈ X0,1. We divide
the proof into two cases.
Case 1: continuity of Jδ

N (v) with respect to v.
Let us consider the weak formulation (4.7) associated to v and vk, respectively, that is∫

Ω

Cδ∇̂uδN : ∇̂φ =

∫
ΣN

g · φ, ∀φ ∈ H1
ΣD

(Ω),

∫
Ω

Cδ
k∇̂uδN,k : ∇̂φ =

∫
ΣN

g · φ, ∀φ ∈ H1
ΣD

(Ω).

Subtracting the two equations, we get∫
Ω

Cδ
k∇̂(uδN,k − uδN ) : ∇̂φ+

∫
Ω

(Cδ
k − Cδ)∇̂uδN : ∇̂φ = 0, ∀φ ∈ H1

ΣD
(Ω),

hence, choosing φ = uδN,k − uδN , and applying the same argument to get H1− estimates as in
(4.8), we find that

∥uδN,k − uδN∥H1(Ω) ≤ c∥(Cδ
k − Cδ)∇̂uδN∥L2(Ω).

Note that Cδ
k − Cδ = (C1 − C0)(vk − v). Since vk − v → 0 in L1(Ω) as k → +∞, then,

possibly up to a subsequence, vk − v → 0, a.e. in Ω. Moreover, since the elastic tensor is

10



uniformly bounded, see Assumption 3.1, the dominated convergence theorem implies that
∥(Cδ

k − Cδ)∇̂uδN∥L2(Ω) → 0. Therefore,

∥uδN,k − uδN∥H1(Ω) → 0, as k → ∞.

From the trace theorem, it follows that ∥uδN,k − uδN∥L2(ΣN ) → 0, as k → +∞, hence∫
Ω

Cδ
k∇̂uδN,k : ∇̂uδN,k dx =

∫
ΣN

g · uδN,k dσ(x)
k→+∞−−−−−→

∫
ΣN

g · uδN dσ(x)

=

∫
Ω

Cδ∇̂uδN : ∇̂uδN dx,

that is the assertion.
Case 2: continuity of Jδ

D(v) with respect to v.
The proof of the second case follows the same arguments applied to Case 1. Let us define
wδ

D = uδD − uf , where uf has been defined in (3.18), solution to (4.9). Writing the equation
(4.9) for vk and v, we get∫

Ω

Cδ
k∇̂wδ

D,k : ∇̂ψ dx = −
∫
Ω

Cδ
k∇̂uf : ∇̂ψ dx, ∀ψ ∈ H1

0 (Ω),∫
Ω

Cδ∇̂wδ
D : ∇̂ψ dx = −

∫
Ω

Cδ∇̂uf : ∇̂ψ dx, ∀ψ ∈ H1
0 (Ω).

Subtracting the two equations, and adding and subtracting suitable terms, we get∫
Ω

Cδ
k∇̂

(
wδ

D,k − wδ
D

)
: ∇̂ψ dx+

∫
Ω

(
Cδ

k − Cδ
)
∇̂wδ

D : ∇̂ψ dx = −
∫
Ω

(
Cδ

k − Cδ
)
∇̂uf : ∇̂ψ dx.

(4.10)
Choosing ψ = wδ

D,k − wδ
D in the previous equation, we get, for the first integral term,∫

Ω

Cδ
k∇̂

(
wδ

D,k − wδ
D

)
: ∇̂

(
wδ

D,k − wδ
D

)
≥ c∥wδ

D,k − wδ
D∥2H1(Ω). (4.11)

For the other two integral terms in (4.10), we find that

−
∫
Ω

(
Cδ

k − Cδ
)
∇̂wδ

D : ∇̂
(
wδ

D,k − wδ
D

)
dx−

∫
Ω

(
Cδ

k − Cδ
)
∇̂uf : ∇̂

(
wδ

D,k − wδ
D

)
dx

= −
∫
Ω

(
Cδ

k − Cδ
)
∇̂uδD : ∇̂

(
wδ

D,k − wδ
D

)
dx,

(4.12)
where in the last equality we have used the fact that uδD = wδ

D + uf . Therefore, estimating
the term on the right-hand side of (4.12), we get∣∣∣ ∫

Ω

(
Cδ

k − Cδ
)
∇̂uδD : ∇̂

(
wδ

D,k − wδ
D

)
dx

∣∣∣ ≤ c∥
(
Cδ

k − Cδ
)
∇̂uδD∥L2(Ω)∥wδ

D,k − wδ
D∥H1(Ω).

(4.13)
Putting together (4.11) and (4.13), we find

∥wδ
D,k − wδ

D∥H1(Ω) ≤ c∥
(
Cδ

k − Cδ
)
∇̂uδD∥L2(Ω).

As in Case 1, we have that the term on the right-hand side tends to zero.
Therefore ∥wδ

D,k − wδ
D∥H1(Ω) → 0 hence, from the fact that wδ

D,k = uδD,k − uf and wδ
D =

uδD − uf , we have that ∥uδD,k − uδD∥H1(Ω) → 0.

We can now show the continuity of the functional Jδ
D(v) with respect to v. Since∫

Ω

Cδ
k∇̂wδ

D,k : ∇̂wδ
D,k dx

= −
∫
Ω

Cδ
k∇̂uf : ∇̂wδ

D,k dx
k→+∞−−−−−→ −

∫
Ω

Cδ∇̂uf : ∇̂wδ
D

=

∫
Ω

Cδ∇̂wδ
D : ∇̂wδ

D dx,

(4.14)
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from straightforward calculations, we find∫
Ω

Cδ
k∇̂uδk : ∇̂uδk dx =

∫
Ω

Cδ
k∇̂wδ

D,k : ∇̂wδ
D,k dx

+ 2

∫
Ω

Cδ
k∇̂wδ

D,k : ∇̂uf dx+

∫
Ω

Cδ
k∇̂uf : ∇̂uf dx

k→+∞−−−−−→
∫
Ω

Cδ∇̂wδ
D : ∇̂wδ

D dx

+ 2

∫
Ω

Cδ∇̂wδ
D : ∇̂uf dx+

∫
Ω

Cδ∇̂uf : ∇̂uf dx

=

∫
Ω

Cδ∇̂uδ : ∇̂uδ dx,

hence the continuity of the functional Jδ
D.

Using the same arguments in [8], it is straightforward to prove the following existence
result.

Proposition 4.4. The functional Jδ(v) has at least a minimum v ∈ X0,1.

4.1 Modica-Mortola relaxation

In this section, we consider a further regularization of the functional defined in (4.3) in order
to obtain a differentiable cost functional on a convex subspace of H1(Ω), see for example
[33, 15].
Recalling (2.1), we define the convex set

K = {v ∈ H1(Ω) : 0 ≤ v(x) ≤ 1 a.e. in Ω, v(x) = 0 a.e. in Ωd0}.

For every ε > 0, we replace the total variation term in (4.3) with the Modica-Mortola relax-
ation ([65]), that is

Problem 4.2. Given δ, ε > 0, find

min
v∈K

Jδ,ε(v) := Jδ
KV (v) + γ

∫
Ω

(
ε|∇v|2 +

1

ε
v(1 − v)

)
dx, (4.15)

where γ = 4
πα, where 4/π = (2

∫ 1

0

√
v(1 − v) dv)−1 is a rescaling parameter ([1]) and Jδ

KV is
defined in (4.4).
The following result is completely analogous to the one in [33, 8, 15], so we omit its proof.

Proposition 4.5. For every ε, δ > 0, Problem (4.15) has a solution v = vδ,ε ∈ K.

4.2 Necessary optimality condition

In this section, we find the first order necessary optimality condition related to the minimiza-
tion problem (4.15). For, we define

F δ
N : K → H1(Ω) and F δ

D : K →H1(Ω),

v → F δ
N (v) = uδN (v) and v →F δ

D(v) = uδD(v),
(4.16)

where uδN (v) and uδD(v) are solutions to (4.5) and (4.6), respectively. Moreover, in the sequel,
we use the set

K − v = {z s.t. z + v ∈ K}. (4.17)

In the following propositions, we first show that F δ
N and F δ

D are Frechét differentiable in
K ⊂ L∞(Ω) ∩ H1(Ω). Then, we state and prove the theorem on the necessary optimality
condition for Jδ,ε.
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Proposition 4.6. The operator F δ
N , in (4.16), is Frechét differentiable in K and(
F δ
N

)′
(v)[ϑ] = ũδN (v), (4.18)

where ϑ is any of the elements of the set in (4.17) and ũδN (v) is solution to∫
Ω

Cδ(v)∇̂ũδN (v) : ∇̂φdx =

∫
Ω

ϑ(C0 − C1)∇̂uδN (v) : ∇̂φdx, ∀φ ∈ H1
ΣD

(Ω). (4.19)

Proof. Taking the weak variational formulation (4.7) for uδN (v + ϑ), uδN (v), we get that the
difference uδN (v + ϑ) − uδN (v) satisfies∫

Ω

Cδ(v + ϑ)∇̂(uδN (v + ϑ) − uδN (v)) : ∇̂φdx

+

∫
Ω

(Cδ(v + ϑ) − Cδ(v))∇̂uδN (v) : ∇̂φdx = 0, ∀φ ∈ H1
ΣD

(Ω).

(4.20)

Choosing φ = uδN (v + ϑ) − uδN (v) and recalling that Cδ(v + ϑ) − Cδ(v) = (C1 − C0)ϑ, we
obtain ∫

Ω

Cδ(v + ϑ)∇̂(uδN (v + ϑ) − uδN (v)) : ∇̂(uδN (v + ϑ) − uδN (v)) dx

= −
∫
Ω

ϑ(C1 − C0)∇̂uδN (v) : ∇̂(uδN (v + ϑ) − uδN (v)) dx.

By means of the assumptions on the elasticity tensors, see Assumption 3.1, Korn and Poincaré
inequalities, and since v + ϑ ∈ K, we find that

∥uδN (v + ϑ) − uδN (v)∥H1(Ω) ≤ c∥ϑ∥L∞(Ω)∥uδN (v)∥H1(Ω) ≤ c∥ϑ∥L∞(Ω). (4.21)

Subtract (4.19) from (4.20), hence for all φ ∈ H1
ΣD

(Ω)∫
Ω

Cδ(v + ϑ)∇̂(uδN (v + ϑ) − uδN (v)) : ∇̂φdx =

∫
Ω

Cδ(v)∇̂ũδN (v) : ∇̂φdx. (4.22)

In the previous equation, choosing ωδ
N := uδN (v + ϑ) − uδN (v) and adding and subtracting

Cδ(v)∇̂ωδ
N : ∇̂φ, we get∫

Ω

Cδ(v)∇̂(ωδ
N − ũδN (v)) : ∇̂φdx = −

∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂ωδ

N : ∇̂φdx

=

∫
Ω

ϑ(C0 − C1)∇̂ωδ
N : ∇̂φdx, ∀φ ∈ H1

ΣD
(Ω).

Then, taking φ = ωδ
N − ũδN , and using the estimate on ωδ

N given in (4.21), we find

∥ωδ
N − ũδN∥H1(Ω) ≤ c∥ϑ∥L∞(Ω)∥ωδ

N∥H1(Ω) ≤ c∥ϑ∥2L∞(Ω),

hence the assertion.

As corollary, we find the differentiability of the Neumann functional Jδ
N .

Corollary 4.7. The functional Jδ
N , as defined in (4.4), is Frechét differentiable in K and(

Jδ
N

)′
(v)[ϑ] = −1

2

∫
Ω

ϑ(C1 − C0)∇̂uδN (v) : ∇̂uδN (v) dx, (4.23)

where ϑ is any of the elements of the set in (4.17) and uδN (v) is solution to (4.5).

Proof. Let us consider

Jδ
N (v + ϑ) − Jδ

N (v) =
1

2

∫
Ω

Cδ(v + ϑ)∇̂F δ
N (v + ϑ) : ∇̂F δ

N (v + ϑ) dx

− 1

2

∫
Ω

Cδ(v)∇̂F δ
N (v) : ∇̂F δ

N (v) dx.
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Adding and subtracting suitable quantities in the previous equation, we get

Jδ
N (v + ϑ) − Jδ

N (v)

=
1

2

∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂
(
F δ
N (v + ϑ) − F δ

N (v)
)

: ∇̂
(
F δ
N (v + ϑ) − F δ

N (v)
)
dx

+
1

2

∫
Ω

Cδ(v)∇̂
(
F δ
N (v + ϑ) − F δ

N (v)
)

: ∇̂
(
F δ
N (v + ϑ) − F δ

N (v)
)
dx

+
1

2

∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂F δ

N (v) : ∇̂F δ
N (v) dx

+

∫
Ω

Cδ(v + ϑ)∇̂
(
F δ
N (v + ϑ) − F δ

N (v)
)

: ∇̂F δ
N (v) dx.

Using H1−estimates for F δ
N (v+ϑ)−F δ

N (v) in (4.21), we have that the first two terms of the
previous equation behaves as ∥ϑ∥3L∞(Ω) and ∥ϑ∥2L∞(Ω), respectively. Moreover, by means of

equation (4.18), and recalling that Cδ(v + ϑ) − Cδ(v) = ϑ(C1 − C0), we get that(
Jδ
N

)′
(v)[ϑ] =

1

2

∫
Ω

ϑ (C1 − C0) ∇̂uδN (v) : ∇̂uδN (v) dx

+

∫
Ω

Cδ(v)∇̂ũδN (v) : ∇̂uδN (v) dx.

From (4.19), choosing φ = uδN (v), we find

(
Jδ
N

)′
(v)[ϑ] = −1

2

∫
Ω

ϑ (C1 − C0) ∇̂uδN (v) : ∇̂uδN (v) dx,

that is the assertion.

Proposition 4.8. The operator F δ
D, in (4.16), is Frechét differentiable in K and(
F δ
D

)′
(v)[ϑ] = ũδD(v), (4.24)

where ϑ is any of the elements of the set in (4.17) and ũδD(v) is solution to∫
Ω

Cδ(v)∇̂ũδD(v) : ∇̂ψ dx =

∫
Ω

ϑ(C0 − C1)∇̂uδD(v) : ∇̂ψ dx, ∀ψ ∈ H1
0 (Ω). (4.25)

Proof. The proof of this proposition is analogous to the one of Proposition 4.6.
Let us consider wδ

D(v) = uδD(v) − uf and the related weak formulation (4.9). Taking the
weak variational formulation (4.9) for wδ

D(v + ϑ) and wδ
D(v), we get that the difference

wδ
D(v + ϑ) − wδ

D(v) ≡ uδD(v + ϑ) − uδD(v) satisfies∫
Ω

Cδ(v + ϑ)∇̂(wδ
D(v + ϑ) − wδ

D(v)) : ∇̂ψ dx+

∫
Ω

(Cδ(v + ϑ) − Cδ(v))∇̂wδ
D(v) : ∇̂ψ dx

= −
∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂uf : ∇̂ψ dx, ∀ψ ∈ H1

0 (Ω),

that is ∫
Ω

Cδ(v + ϑ)∇̂(wδ
D(v + ϑ) − wδ

D(v)) : ∇̂ψ dx

= −
∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂uδD(v) : ∇̂ψ dx, ∀ψ ∈ H1

0 (Ω).

(4.26)

Choosing ψ = wδ
D(v + ϑ) − wδ

D(v) and recalling that Cδ(v + ϑ) − Cδ(v) = (C1 − C0)ϑ, we
obtain ∫

Ω

Cδ(v + ϑ)∇̂(wδ
D(v + ϑ) − wδ

D(v)) : ∇̂(wδ
D(v + ϑ) − wδ

D(v))

= −
∫
Ω

ϑ(C1 − C0)∇̂uδD(v) : ∇̂(wδ
D(v + ϑ) − wδ

D(v)).
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By means of the assumptions on the elasticity tensors, see Assumption 3.1, Korn and Poincaré
inequalities, and since v + ϑ ∈ K, we find that

∥wδ
D(v + ϑ) − wδ

D(v)∥H1(Ω) ≤ c∥ϑ∥L∞(Ω)∥uδD(v)∥H1(Ω) ≤ c∥ϑ∥L∞(Ω), (4.27)

hence
∥uδD(v + ϑ) − uδD(v)∥H1(Ω) ≤ c∥ϑ∥L∞(Ω). (4.28)

Subtract (4.25) from (4.26), hence, for all ψ ∈ H1
0 (Ω)∫

Ω

Cδ(v + ϑ)∇̂(wδ
D(v + ϑ) − wδ

D(v)) : ∇̂ψ dx =

∫
Ω

Cδ(v)∇̂ũδD(v) : ∇̂ψ dx. (4.29)

In the previous equation, choosing ωδ
D := wδ

D(v + ϑ) − wδ
D(v) and adding and subtracting

Cδ(v)∇̂ωδ
D : ∇̂ψ, we get∫

Ω

Cδ(v)∇̂(ωδ
D − ũδD(v)) : ∇̂ψ dx = −

∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂ωδ

D : ∇̂ψ dx

=

∫
Ω

ϑ(C0 − C1)∇̂ωδ
D : ∇̂ψ dx, ∀ψ ∈ H1

0 (Ω).

Then, taking ψ = ωδ
D − ũδD, and using the estimate on ωδ

D given in (4.27), we find

∥ωδ
D − ũδD∥H1(Ω) ≤ c∥ϑ∥L∞(Ω)∥ωδ

D∥H1(Ω) ≤ c∥ϑ∥2L∞(Ω),

hence the assertion.

As corollary, we prove the differentiability of the Dirichlet functional Jδ
D.

Corollary 4.9. The functional Jδ
D, as defined in (4.4), is Frechét differentiable in K and

(
Jδ
D

)′
(v)[ϑ] =

1

2

∫
Ω

ϑ(C1 − C0)∇̂uδD(v) : ∇̂uδD(v) dx, (4.30)

where ϑ is any of the elements of the set in (4.17) and uδD(v) is solution to (4.6).

Proof. Let us consider

Jδ
D(v + ϑ) − Jδ

D(v) =
1

2

∫
Ω

Cδ(v + ϑ)∇̂F δ
D(v + ϑ) : ∇̂F δ

D(v + ϑ) dx

− 1

2

∫
Ω

Cδ(v)∇̂F δ
D(v) : ∇̂F δ

D(v) dx.

Adding and subtracting suitable quantities in the previous equation, we get

Jδ
D(v + ϑ) − Jδ

D(v)

=
1

2

∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂
(
F δ
D(v + ϑ) − F δ

D(v)
)

: ∇̂
(
F δ
D(v + ϑ) − F δ

D(v)
)
dx

+

∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂
(
F δ
D(v + ϑ) − F δ

D(v)
)

: ∇̂F δ
D(v) dx

+
1

2

∫
Ω

Cδ(v)∇̂
(
F δ
D(v + ϑ) − F δ

D(v)
)

: ∇̂
(
F δ
D(v + ϑ) − F δ

D(v)
)
dx

+
1

2

∫
Ω

(
Cδ(v + ϑ) − Cδ(v)

)
∇̂F δ

D(v) : ∇̂F δ
D(v) dx

+

∫
Ω

Cδ(v)∇̂
(
F δ
D(v + ϑ) − F δ

D(v)
)

: ∇̂F δ
D(v) dx.

UsingH1−estimates for F δ
D(v+ϑ)−F δ

D(v) of Proposition 4.8, we have that the first term of the
previous equation behaves as ∥ϑ∥3L∞(Ω) while the second and the third behave as ∥ϑ∥2L∞(Ω).
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Moreover, by means of equation (4.24), and recalling that Cδ(v + ϑ) − Cδ(v) = ϑ(C1 − C0),
we get that (

Jδ
D

)′
(v)[ϑ] =

1

2

∫
Ω

ϑ (C1 − C0) ∇̂uδD(v) : ∇̂uδD(v) dx

+

∫
Ω

Cδ(v)∇̂ũδD(v) : ∇̂uδD(v) dx.

Integrating by parts the last term, we find that∫
Ω

Cδ(v)∇̂ũδD(v) : ∇̂uδD(v) dx =

∫
ΣN

(Cδ(v)∇̂uδD(v))ν · ũδD(v) dx

−
∫
Ω

div
(
Cδ(v)∇̂uδD(v)

)
· ũδD(v) dx ≡ 0

where we have used the fact that ũδD(v) ∈ H1
0 (Ω) and uδD is solution to (4.6).

Finally, we provide the optimality condition satisfied by the minimizers of Jδ,ε.

Theorem 4.10. Any minimizer vδ,ε of Jδ,ε satisfies the variational inequality

J ′
δ,ε(vδ,ε)[ω − vδ,ε] ≥ 0, ∀ω ∈ K, (4.31)

where

J ′
δ,ε(v)[ϑ] =

1

2

∫
Ω

ϑ(C1 − C0)∇̂uδD(v) : ∇̂uδD(v) dx− 1

2

∫
Ω

ϑ(C1 − C0)∇̂uδN (v) : ∇̂uδN (v) dx

+ 2γε

∫
Ω

∇̂v : ∇̂ϑ+
γ

ε

∫
Ω

(1 − 2v)ϑ

(4.32)
where ϑ is any of the elements of the set in (4.17), and uδD(v), uδN (v) are solutions to (4.6)
and (4.5), respectively.

Proof. The statement of the theorem follows putting together the results in Corollaries 4.7,
4.9 and simply calculating the Frechét derivative of the Modica-Mortola functional. Since
Jδ,ε is a continuous and Frechét differentiable functional on a convex subset K of the Hilbert
space H1(Ω), the optimality conditions for the optimization problem (4.15) are expressed in
terms of the variational inequality (4.31).

5 Reconstruction algorithm

For numerical purposes, from now on, we assume a polygonal or polyhedral domain Ω.
We denote with (Th)0<h≤h0

a regular triangulation of Ω and we define

Vh := {vh ∈ C(Ω) : vh|T ∈ P1(T ), ∀ T ∈ Th}, (5.1)

where P1(T ) is the set of polynomials of degree one on T . Then, let us denote by

Vh,ΣD
:= Vh ∩H1

ΣD
(Ω), and Vh,0 := Vh ∩H1

0 (Ω), and Kh := Vh ∩ K. (5.2)

For every h > 0, we represent the discretized version of the solutions of problems (4.7) and
(4.9) by uδN,h(vh) and uδD,h(vh), respectively. More specifically, uδN,h(vh) is solution to∫

Ω

Cδ(vh)∇̂uδN,h(vh) : ∇̂φh dx =

∫
ΣN

gh · φh dσ(x), ∀φh ∈ Vh,ΣD
, (5.3)

where gh is a piecewise linear, continuous approximation of g, such that gh → g in L2(ΣN ) as

h→ 0. For the Dirichlet problem, we use a piecewise linear, continuous approximation ufh of

the lifting term uf , defined in (3.18), assuming that ufh → uf in H1(Ω), as h→ 0. For every

h > 0, we define wδ
D,h : Kh → Vh,0, wδ

D,h(vh) := uδD,h(vh)− ufh, where wδ
D,h(vh) is solution to∫

Ω

Cδ(vh)∇̂wδ
D,h(vh) : ∇̂ψh dx = −

∫
Ω

Cδ(vh)∇̂ufh : ∇̂ψh dx, ∀ψh ∈ Vh,0. (5.4)
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We recall that for every v ∈ K there exists a sequence vh ∈ Kh such that vh → v in H1(Ω),
see for example [33].

Proposition 5.1. Let hk, vhk
be two sequences such that hk → 0, as k → +∞, and vhk

∈ Khk

with vhk
→ v in L1(Ω). Then, as k → +∞,

uδN,hk
(vhk

) → uδN (v), in H1
ΣD

(Ω),

and
uδD,hk

(vhk
) → uδD(v), in H1(Ω),

with uδD,hk
⌊∂Ω= ufhk

⌊∂Ω→ uf⌊∂Ω= uδD⌊∂Ω in L2(∂Ω), as k → +∞.

Proof. For the sake of simplicity, let us denote by vk := vhk
, uδN,k := uδN,hk

(vk), uδD,k :=

uδD,hk
(vk), gk := ghk

, ufk := ufhk
, and Cδ

k := Cδ(vk). Since, by hypothesis, vk → v in L1(Ω),

then it holds vk → v a.e. in Ω. Consider the weak formulation for uδN,k and uδN , that is∫
Ω

Cδ
k∇̂uδN,k : ∇̂φdx =

∫
ΣN

gk · φdσ(x), ∀φ ∈ Vh,ΣD
,

and ∫
Ω

Cδ∇̂uδN : ∇̂φdx =

∫
ΣN

g · φdσ(x), ∀φ ∈ H1
ΣD
.

Note that, since Vh,ΣD
⊂ H1

ΣD
, we have that the last equation holds also for all φ ∈ Vh,ΣD

.
Then, subtracting the two equations, we get∫

Ω

Cδ
k∇̂uδN,k : ∇̂φdx−

∫
Ω

Cδ∇̂uδN : ∇̂φdx =

∫
ΣN

(gk − g) · φdσ(x), ∀φ ∈ Vh,ΣD
,

hence∫
Ω

Cδ
k∇̂(uδN,k − uδN ) : ∇̂φdx−

∫
Ω

(Cδ − Cδ
k)∇̂uδN : ∇̂φdx =

∫
ΣN

(gk − g) · φdσ(x). (5.5)

Let us choose uN,k ∈ Vh,ΣD
such that uN,k → uδN in H1

ΣD
(Ω). Adding and subtracting

suitable terms in (5.5), we get, for all φ ∈ Vh,ΣD
,∫

Ω

Cδ
k∇̂(uδN,k − uN,k) : ∇̂φdx =

∫
Ω

Cδ
k∇̂(uδN − uN,k) : ∇̂φdx

+

∫
Ω

(Cδ − Cδ
k)∇̂uδN : ∇̂φdx

+

∫
ΣN

(gk − g) · φdσ(x).

Hence, choosing φ = uδN,k − uN,k, we get

∥uδN,k−uN,k∥H1(Ω) ≤ c
[
∥uδN − uN,k∥H1(Ω) + ∥(Cδ − Cδ

k)∇̂uδN∥L2(Ω) + ∥gk − g∥L2(Ω)

]
, (5.6)

where the constant c is independent on k. Note that, thanks to the fact that vk → v a.e. in
Ω, by means of the Lebesgue dominated convergence theorem ∥(Cδ − Cδ

k)∇̂uδN∥L2(Ω) → 0,

as k → +∞. Then, using this result in (5.6) together with the convergence of uN,k → uδN
in H1(Ω), and gk → g in L2(ΣN ), we get that the right-hand side of (5.6) goes to zero as
k → +∞. Then, the first assertion of the theorem follows.
For uδD,k, we make analogous calculations which involve wδ

D,k = uδD,k −ufk . Writing the weak

formulations for wδ
D,k and wδ

D and noticing that Vh,0 ⊂ H1
0 (Ω), we have that∫

Ω

Cδ
k∇̂wδ

D,k : ∇̂ψ dx = −
∫
Ω

Cδ
k∇̂u

f
k : ∇̂ψ dx, ∀ψ ∈ Vh,0,
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and ∫
Ω

Cδ∇̂wδ
D : ∇̂ψ dx = −

∫
Ω

Cδ∇̂uf : ∇̂ψ dx, ∀ψ ∈ Vh,0.

Subtracting the two previous equations, and then adding and subtracting suitable terms, we
find ∫

Ω

Cδ
k∇̂(wδ

D,k − wδ
D) : ∇̂ψ dx+

∫
Ω

(Cδ
k − Cδ)∇̂wδ

D : ∇̂ψ dx

= −
∫
Ω

Cδ
k∇̂(ufk − uf ) : ∇̂ψ dx+

∫
Ω

(Cδ − Cδ
k)∇̂uf : ∇̂ψ dx, ∀ψ ∈ Vh,0.

Let us choose wD,k → wδ
D in H1

0 (Ω), as k → +∞. Then, we get that the previous equation
is equivalent to∫

Ω

Cδ
k∇̂(wδ

D,k − wD,k) : ∇̂ψ dx = −
∫
Ω

Cδ
k∇̂(wD,k − wδ

D) : ∇̂ψ dx

−
∫
Ω

(Cδ
k − Cδ)∇̂wδ

D : ∇̂ψ dx

−
∫
Ω

Cδ
k∇̂(ufk − uf ) : ∇̂ψ dx

+

∫
Ω

(Cδ − Cδ
k)∇̂uf : ∇̂ψ dx, ∀ψ ∈ Vh,0.

Choosing ψ = wδ
D,k − wD,k, we get that

∥wδ
D,k − wD,k∥H1(Ω) ≤c

[
∥wD,k − wδ

D∥H1(Ω) + ∥(Cδ
k − Cδ)∇̂wδ

D∥L2(Ω)

+ ∥ufk − uf∥H1(Ω) + ∥(Cδ
k − Cδ)∇̂uf∥L2(Ω)

]
,

where the constant c is independent on k. Arguing as in the previous case, we get that the
right-hand side of the last equation is going to zero, hence, since wD,k → wδ

D in H1
0 (Ω) we

have ∥wδ
D,k −wδ

D∥H1(Ω) → 0 as k → 0. Now, since wδ
D,k = uδD,k − ufk and wδ

D = uδD − uf , we
have that

∥wδ
D,k − wδ

D∥H1(Ω) ≥
∣∣∣∥uδD,k − uδD∥H1(Ω) − ∥ufk − uf∥H1(Ω)

∣∣∣, (5.7)

hence, since ufk → uf , as k → +∞ and wδ
D,k → wδ

D in H1(Ω), we find that uδD,k → uδD in

H1(Ω).

Denote by Jδ,ε,h : Kh → R the approximation of Jδ,ε, defined in (4.15), hence we consider
the problem

min
vh∈Kh

Jδ,ε,h(vh) := Jδ
N,h(vh) + Jδ

D,h(vh) + JND,h + γ

∫
Ω

(
ε|∇vh|2 +

1

ε
vh(1 − vh)

)
dx, (5.8)

where

Jδ
N,h(vh) =

1

2

∫
Ω

Cδ(vh)∇̂uδN,h(vh) : ∇̂uδN,h(vh) dx,

Jδ
D,h(vh) =

1

2

∫
Ω

Cδ(vh)∇̂uδD,h(vh) : ∇̂uδD,h(vh) dx,

JND,h =

∫
ΣN

fh · gh dσ(x).

Theorem 5.2. For every δ, ε > 0, problem (5.8) has a solution vh ∈ Kh.
Moreover, let hk be a sequence such that hk → 0, as k → +∞. Then, any vhk

has a
subsequence strongly convergent in H1(Ω) and a.e. in Ω to a minimum of Jδ,ε.

Proof. The existence of a minimum follows straightforwardly, thanks to the fact that the
analysis is addressed in a finite-dimensional space.
We prove the second part of the statement. Let vk := vhk

∈ Khk
a minimizing sequence for
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(5.8). Hence, as in the continuous case, see Proposition 4.5, we get that vk is bounded in
H1(Ω), hence, there exists a subsequence (still denoted by vk) such that vk ⇀ v in H1(Ω)
and vk → v in L2(Ω). Then, it follows that vk → v in L1(Ω) and vk → v a.e. in Ω. Thanks
to Proposition 5.1, we have that

uδN,k(vk) → uδN (v), in H1
ΣD

(Ω),

and
uδD,k(vk) → uδD(v), in H1(Ω),

with uδD,k⌊∂Ω→ uδD⌊∂Ω in L2(∂Ω). Let us show that v is a minimum for Jδ,ε. Let η ∈ K be

arbitrary and choose ηk := ηhk
∈ Khk

such that ηk → η in H1(Ω). Since vk is a minimizing
sequence, we have that

Jδ,ε,k(vk) ≤ Jδ,ε,k(ηk).

Thanks to the lower semicontinuity of the norm, we have that ∥∇v∥2L2(Ω) ≤ lim inf
k→+∞

∥∇vk∥2L2(Ω).

Hence,

Jδ,ε(v) ≤ lim inf
k→+∞

Jδ,ε,k(vk) ≤ lim inf
k→+∞

Jδ,ε,k(ηk) = lim
k→+∞

Jδ,ε,k(ηk) = Jδ,ε(η),

that is, since η is arbitrary, Jδ,ε(v) = inf
η∈K

Jδ,ε(η). We now show that vk converges strongly to

v in H1(Ω). Let vk ∈ Khk
such that vk → v in H1(Ω). Therefore,

Jδ,ε(v) ≤ lim inf
k→∞

Jδ,ε,k(vk) ≤ lim inf
k→∞

Jδ,ε,k(vk) = lim
k→+∞

Jδ,ε,k(vk) = Jδ,ε(v),

that is Jδ,ε(v) = lim
k→+∞

Jδ,ε,k(vk).

Finally, it is simple to show that ∥∇vk∥2L2(Ω) → ∥∇v∥2L2(Ω). In fact,

γε

∫
Ω

|∇vk|2 dx = Jδ,ε,k(vk) − γ

ε

∫
Ω

vk(1 − vk) dx

− 1

2

∫
Ω

Cδ(vk)∇̂uδN,k(vk) : ∇̂uδN,k(vk) dx

− 1

2

∫
Ω

Cδ(vk)∇̂uδD,k(vk) : ∇̂uδD,k(vk) dx−
∫
ΣN

fk · gk dσ(x).

Thanks to the continuity results (Proposition 5.1) and the dominated convergence theorem,
we get that the right-hand side of the previous equation goes to, as k → +∞,

Jδ,ε(v) − γ

ε

∫
Ω

v(1 − v) dx

− 1

2

∫
Ω

Cδ∇̂uδN (v) : ∇̂uδN (v) dx

− 1

2

∫
Ω

Cδ∇̂uδD(v) : ∇̂uδD(v) dx−
∫
Ω

f · g dσ(x) = γε

∫
Ω

|∇v|2 dx.

Therefore, ∥vk − v∥H1(Ω) → 0, as k → 0.

For the implementation of a numerical algorithm, we use the discretized version of the
optimality condition (4.32), that is we search for vh ∈ Kh satisfying

J ′
δ,ε,h(vh)[ωh − vh] ≥ 0, ∀ωh ∈ Kh. (5.9)

Analogously to the continuous case, one can prove that

J ′
δ,ε,h(vh)[ωh − vh] =

1

2

∫
Ω

(ωh − vh)(C1 − C0)∇̂uδD,h(vh) : ∇̂uδD,h(vh) dx

− 1

2

∫
Ω

(ωh − vh)(C1 − C0)∇̂uδN,h(vh) : ∇̂uδN,h(vh) dx

+ 2γε

∫
Ω

∇vh · ∇(ωh − vh) dx+
γ

ε

∫
Ω

(1 − 2vh)(ωh − vh) dx ≥ 0
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for all ωh ∈ Kh.
Let us prove the following theorem.

Theorem 5.3. Let hk be a sequence such that hk → 0, as k → +∞, and vhk
a sequence

satisfying (5.9). Then, there exists a subsequence of vhk
converging strongly in H1(Ω) and

a.e. in Ω to a solution v of the continuous optimality condition (4.32).

Proof. We use the following notation: vk := vhk
, uδN,k := uδN,hk

(vk), uδD,k := uδD,hk
(vk), and

wδ
D,k = uδD,k − ufk . Using the discretized weak formulation of uδN,k, see (5.3), and wδ

D,k, see
(5.4), we get that

∥uδN,k∥H1(Ω) ≤ c∥gk∥L2(ΣN ), and ∥uδD,k∥H1(Ω) ≤ c∥fk∥H1/2(ΣN ),

where c is a constant independent on k. Consequently, from the discretized optimality con-
dition (5.9), choosing ωhk

= 0, and recalling that vk is uniformly bounded since vk ≤ 1, for
all k, we get that

2γε

∫
Ω

|∇vk|2 dx ≤ c

[
1

2
∥∇uδN,k∥2L2(Ω) +

1

2
∥∇uδD,k∥2L2(Ω)

]
+ c0(Ω, γ, ε) ≤ c,

where c is independent of k. Therefore, vk is uniformly bounded in H1(Ω), hence there exists
a subsequence (still denoted by vk) and v ∈ K such that vk ⇀ v in H1(Ω), vk → v in L2(Ω),
and vk → v a.e. in Ω. Thanks to Proposition 5.1, we have that uδN,k(vk) → uδN (v) in H1

ΣD
(Ω)

and uδD,k(vk) → uδD(v) in H1(Ω) with uδD,k⌊∂Ω→ uδD⌊∂Ω. We have to show that v satisfies
the variational inequality (4.31). Let us choose ω ∈ K, then there exists ωk ∈ Kk such that
ωk → ω in H1(Ω) and a.e. in Ω.
Consider the variational inequality

J ′
δ,ε,k(vk)[ωk − vk] =

1

2

∫
Ω

(ωk − vk)(C1 − C0)∇̂uδD,k(vk) : ∇̂uδD,k(vk) dx

− 1

2

∫
Ω

(ωk − vk)(C1 − C0)∇̂uδN,k(vk) : ∇̂uδN,k(vk) dx

+ 2γε

∫
Ω

∇vk · ∇(ωk − vk) dx+
γ

ε

∫
Ω

(1 − 2vk)(ωk − vk) dx ≥ 0.

(5.10)

For example, taking the integral related to uδN,k(vk) in the previous equation, we get∫
Ω

(ωk − vk)(C1 − C0)∇̂uδN,k(vk) : ∇̂uδN,k(vk) dx

=

∫
Ω

(ωk − vk)(C1 − C0)∇̂(uδN,k(vk) − uδN (v)) : ∇̂(uδN,k(vk) − uδN (v)) dx

+

∫
Ω

(ωk − vk)(C1 − C0)∇̂(uδN,k(vk) − uδN (v)) : ∇̂uδN (v) dx

+

∫
Ω

(ωk − vk)(C1 − C0)∇̂uδN (v) : ∇̂uδN (v) dx

=

∫
Ω

(ωk − vk)(C1 − C0)∇̂(uδN,k(vk) − uδN (v)) : ∇̂(uδN,k(vk) − uδN (v)) dx

+

∫
Ω

(ωk − vk)(C1 − C0)∇̂(uδN,k(vk) − uδN (v)) : ∇̂uδN (v) dx

+

∫
Ω

((ωk − ω) − (vk − v))(C1 − C0)∇̂uδN (v) : ∇̂uδN (v) dx

+

∫
Ω

(ω − v)(C1 − C0)∇̂uδN (v) : ∇̂uδN (v) dx.

Note that, the first and the second integral on the right-hand side of the last equation tend to
zero thanks to the L∞(Ω) estimates on C1, C0, ωk, vk, and the H1−estimates for uδN,k(vk)−
uδN (v). The third term tends to zero thanks to the dominated convergence theorem.
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The same arguments above apply to the first integral on the right-hand side of (5.10) related
to uδD,k(vk). Inserting these results in (5.10), and using the fact that vk ⇀ v in H1(Ω), hence

∥∇v∥2L2(Ω) ≤ lim inf
k→+∞

∥∇vk∥2L2(Ω), and noticing that
∫
Ω
vkωk dx →

∫
Ω
vω dx, as k → +∞, we

get
1

2

∫
Ω

(ω − v)(C1 − C0)∇̂uδD(v) : ∇̂uδD(v) dx

− 1

2

∫
Ω

(ω − v)(C1 − C0)∇̂uδN (v) : ∇̂uδN (v) dx

+ 2γε

∫
Ω

∇v · ∇(ω − v) dx+
γ

ε

∫
Ω

(1 − 2v)(ω − v) dx

≥ lim inf
k→+∞

{
1

2

∫
Ω

(ωk − vk)(C1 − C0)∇̂uδD,k(vk) : ∇̂uδD,k(vk) dx

− 1

2

∫
Ω

(ωk − vk)(C1 − C0)∇̂uδN,k(vk) : ∇̂uδN,k(vk) dx

+ 2γε

∫
Ω

∇vk · ∇(ωk − vk) dx+
γ

ε

∫
Ω

(1 − 2vk)(ωk − vk) dx

}
≥ 0.

To conclude the proof, we have to show that vk → v in H1(Ω). Taking vk ∈ Khk
such that

vk → v in H1(Ω) and substituting ωk = vk in (5.10), we find

2γε

∫
Ω

|∇vk|2 dx ≤ 2γε

∫
Ω

∇vk · ∇vk dx+
γ

ε

∫
Ω

(1 − 2vk)(vk − vk) dx

+
1

2

∫
Ω

(vk − vk)(C1 − C0)∇̂uδD,k(vk) : ∇̂uδD,k(vk) dx

− 1

2

∫
Ω

(vk − vk)(C1 − C0)∇̂uδN,k(vk) : ∇̂uδN,k(vk) dx

Analogously to the last part of the proof of Theorem 5.2, we get that on the right-hand side
of the previous inequality is non-zero only the first term that converges to ∥∇v∥L2(Ω), hence
∥∇vk∥L2(Ω) → ∥∇v∥L2(Ω), that is the assertion.

6 The algorithm and numerical examples

For the reconstruction procedure, we adopt the method utilized in [33], based on a parabolic
inequality and the implementation of the Primal Dual Active Set (PDAS) method.
For every δ, ε > 0, consider v solution to the following parabolic inequality∫

Ω

∂tv(ω − v) + J ′
δ,ε(v)[ω − v] ≥ 0, ∀ω ∈ K, t ∈ (0 + ∞),

v(·, 0) = v0 ∈ K.

Let us denote with vnh ≈ v(·, tn) and with v0h = v0 ∈ Kh. We consider the discretized version
of the parabolic inequality, using a semi-implicit time discretization, that is: given v0h ∈ Kh

find vn+1
h ∈ Kh satisfying

1

τn

∫
Ω

(vn+1
h − vnh)(ωh − vn+1

h ) − 1

2

∫
Ω

(ωh − vn+1
h )(C1 − C0)∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx

+
1

2

∫
Ω

(ωh − vn+1
h )(C1 − C0)∇̂uδD,h(vnh) : ∇̂uδD,h(vnh) dx

+ 2γε

∫
Ω

∇vn+1
h · ∇(ωh − vn+1

h ) dx

+
γ

ε

∫
Ω

(1 − 2vnh)(ωh − vn+1
h ) dx ≥ 0, ∀ωh ∈ Kh, n ≥ 0,

(6.1)
where τn is the time step, and uδN,h(vnh) ∈ Vh,ΣD

, and uδD,h(vnh) ∈ Vh are the discrete solutions
of (4.5) and (4.6), respectively, for v = vnh .
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6.1 Convergence analysis

We now show the following result related to a monotonicity property of the algorithm based
on the discrete parabolic inequality.

Lemma 6.1. For each n ∈ N, there exists a constant c1 > 0 such that, if τn ≤ (1 + c1)−1,
then

∥vn+1
h − vnh∥2L2(Ω) + Jδ,ε,h(vn+1

h ) ≤ Jδ,ε,h(vnh), (6.2)

where c1 = c1(Ω, h, δ, ξ0, r0, L0, ∥C0∥L∞(Ω), ∥C1∥L∞(Ω), ∥uδN∥W 1,∞(Ω), ∥uδD∥W 1,∞(Ω)).

Proof. Let us choose ωh = vnh in (6.1). Then,

0 ≤ − 1

τn
∥vn+1

h − vnh∥2L2(Ω) −
1

2

∫
Ω

(vnh − vn+1
h )(C1 − C0)∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx

+
1

2

∫
Ω

(vnh − vn+1
h )(C1 − C0)∇̂uδD,h(vnh) : ∇̂uδD,h(vnh) dx

+ 2γε

∫
Ω

∇vn+1
h : ∇(vnh − vn+1

h ) dx

+
γ

ε

∫
Ω

(1 − 2vnh)(vnh − vn+1
h ) dx.

After lengthy but simple calculations, we get

1

τn
∥vn+1

h − vnh∥2L2(Ω) + γε∥∇(vnh − vn+1
h )∥2L2(Ω) +

γ

ε
∥vnh − vn+1

h ∥2L2(Ω)

+ γ

∫
Ω

[
ε|∇vn+1

h |2 − 1

ε
vn+1
h (1 − vn+1

h )

]
dx− γ

∫
Ω

[
ε|∇vnh |2 +

1

ε
vnh(1 − vnh)

]
dx

≤ −1

2

∫
Ω

(vnh − vn+1
h )(C1 − C0)∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx

+
1

2

∫
Ω

(vnh − vn+1
h )(C1 − C0)∇̂uδD,h(vnh) : ∇̂uδD,h(vnh) dx := IN + ID.

(6.3)

We now work on the two terms IN and ID. Note that

IN =
1

2

∫
Ω

(vnh − vn+1
h )(C1 − C0)∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx

−
∫
Ω

(vnh − vn+1
h )(C1 − C0)∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx,

hence, using the discretized version of (4.19), we get

IN =
1

2

∫
Ω

(
Cδ(vnh) − Cδ(vn+1

h )
)
∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx

−
∫
Ω

Cδ(vnh)∇̂ũδN,h(vnh) : ∇̂uδN,h(vnh) dx

Using a discretized version of (4.22) in the previous equation, we get that

IN = −1

2

∫
Ω

(
Cδ(vn+1

h ) − Cδ(vnh)
)
∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx

−
∫
Ω

Cδ(vn+1
h )∇̂(uδN,h(vn+1

h ) − uδN,h(vnh)) : ∇̂uδN,h(vnh) dx

= −Jδ
N (vn+1

h ) + Jδ
N (vnh)

+
1

2

∫
Ω

Cδ(vn+1
h )∇̂(uδN,h(vn+1

h ) − uδN,h(vnh)) : ∇̂(uδN,h(vn+1
h ) − uδN,h(vnh)) dx

(6.4)
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Completely analogous calculations can be made for ID, using the discretized versions of (4.25)
and (4.29). Then, by means of (6.4) (and the analogous expression for ID) in (6.3), we get

1

τn
∥vn+1

h − vnh∥2L2(Ω) + γε∥∇(vnh − vn+1
h )∥2L2(Ω) +

γ

ε
∥vnh − vn+1

h ∥2L2(Ω)

+ γ

∫
Ω

[
ε|∇vn+1

h |2 − 1

ε
vn+1
h (1 − vn+1

h )

]
dx− γ

∫
Ω

[
ε|∇vnh |2 +

1

ε
vnh(1 − vnh)

]
dx

≤ −Jδ
N (vn+1

h ) + Jδ
N (vnh) − Jδ

D(vn+1
h ) + Jδ

D(vnh)

+
1

2

∫
Ω

Cδ(vn+1
h )∇̂(uδN,h(vn+1

h ) − uδN,h(vnh)) : ∇̂(uδN,h(vn+1
h ) − uδN,h(vnh)) dx

+
1

2

∫
Ω

Cδ(vn+1
h )∇̂(uδD,h(vn+1

h ) − uδD,h(vnh)) : ∇̂(uδD,h(vn+1
h ) − uδD,h(vnh)) dx.

(6.5)

Finally, adding and subtracting JND, which is defined in (3.11), in (6.5) we get

1

τn
∥vn+1

h − vnh∥2L2(Ω) + γε∥∇(vnh − vn+1
h )∥2L2(Ω) +

γ

ε
∥vnh − vn+1

h ∥2L2(Ω) + Jδ,ε(v
n+1
h )

≤ Jδ,ε(v
n
h) +

1

2

∫
Ω

Cδ(vn+1
h )∇̂(uδN,h(vn+1

h ) − uδN,h(vnh)) : ∇̂(uδN,h(vn+1
h ) − uδN,h(vnh)) dx

+
1

2

∫
Ω

Cδ(vn+1
h )∇̂(uδD,h(vn+1

h ) − uδD,h(vnh)) : ∇̂(uδD,h(vn+1
h ) − uδD,h(vnh)) dx.

Estimating the last two terms on the right-hand side of the previous expression, using the
H1−norm of the differences uδN,h(vn+1

h ) − uδN,h(vnh) and uδD,h(vn+1
h ) − uδD,h(vnh) in terms of

∥vn+1
h − vnh∥L∞(Ω), see (4.21) and (4.28), we have that there exists a constant

c1 = c1(Ω, h, δ, ξ0, r0, L0, ∥C0∥L∞(Ω), ∥C1∥L∞(Ω), ∥uδN∥H1(Ω), ∥uδD∥H1(Ω)), (6.6)

such that(
1

τn
− c1

)
∥vn+1

h − vnh∥2L2(Ω) + γε∥∇(vnh − vn+1
h )∥2L2(Ω) +

γ

ε
∥vnh − vn+1

h ∥2L2(Ω) + Jδ,ε(v
n+1
h )

≤ Jδ,ε(v
n
h),

that is (
1

τn
− c1

)
∥vn+1

h − vnh∥2L2(Ω) + Jδ,ε(v
n+1
h ) ≤ Jδ,ε(v

n
h).

Therefore, the assertion of the theorem follows by choosing τn ≤ 1
1+c1

.

Finally, we state a convergence result for the algorithm.

Theorem 6.2. Let v0h ∈ Kh be an initial guess. Under the assumptions of Lemma 6.1, there
exists a sequence of timesteps τn such that 0 < β ≤ τn ≤ (1 + c1)−1, ∀n > 0, where β
depends on the data and possibly on h. The corresponding sequence vnh generated by (6.1) has
a convergent subsequence (still denoted by vnh) in W 1,∞ such that

vnh → vh, as n→ +∞,

where vh ∈ Kh and satisfies the discrete optimality condition

J ′
δ,ε,h(vh)[ωh − vh] ≥ 0, ∀ωh ∈ Kh.

Proof. Let us take a collection of timesteps bounded by (1 + c1)−1, for all n > 0. By means
of Lemma 6.1, we have

+∞∑
n=0

∥vnh − vn+1
h ∥2L2(Ω) ≤ Jδ,ε,h(v0h), (6.7)

sup
n∈N

Jδ,ε,h(vnh) ≤ Jδ,ε,h(v0h). (6.8)
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Therefore, we deduce that vnh is bounded in W 1,∞, since in finite-dimensional spaces all the
norms are equivalent, and

lim
n→+∞

∥vnh − vn+1
h ∥2L2(Ω) = 0. (6.9)

Using the weak formulations of the forward problems for uδN,h(vnh), and

wδ
D,h(vnh) = uδD,h(vnh)− ufh, we deduce, applying analogous arguments described in the previ-

ous sections, that uδN,h(vnh) and uδD,h(vnh) are bounded in H1(Ω), hence in W 1,∞(Ω), where the
constants appearing in the estimates do not depend on n. This implies that, recalling (6.6),
there exists a constant C > 0, independent on n, such that c1 ≤ C, and equivalently there ex-
ists a positive constant β > 0, independent of n, such that β ≤ (1+c1)−1. Moreover, from the
convergence in W 1,∞(Ω), we find that there exists a subsequence of (vnh , u

δ
N,h(vnh), uδD,h(vnh))

(still denoted the same) such that, as n→ +∞,

(vnh , u
δ
N,h(vnh), uδD,h(vnh)) → (vh, u

δ
N,h(vh), uδD,h(vh)) in W 1,∞(Ω),

hence,

uδN,h(vnh) → uδN,h(vh), a.e. in Ω, uδD,h(vnh) → uδD,h(vh), a.e. in Ω.

Therefore, uδN,h(vh) and uδD,h(vh) are the solutions of the discrete forward problems. To
conclude, from (6.1) and the fact that τn ≥ β, we get

−1

2

∫
Ω

(ωh − vn+1
h )(C1 − C0)∇̂uδN,h(vnh) : ∇̂uδN,h(vnh) dx

+
1

2

∫
Ω

(ωh − vn+1
h )(C1 − C0)∇̂uδD,h(vnh) : ∇̂uδD,h(vnh) dx

+2γε

∫
Ω

∇̂vn+1
h · ∇̂(ωh − vn+1

h ) +
γ

ε

∫
Ω

(1 − 2vnh)(ωh − vn+1
h )

≥ − 1

β
∥vn+1

h − vnh∥L2(Ω)∥ωh − vn+1
h ∥L2(Ω).

Finally, using (6.9) it follows that vh satisfies the discrete optimality condition (5.9).

6.2 Numerical Experiments

This section is devoted to present numerical reconstructions of cavities from an implemen-
tation of the so-called Primal Dual Active Set (PDAS) method to the variational inequality
(6.1). PDAS has been introduced in [48] and it has been shown its effectiveness and robust-
ness in the reconstruction procedures, for examples in [11, 26, 33, 41, 45]. In the inverse
problem context, it has been applied for the reconstruction of conductivity inclusions in [33]
and in [15] in the case of a linear and of a semilinear elliptic equation, respectively. Recently,
it has been applied for detection of elastic cavities and inclusions in [8]. The reconstruction
procedure in all previous papers is based on the use of a boundary quadratic misfit functional,
not on a Kohn-Vogelius functional.
The aim of this section is to show that choosing δ and ε sufficiently small, we are able to
reconstruct elastic cavities (inclusions) of different shapes. Precisely, we adopt the following
reconstruction algorithm.

Algorithm 1 Discrete Parabolic Obstacle Problem

Given tol > 0, set n = 0 and v0h = v0, the initial guess
while ∥vnh − vn−1

h ∥ > tol do
solve the forward problem (4.5) with v = vnh ;
solve the forward problem (4.6) with v = vnh ;
determine vn+1

h solving (6.1) via PDAS algorithm ;
update n = n+ 1;

end while
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We focus the attention only on numerical experiments in d = 2, performing the reconstruc-
tion procedure in a square, i.e, Ω = [−1, 1]2, using a triangulation Th of Ω, and synthetic data
generated by the Finite Element (FE) method implemented in FreeFEM++ ([46]). Here, we
provide some information on the implementation of the algorithm and the resolution of the
foward problems.
Tessellation of Ω: Given g ∈ L2(Ω), the boundary measurements f , appearing in (3.8), are
obtained by solving the Neumann problem (3.1). In order to not commit an inverse crime,
which can happen solving the direct and inverse problems using the same tessellation Th, we
use a more refined triangulation T ref

h than Th for solving the forward problem (3.1). Note

that T ref
h is a tessellation of the square with cavities (holes), see Figure 1a, while Th is a

full tessellation of Ω, see Figure 1b. Finally, once extracting the values of the solution of

(a) Mesh T ref
h for forward

problem.

(b) Mesh Th for inverse prob-
lem.

(c) Refinement of the mesh
around the inclusion.

Figure 1: Example of the meshes and the refinement.

the forward problem on the boundary of the domain Ω, computed by the mesh T ref
h , we

interpolate these values on the mesh Th. In this way there is no chance to commit an inverse
crime.
Refinement of the mesh. The triangular mesh Th is adaptively refined during the reconstruc-
tion procedure with respect to the gradient of the phase-field variable vh, see Figure 1c.
Specifically, we fix an a-priori bound and an a-priori number of iterations, which we denote
by tolref (with tolref > tol) and nref , respectively, such that if ∥vnh − vn−1

h ∥ > tolref there is
no refinement of the mesh. If ∥vnh − vn−1

h ∥ ≤ tolref , then the refinement can occur if the re-
mainder of n/nref is equal to zero. In numerical examples, we always choose tolref = 7×10−5,
while nref is almost always 2000 or 3000, depending on the numerical experiment.
Boundary data: We assume the knowledge of two different boundary measurements, that is of
two pairs (g1, f1) and (g2, f2), where g1 and g2 are the given Neumann boundary conditions
in (3.1), while f1 and f2 are the measured displacement on the boundary. It is a common
assumption the use of Nm different boundary measurements (gi, fi), for i = 1, . . . , Nm, in
order to improve the numerical results. In this way, the functional to be minimized is the
following one which is a slight modification of the original optimization problem (4.15),

min
v∈K

Jsum
δ,ε (v),

Jsum
δ,ε (v) :=

1

Nm

Nm∑
i=1

Jδ
KV,i(v) + γ

∫
Ω

(
ε|∇v|2 +

1

ε
v(1 − v)

)
,

(6.10)

where Jδ
KV,i is the Kohn-Vogelius functional, introduced in (4.4), related to the data (gi, fi),

for i = 1, · · · , Nm. The necessary optimality condition related to (6.10) can be equivalently
obtained reasoning similarly as we did to derive (4.32).
In the numerical experiments, we choose g1 = (x, y) and g2 = (−y,−x).
Noise in the data: Since fi, for i = 1, . . . , Nm are measured data, it is natural to assume that
the available data are noisy perturbations of them. Therefore, we add a uniform noise to
the boundary data. Specifically, given noiseless boundary measurements fi ∈ H1/2(ΣN ), for
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i = 1, · · · , Nm, the noisy data fnoisei is obtained by

fnoisei = fi + η∥fi∥L2(ΣN ),

where η is a random real number, η ∈ (−a, a) with a > 0, where a is chosen according to the
noise level. We use the following relative error to determine the noise level√∑Nm

i=1 ∥fnoisei − fi∥L2(ΣN )√∑Nm

i=1 ∥fi∥L2(ΣN )

.

Initial guess: In all the experiments, we assume that v0 ≡ 0, which corresponds to not having
a-priori information on the cavity to be reconstructed.
Finally, we report here a table containing some of the values and ranges of the parameters
utilized in most numerical tests. Possible changes in these values are highlighted in the caption
of the figures related to each specific experiment.

tol γ τn ε δ

10−5 [10−2, 10−1] [10−4, 10−3] 1
16π 10−2

Table 1: Values of some parameters utilized in Algorithm 1.

Numerical results.

In Figure 2, we start showing the numerical experiment related to the identification of a
circular inclusion in presence of noiseless measurements. One can observe the reconstruction
at different time steps. In Figure 3, we provide the same numerical example of Test 1 (Figure
2) but considering noisy measurements, with different levels of noise. In Figure 4 we show
the reconstruction of a circular inclusion varying the values of the Lamé parameters. The
level of noise in this case is fixed at 5%. In Figure 5, we present the results related to the
reconstruction of a rectangular cavity for different values of the noise level and γ. The Lamé
parameters are fixed. We also propose the case where the cavities to be reconstructed are
two, see Figure 6. We provide two examples where for the rectangular cavity we consider two
different positions in Ω. In Figure 7, we provide the numerical results of an elliptical cavity.
We consider the case of noiseless measurements, the case of noise level at 2% and 5%. Note
that when the noise level is 5% we change the position and the size of the cavity. In Figure 8
we show an example of reconstruction of a non-convex domain. We observe that the cavity is
located but its non-convexity is not reconstructed. The convexification of the cavity is due to
the presence of the Modica-Mortola relaxation that approximates the perimeter of the cavity.
In Figure 9, we finally provide a numerical experiment for a comparison between the results
given by Jsum

δ,ε , as defined in (6.10), and the misfit functional studied in [8] (see the section
titled “Numerical Examples”), which is, in the notation adopted in this paper, equal to

Jmisfit
δ,ε (v) :=

1

Nm

Nm∑
i=1

(
1

2
∥uδN,i(v) − fmeas

i ∥2L2(ΣN )

)
+ γ

∫
Ω

(
ε|∇v|2 +

1

ε
v(1 − v)

)
(6.11)

where uδN,i, for i = 1, . . . , Nm, are solutions to (4.5) with g = gi. To compare the numerical
outcomes of the two functionals, we use the numerical setting proposed in Figure 6a.

7 Conclusions

In this paper we have introduced a phase-field approach for a Kohn-Vogelius type functional
for the reconstruction of cavities. This type of functionals is typically used in the imple-
mentation of reconstruction algorithms for the identification of defects (cavities, inclusions,
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(a) At n = 10 (b) At n = 100 (c) At n = 500

(d) At n = 1000 (e) At n = 1500 (f) At n = 3033 (final step)

Figure 2: Test 1. Reconstruction of a circular cavity without noise in the measurements. We
provide the reconstruction at different time steps n. Dotted line represents the target cavity.
In this test we use nref = 800, τn = 2 × 10−3, and (µ, λ) = (0.5, 1).

(a) Noise 2%. Final iteration
at n = 12928. nref = 2000,
γ = 10−1, and τn = 4× 10−4.
(µ, λ) = (0.5, 1).

(b) Noise 5%. Final iteration
at n = 13695. nref = 2000,
γ = 10−1, and τn = 4× 10−4.
(µ, λ) = (0.5, 1).

(c) Noise 6, 5%. Final itera-
tion at n = 20978. nref =
2000, γ = 10−1, and τn =
4× 10−4. (µ, λ) = (0.5, 1).

Figure 3: Test 2. Reconstruction of a circular cavity with noise in the measurements. Dotted
line represents the target cavity.

cracks) embedded in a domain via shape derivative and topological derivate tools (see the
introduction, Section 1, for some literature on the topic).
Numerical results of our approach show a robust, efficient, and promising algorithm, at least
in the case of convex domains. In fact, a comparison between the misfit functional, defined
in (6.11) and studied in [8], and the Kohn-Vogelius type functional (6.10) seems to show
moderately better results in the case of the regularized Kohn-Vogelius type functional (see
Figure 9) in the presence of multiple inclusions. However, it should also be noted that the
Kohn-Vogelius functional provides reconstructions with more artifacts around the boundary
of the domain compared to the misfit functional (6.11). The numerical outcomes in the case
of one single inclusion, such as a circle, an ellipse, or a rectangle, are equivalent for the two
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(a) Noise 5%. Final iteration at n = 17723.
nref = 2000, γ = 5×10−2, and τn = 4×10−4.
(µ, λ) = (1, 0.2).

(b) Noise 5%. Final iteration at n = 21967.
nref = 2000, γ = 5×10−2, and τn = 4×10−4.
(µ, λ) = (1,−0.2).

(c) Noise 5%. Final iteration at n = 20978.
nref = 2000, γ = 5×10−2, and τn = 4×10−4.
(µ, λ) = (0.5, 0).

(d) Noise 5%. Final iteration at n = 11147.
nref = 3000, γ = 10−1, and τn = 10−4.
(µ, λ) = (100, 100).

Figure 4: Test 3. Reconstruction of a circular cavity with noise in the measurements and for
different values of the Lamé parameters.

(a) Noise 2%. Final iteration
at n = 7198. nref = 2000,
γ = 5 × 10−2, and τn = 5 ×
10−4. (µ, λ) = (0.5, 1).

(b) Noise 5%. Final iteration
at n = 19221. nref = 2000,
γ = 10−1, and τn = 10−4.
(µ, λ) = (0.5, 1).

(c) Noise 5%. Final iteration
at n = 23101. nref = 2000,
γ = 5 × 10−2, and τn = 5 ×
10−4. (µ, λ) = (0.5, 1).

Figure 5: Test 4. Reconstruction of a rectangular cavity with noise in the measurements.
Dotted line represents the target cavity.

functionals. For non-convex domains it is necessary to introduce some modifications in the
perimeter functional which are able to mimic the non-convexity of the domain in order to
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(a) Noise 5%. Final iteration at n = 35318.
nref = 3000, γ = 10−1, and τn = 10−4.
(µ, λ) = (0.5, 1).

(b) Noise 5%. Final iteration at n = 20716.
nref = 3000, γ = 10−1, and τn = 10−4.
(µ, λ) = (0.5, 1).

Figure 6: Test 5. Reconstruction of two cavities with noise in the measurements. Dotted
lines represent the target cavities.

get better numerical results. From the analytical point of view, it is open the problem of
proving that the minima of the relaxed functional Jδ,ε converge to those of the functional
Jreg through, for example, the Γ-convergence theory. Moreover, in order to make the prob-
lem closer to possible applications, it would be interesting to consider, both in the analytical
and the numerical framework, the case where there is an uncertainty on the knowledge of the
material property, introducing, for example, some noise in the Lamé parameters.
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[62] B. Méjri. Shape sensitivity analysis for identification of voids under Navier’s boundary
conditions in linear elasticity. J. Inverse Ill-Posed Probl., 27(3):385–400, 2019.

[63] G. Menegatti and L. Rondi. Stability for the acoustic scattering problem for sound-hard
scatterers. Inverse Probl. Imaging, 7(4):1307–1329, 2013.

[64] P. Menoret, M. Hrizi, and A. A. Novotny. On the Kohn-Vogelius formulation for solving
an inverse source problem. Inverse Probl. Sci. Eng., 29(1):56–72, 2021.

[65] L. Modica. The gradient theory of phase transitions and the minimal interface criterion.
Arch. Rational Mech. Anal., 98(2):123–142, 1987.

[66] A. Morassi and E. Rosset. Detecting rigid inclusions, or cavities, in an elastic body. J.
Elasticity, 73(1-3):101–126 (2004), 2003.

[67] A. Morassi and E. Rosset. Stable determination of cavities in elastic bodies. Inverse
Problems, 20(2):453–480, 2004.

[68] A. Morassi and E. Rosset. Stable determination of an inclusion in an inhomogeneous
elastic body by boundary measurements. Rend. Istit. Mat. Univ. Trieste, 48:101–120,
2016.

34



[69] T.D. Ngo, A. Kashani, G. Imbalzano, K.T.Q. Nguyen, and D. Hui. Additive manu-
facturing (3d printing): A review of materials, methods, applications and challenges.
Composites Part B: Engineering, 143:172–196, 2018.

[70] W. Ring and L. Rondi. Reconstruction of cracks and material losses by perimeter-
like penalizations and phase-field methods: numerical results. Interfaces Free Bound.,
13(3):353–371, 2011.

[71] L. Rondi. Reconstruction of material losses by perimeter penalization and phase-field
methods. J. Differential Equations, 251(1):150–175, 2011.

[72] S.A. Tronvoll, T. Welo, and C.W. Elverum. The effects of voids on structural properties
of fused deposition modelled parts: a probabilistic approach. The International Journal
of Advanced Manufacturing Technology, 97(9):3607–3618, Aug 2018.

35


