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A B S T R A C T   

The goal of the present study is to improve the analysis of the performance of the Weather Research and 
Forecasting (WRF) model, Version 4.3.3, under different settings, in the prediction of precipitation in case of 
deep convective events. This is done through a wide cascade sensitivity test involving parameterizations ex
pected to play a major role in the description of precipitation for deep convective events: cloud microphysics 
(CM), planetary boundary layer (PBL), surface layer (SL) and land-surface (L-S) model. Four significant pre
cipitation events, which were associated to deep convective systems and occurred between 2019 and 2021 in 
Lombardia and Liguria regions (Northern Italy), have been simulated according to 45 different WRF settings. 
High resolution simulations are required when dealing with small scale deep convective systems as well as a 
suitable verification method. So, traditional statistical indexes have been integrated with new-generation veri
fication methods, based on the identification of precipitation patterns in forecast and observed fields and on the 
evaluation of their similarity through the calculation of a coupling index. This analysis method has been 
exploited to evaluate the quality of the high-resolution simulations performed, and to individuate the best- 
performing WRF setting in simulating intense convective events. From the present work emerges how the 
unique CM parameterization characterized by a triple-moment treatment for cloud ice significantly outperforms 
all other CM schemes underlying the main role of cloud ice in the description of the precipitation case studies. 
Furthermore, PBL and L-S schemes show a leading role, at least as much as CM, in the description of the events.   

1. Introduction 

The simulation of extreme precipitation events is a major challenge 
for numerical weather models. North-West Italy is a natural laboratory 
where the performances of numerical models can be tested. Here, in fact, 
the interaction between a very steep and complex orography, provided 
by Alps and Apennines ranges, and a deep sea, as in the case of the 
Ligurian Sea, supply natural ingredients for the development of extreme 
events. Favourable conditions develop all year round, but are particu
larly frequent during Summer and Fall. Modeling situations in which 
convection dominates is very challenging; an accurate description and 
simulation of the mechanisms and processes that rule the triggering, the 
localization and the evolution of these precipitation systems is extremely 
tricky. The complex multi-scale interaction among moist ambient 
inflow, sea and orography makes difficult the precise prediction of 
location, timing and amount of precipitation associated with these 

systems (Miglietta and Davolio, 2022). Furthermore, the high popula
tion density in these areas prompts the need for the development of a 
reliable weather prediction system. 

Motivated by these objectives, the goal of the present study is to 
perform a wide sensitivity test of different parameterization schemes 
available in the Weather Research and Forecasting (WRF) model, 
Version 4.3.3 (Skamarock et al., 2008), and to define an objective 
analysis method able to emphasize also small differences present in the 
analyzed simulations. 

Parameterizations are responsible for the description of sub-grid 
scale phenomena and persist as one of the most challenging problems 
in numerical modeling of the atmosphere (Pielke, 2013). A huge variety 
of parameterizations have been developed during the years to describe 
main unresolved phenomena, but, due to their semi-empirical nature, it 
is important to perform intercomparison and sensitivity studies to un
derstand which scheme can be appropriately used for individual cases. 
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Parameterization schemes involved in the present study concern cloud 
microphysics (CM), planetary boundary layer (PBL), surface layer (SL) 
and land-surface (L-S) models. All these parameterizations are expected 
to play a major role in the description of precipitation in case of deep 
convective events. CM schemes compute the evolution of atmospheric 
hydrometeors as water vapor, cloud liquid water, cloud ice and other 
types of precipitation, being therefore crucial for a correct prediction of 
heavy rainfall events. In fact, microphysical processes directly impact 
buoyancy, and hence convective fluxes, and have been the object of 
many works concerning both real (Rajeevan et al., 2010; Douluri and 
Chakraborty, 2021) and idealized cases (Morrison and Milbrandt, 2011; 
Bryan and Morrison, 2012). PBL and SL schemes, describing transport of 
moisture, heat and momentum from ground surface to higher atmo
spheric levels, are fundamental in simulating stability of the lower at
mosphere, eventually triggering convection, vertical mixing and 
availability of moisture (Coniglio et al., 2013; Shin and Hong, 2011). 
The vertical eddy transport in the PBL determines the vertical profiles of 
low-level moisture, temperature and winds (Roebber et al., 2004), and 
rules the thermodynamic instability, impacting on convection and pre
cipitation development (Hu et al., 2010; Holtslag et al., 2013; Clark 
et al., 2015; Cohen et al., 2015). In the WRF model, PBL parameteri
zations are categorized according to non-local or local turbulence 
closure assumptions (Wang et al., 2021). Parameterizations belonging to 
the first group determine the non-local sub-grid scale transport through 
a mass-flux term (Pleim, 2007; Pleim, 2007) or a gradient-adjustment 
gamma term (Hong et al., 2006); they are typically characterized by 
overly vigorous vertical mixing, which favours the simulation of deep, 
dry and warm boundary layers (Burlingame et al., 2017). The second 
group generally adopts turbulent kinetic energy (TKE) closure schemes 
and only adjacent vertical levels are taken into account to evaluate the 
turbulent fluxes. In this case, the simulated vertical mixing is relatively 
weak and more likely produces shallow, cool and moist boundary layers 
(Burlingame et al., 2017). Many studies have analized model sensitivity 
in regard to the PBL scheme chosen, mainly exploring heavy precipita
tion related to tropical cyclones (Braun and Tao, 2000; Li and Pu, 2008; 
Liu et al., 2017; Dong et al., 2019). Some works, however, examined also 
the PBL effect on severe convective events at midlatitudes (Efstathiou 
et al., 2013; Srinivas et al., 2018) and produced somehow contrasting 
results regarding performances of local and non-local closure schemes, 
highlighting the necessity of further investigation. Finally, the S-L 
models have been identified to play a key role in the simulation of 
extreme events, since they are responsible for energy and water ex
changes at the ground surface (Lorenz et al., 2016). It has been shown 
that the increase in extreme precipitation can be related to land surface 
heterogeneities and urbanization processes (Han and Baik, 2008; Niyogi 
et al., 2011), especially when these extreme rainfall events occur under 
weak synoptic forcing (Chen et al., 2014; Xu et al., 2012). In particular, 
the impact of small-scale land surface heterogeneities can affect both 
convective initiation and convective development when convective- 
permitting models are exploited (Gao et al., 2021). 

Proper description of events related to deep convective systems re
quires to explicitly resolve convection. High resolution simulations are 
thus required (Lack et al., 2010; Gilleland et al., 2009; Cassola et al., 
2015), introducing the problem of exploiting a reliable verification 
method to evaluate performances of the model. In fact, when the model 
resolution is increased up to a few kilometres, traditional point-wise 
verification methods become critical, due to the ’double penalty’ error 
(Casati et al., 2008), that results in a fictitious penalty of high-resolution 
simulations in comparison to coarser simulations. To overcome this 
problem, new-generation spatial verification methods, based on the 
identification of patterns (i.e. areas above a certain precipitation 
threshold) in forecast and observed fields and the evaluation of their 
similarity through the calculation of a coupling index (CI), have been 
developed (Davis et al., 2006; Davis et al., 2006). 

This paper is intended as a basic step in which the identified best 
performing WRF setting together with the defined analysis method will 

provide the instruments for future evaluation of the impact on WRF 
simulations of different data assimilation methods. Case studies are 
briefly introduced in Section 2, while WRF setup is presented in Section 
3. The analysis methodology and the results of the cascade sensitivity 
test are reported in Sections 4 and 5 respectively. Finally, conclusions 
are drawn up in Section 6. 

2. Case studies and motivations 

The case studies analyzed in the present paper are four severe 
convective events that affected the North-Western part of Italy, in 
particular the regions of Liguria and Lombardia, between 2019 and 
2021, and that have been poorly predicted in operational forecasts. Two 
of the four cases, the first occurring on July 11 2020 and the second on 
September 16 2021, regard storms sparked by diurnal convective ac
tivity that characterizes foothill Alpine areas and adjacent plains during 
summer time. In both cases, geopotential height drops on the Alps due to 
a trough from central Europe (Fig. 1, panels b) and c)) triggering 
convective phenomena. In July 11 2020 a convective system developed 
in the early afternoon in the North-Western part of Lombardy. This 
system rapidly moved eastwards, finally affecting the eastern part of the 
region in the late afternoon. The amount of precipitation reached 30 mm 
in about 2 h (Maggioni et al., 2023). Fig. 2, panel c), shows 12-h accu
mulated precipitation (between 12 UTC of 11 July and 00 UTC of 12 
July 2020) during the event. 

September 16 2021 event is similar, and, again, it is associated to 
diurnal convection typical of sub-alpine and Apennine areas during 
summer time. In this case precipitation peaks reached almost 70 mm 
over short times (about 4 h), but precipitation resulted more widespread 
across Northern Italy with respect to the previous case (Fig. 2, panel d)). 
The other two events instead concern two floods that affected Liguria in 
October 21 2019 and October 4 2021. These flooding events were 
associated to quasi-stationary mesoscale deep convective systems, 
responsible for the majority of extreme precipitation events that quite 
often affect the central Mediterranean basin, and in particular Liguria, 
during Autumn (Buzzi et al., 2014; Rebora et al., 2013; Fiori et al., 2014; 
Cassola et al., 2016). The typical onset of these events is represented by a 
deep trough just west of Italy facing a blocking high pressure system 
affecting Eastern Europe and preventing the natural eastward movement 
of the trough (Fig. 1, panels a and d)). During these events, very intense 
precipitation was triggered by a convergence between two flows with 
different directions: a southerly, warm and moist flow over Tyrrhenian 
Sea and a northerly, cool and dry one, affecting the central part of the 
region. Furthermore, in the considered cases, the interaction between 
the above mentioned flows and the very steep orography that charac
terizes the central-western part of the Liguria, where mountains rise to 
about 1300 m in a very short distance from the sea, contributed to 
further enhance the intensity of the phenomena with the well known 
stau effect. Unlike the first two presented cases, Liguria events lasted for 
about 20 h, accumulating a huge amount of precipitation over very 
limited areas, as clearly visible from Fig. 2, panels a), b), e) and f), and 
resulting into two devastating floods. Especially during October 4 2021 
event, precipitation intensity reached values that are very uncommon 
for mid-latitude areas, such as: 178 mm/hr and 378 mm/3 h at Urbe- 
Vara Superiore and 741 mm/12 h and 884 mm/ 24 h at Rossiglione, 
both villages located in the Liguria inland. 

3. Model setup and sensitivity tests 

For the present study, the WRF model, Version 4.3.3 was employed. 
The WRF model is a non–hydrostatic, fully compressible, primitive- 
equations model, and is thoroughly described in Skamarock et al. 
(2008). Simulations have been performed over a domain covering the 
North-Western part of Italy and characterized by a grid step of 1 km 
(Fig. 3, panel b)), allowing to explicitly solve convection. A convection- 
permitting resolution is fundamental when dealing with deep convective 
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systems (Cassola et al., 2015; Gilleland et al., 2009; Ferrari et al., 2021); 
the domain has been nested with a two-way coupling in a parent domain 
covering the Central and Northern part of Italy and the Alpine region 
(Fig. 3, panel a)) with a grid step of 4 km. For all simulations performed, 
the number of terrain-following vertical levels adopted was 37 and 
initial conditions have been provided by global model Global Forecast 
System (GFS) (Environmental Modeling Center, 2003) at 00 UTC of the 
day of each considered event. Boundary conditions instead have been 
provided to WRF model every three hours. The two events that affected 
the Po valley (July 2020 and September 2021) lasted some hours and 
took place in the afternoon, so their simulation is expected to be poorly 
affected by the model spin-up. The two events that interested Liguria 
(October 2019 and October 2021) instead, lasted almost 20 h, starting 
early in the morning (at about 5 UTC). However, it has been shown that 
high-resolution numerical weather prediction (NWP) models generally 
are able to produce dynamically consistent fine-scale structures and to 
produce the climatologically appropriate energy spectrum just in few 
hours of simulation. Structures and energy in the mesoscale are gener
ated in a short time (hours), even though these structures are missing 
from the initial conditions (Skamarock, 2004). Furthermore, for these 
two events, the choice of a spin-up time of about 5 h is due by the use of 
the initial and boundary conditions provided by GFS 00 UTC run. This 
particular global model run has been selected for being one of the latest 
global model run available to simulate the particular heavy rain events, 
so to reduce at the most errors and biases coming from synoptic forecast 
(Mazzarella et al., 2021). So, also for the analysis of these events, we 
neglected spin-up effects. 

Regarding the model setup, in the outer domain, the Betts-Miller- 
Janjic convection scheme (Betts and Miller, 1993) is used. Four km 

grid spacing falls into the so-called convective grey zone, where small- 
scale convective elements are partially resolved, but recent works 
have identified this convection scheme as one of the best performing 
also when it is exploited in 3 to 5 km resolution simulations (Avolio and 
Federico, 2018; Amirudin et al., 2022; Prat et al., 2021). In the inner 
domain convection is solved explicitely. To describe the subgrid-scale 
processes related to radiation physics, the Rapid Radiation Transfer 
Model (RRTM) (Mlawer et al., 1997) and the Dudhia (Skamarock et al., 
2008) parameterization schemes have been chosen respectively for long- 
wave and short-wave radiation. Given the focus of the work on heavy 
precipitation, the sensitivity study involved parameterizations that are 
supposed to play a major role in describing evolution of precipitation 
driven by deep convection. To this purpose, having fixed the long-wave 
and short-wave radiation schemes over the two domains, as well as the 
cumulus scheme over the outermost domain, 30 CM, 8 PBL, 2 SL 
parameterization schemes, as well as 5 L-S models, chosen among the 
ones available in WRF model, Version 4.3.3, have been tested. Table 1 
summarises the schemes exploited in the present study according to the 
code (second column) used by WRF model to identify each scheme. As 
control configuration, that is, as reference point of our sensitivity test, 
the configuration adopted for operational simulations at Centro Meteo 
Expert (https : //www.meteo.expert/), has been assumed. This WRF 
model configuration is routinely used for operational weather forecast in 
Italy, for media to all sectors were weather fields are important for daily 
operations such as energy, trading, transportation, logistic etc. Such a 
configuration is summarized in Table 2, and, in addition to the afore
mentioned parameterizations regarding short wave and long wave ra
diation, it includes Ferrier microphysics (Ferrier et al., 2002), YSU PBL 
scheme (Hu et al., 2013), Monin–Obukhov SL scheme (Grell et al., 1994) 

Fig. 1. Reanalysis of 500-mb geopotential height [m] for October 21 2019, panel a), July 11 202, panel b), September 16 2021, panel c) and October 4 2021, panel 
d). Source https : //psl.noaa.gov/data/composites/day/. 
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Fig. 2. Accumulated precipitation (in millimeters) observed over North-Western Italy for the events considered in this work: panel a), from 00 UTC to 12 UTC of 21 
October 2019; panel b), from 12 UTC of 21 October 2019 to 00 UTC of 22 October 2019; panel c), from 12 UTC of 11 of July 2020 to 00 UTC of 12 of July 2020; panel 
d), from 12 UTC of 16 September 2021 to 00 UTC of 17 September 2021; panel e), from 00 UTC to 12 UTC of 4 October 2021 and, panel f), from 12 UTC of 4 October 
2021 to 00 UTC of 5 October 2021. 
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and the Unified Noah L-S model (Chen and Dudhia, 2001; Campbell 
et al., 2019). To limit the number of possible parameterizations com
binations, a cascade approach has been applied. Starting from the con
trol configuration, a set of parameterization schemes has been tested 
one-at-a-time, in order to identify the best performing scheme to be 
used for the following parameterizations set test. The order of the 
parameterization schemes to test has been chosen on the basis of the 
expected role played by the schemes themselves on precipitation, i.e., in 
decreasing order with reference to the expected impact on precipitation 

modeling. More specifically, starting from the control configuration, 
PBL, SL and L-S schemes have been kept fixed and 30 runs for each event 
have been performed, a run for each of the 30 CM schemes available in 
the WRF model. Once the best performing microphysical parameteri
zation scheme has been identified, such scheme has been fixed to eval
uate the performances of the PBL parameterization schemes, by keeping 
fixed the SL scheme and the L-S model. An analogous procedure is 
adopted to test the SL schemes, and finally the L-S models. Globally, 45 
different configurations have been tested. Since not all PBL, SL and L-S 
parameterization schemes available in WRF model are compatible with 
the adopted control configuration, only a subset of these schemes 
entered in the sensitivity study. 

Finally, observed precipitation fields, necessary to assess the simu
lations quality and shown in Fig. 2, have been obtained through Ordi
nary Kriging (Ly et al., 2011) interpolation of data coming from two 
sources: about 1,200 citizen-science meteorological stations spread 
across Northern Italy and courteously provided by Meteonetwork 
(https : //www.meteonetwork.it/), a non-profit organization devoted to 
promote and disseminate the knowledge of meteorological science 
(Giazzi et al., 2022); about 200 rain gauges provided by the regional rain 
gauge network of Liguria, OMIRL (Osservatorio Meteo Idrologico della 
Regione Liguria), managed by the Ligurian Regional Environmental 

Fig. 3. Panel a): digital elevation model [m] of WRF simulation domains. Resolution of the domains varies from 4 km for the outermost domain to 1 km over the 
innermost domain. Panel b): a zoom of the higher resolution domain. 

Table 1 
Tested WRF parameterization schemes. First and third columns indicate the 
parametrized physical process, while second and fourth columns indicate the 
WRF parameterization code.  

Physical process Scheme Physical process Scheme 

CM 1 CM 51 
CM 2 CM 52 
CM 3 CM 53 
CM 4 CM 55 
CM 5 CM 56 
CM 6 CM 95 
CM 7 CM 97 
CM 8 PBL 1 
CM 9 PBL 5 
CM 10 PBL 6 
CM 11 PBL 7 
CM 13 PBL 11 
CM 14 PBL 12 
CM 16 PBL 16 
CM 17 PBL 99 
CM 18 SL 1 
CM 19 SL 91 
CM 21 L-S 1 
CM 24 L-S 2 
CM 26 L-S 3 
CM 28 L-S 4 
CM 50 L-S 5  

Table 2 
WRF parameterization schemes adopted as control configuration.  

Physical process Scheme Reference 

Long-wave radiation 1 (Mlawer et al., 1997) 
Short-wave radiation 1 (Skamarock et al., 2008) 
Cloud microphysics 5 (Ferrier et al., 2002) 
Planetary Boundary 

Layer 
1 (Hu et al., 2013) 

Surface Layer 91 (Grell et al., 1994) 
Land-Surface model 1 (Chen and Dudhia, 2001; Campbell et al., 

2019)  
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Protection Agency (ARPAL). 

4. Analysis methodology 

An objective quantification of the reliability of the results from high- 
resolution simulations is a very challenging problem, especially when 
studying convective phenomena resulting in severe precipitation 
extremely localized in space and time, as those analized in the present 
work. The first difficulty is the lack of sufficiently spatially detailed rain 
data in order to provide a realistic observed field able to describe the 
spatial variability of the fine-scale precipitation patterns that charac
terize these events. In our case, about 1,400 rain gauges cover an area of 
about 70,000 km2 and, although not uniformly distributed, provide data 
sufficient to describe the main characteristics of spatial variability of the 
studied events. A second problem for the verification of high-resolution 
simulations emerges when using categorical indexes based on the defi
nition of contingency tables, the so called ’double penalty’ error (Lack 
et al., 2010; Zingerle and Nurmi, 2008). This kind of point-based veri
fication is indeed very sensitive to a small displacement of precipitation 
patterns: even a relatively small spatio-temporal shift of features, which 
are correctly described in terms of intensity and size, might yield very 
poor categorical scores (Rossa et al., 2008). To overcome this issue, 
different new-generation spatial verification techniques have been 
developed. In particular, for our analysis, the Method for Object-Based 
Diagnostic Evaluation (MODE) (Davis et al., 2006; Davis et al., 2006) 
has been exploited. This method is based on the evaluation of the 
coupling degree between patterns (in our case precipitation areas above 
a certain threshold) identified both in the observed and simulated fields. 
This approach is particularly suitable to evaluate the model capability to 
reproduce structures associated to high-precipitation events produced 
by convective systems, which need high-resolution simulations to be 
correctly described. The coupling between observed and simulated 
features is calculated through the definition of an index that weighs 
different characteristics of the identified objects, such as spatial exten
sion, displacement, intensity, orientation and so on. This method too, 
however, suffers from some drawbacks. Even if patterns of interest have 
been identified both in the simulated and observed fields, it remains 
quite challenging to asses which couples of simulated and observed 
objects refer to the same phenomenon and therefore have to be 
considered, and which couples comply to different convective systems 
so that they should be rejected. In the following paragraphs of this 
section, the methodology adopted to overcome these problems and to 
obtain the most objective evaluation of the performances of the simu
lations is presented step by step. 

The first step concerned the choice of the threshold necessary to 
identify the objects associated to the phenomena under study. Since the 
present work is focused on the ability of the model to reproduce intense 
precipitation, high threshold values have been selected. The thresholds 
have been fixed as the 60 % of the precipitation maxima in the observed 
12-h accumulated precipitation fields, obtained from interpolation of 
rain gauges observations. Namely we considered six twelve-hours-long 
time intervals as summarized in Table 3, where the observed maxima 
and the corresponding threshold used to identify precipitation patterns 
are reported. Once the thresholds have been fixed, the connected areas 
where the precipitation field is above the selected thresholds constitute 

the objects in the precipitation field and identify the precipitation 
patterns. 

Such patterns have been identified both in forecast and observed 
fields and a coupling index, CI, for any forecasted and observed objects 
pair has been derived, by weighing different attributes through an al
gorithm (Davis et al., 2009): 

CIj =

∑M

i=1
wiFi,j

∑M

i=1
wi

(1)  

where j refers to the j-th pair of objects considered, M is the total number 
of attributes considered and each attribute is identified with the index i. 
Fi,j is the interest function that prescribes, on a scale from 0 to 1, how 
closely the i-th forecast attribute matches the observed one for the j-th 
couple of objects. Fi,j = 1 corresponds to a perfect matching. The co
efficients wi are the weights assigned to each attribute when computing 
a CI value for objects pairs. 

Davis et al. (2009) added a further coefficient, pi, which multiplies 
wi. Such a coefficient is used when the confidence in one attribute is 
dependent on the value of another attribute. The more significant 
example is the observed wind direction provided by an anemometer, 
whose confidence is related to the wind intensity (when the wind in
tensity is too weak, the observed direction is poorly resolved). In our 
case however, we will consider attributes which are independent of each 
other, such as centroid distance, spatial extension, extension of the 
intersection area and precipitation intensity within the objects bound
aries. Therefore, pi will be assumed constant and equal to 1. 

Even if the choice of the parameters reported in (1) is subjective and 
not universal, once these parameters have been fixed according to the 
specific focus of the research, this index provides a quite robust way to 
compare different simulations and to produce a hierarchy of best per
forming settings, helping to highlight even the smallest improvements 
associated to the different parameterizations. 

The evaluation of the coupling between forecast and observed ob
jects provides a good instrument to judge the capability of the model to 
reproduce observed patterns, but does not provide information about 
the tendency to under- or over-estimate precipitation. In other words, a 
simulation that produces an erroneously high number of precipitation 
structures, some of which perfectly stackable to the observed ones, will 
result in high values of CI, despite a global overestimation of the pre
cipitation. In the same way, a simulation that underestimates precipi
tation, but that is able to reproduce a small subset of the observed 
structures only, will again result in good values of the presented index. 

To overcome this problem and taking into account also the aptitude 
of the simulation to under- or over-estimate precipitation, the CI has 
been merged with two traditional point-wise indexes widely used in 
numerical models performances evaluation. In particular, Fals Alarm 
Rate (FAR) and Critical Success Index (CSI) (Wilks, 2006) have been 
used in this work: both indexes are based on punctual matching between 
forecasts and observations. After defining a precipitation threshold, it is 
possible to create a contingency table, like the one reported in Table 4, 
that summarizes all the possible combinations of forecast and observed 
precipitation above or below the given threshold (Wilks, 2006). 

Table 3 
Dates of the analyzed case studies (first column), observed precipitation maxima for twelve-hours-long time intervals (second column) 
and precipitation thresholds used to identify precipitation patterns both in the observed and forecast fields (third column).  

Precipitation accumulation period Observed maxima [mm] Threshold [mm]

00 UTC 2019/10/21–12 UTC 2019/10/21 86.6 49.3 
12 UTC 2019/10/21–00 UTC 2019/10/22 450.6 262.4 
12 UTC 2020/7/11–00 UTC 2020/7/12 72.4 41.6 
12 UTC 2021/16/9–00 UTC 2021/9/17 60.7 35.2 
00 UTC 2021/20/4–12 UTC 2021/10/4 587.6 330.6 
12 UTC 2021/10/4–00 UTC 2021/10/5 423.4 246.9  
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FAR is defined as the ratio of false alarms, i.e., erroneous prediction 
of intense precipitation, over the total number of non observed events: 

FAR =
n10

n10 + n00
(2) 

FAR ranges from 0 to 1, where 0 corresponds to a perfect forecast. 
CSI, instead, represents the ratio of the number of times the event 

was correctly forecasted to occur over the number of times it was either 
forecasted or occurred: 

CSI =
n11

n11 + n10 + n01
(3) 

CSI values are in the range from 0 to 1, and 1 corresponds to a perfect 
forecast. In our case, the comparison involved the whole observed and 
simulated fields, i.e. all grid points belonging to the simulated and 
observed fields entered in the calculation of the indexes in order to have 
an overall evaluation of the precipitation under- or over-estimation of 
the model. These two indexes have been therefore merged with CI, to 
compute a Global Index (GI) able to measure the capability of the sim
ulations to create the observed phenomena structures and the global 
tendency of the simulations to over- or under-estimate precipitation. GI 
is defined as: 

GI = (1 − FAR)*CI*CSI (4) 

GI = 1 corresponds to a perfect matching between forecast and 
observation. 

5. Results and discussions 

5.1. Cloud michophysics parameterization schemes sensitivity analysis 

5.1.1. Object-oriented verification 
As described in the previous section, the first step of the cascade 

sensitivity test involved varying 30 different CM parameterization 
schemes, keeping fixed other parameterizations as the reference 
configuration. 

As this work is focused on extreme events characterized by intense 
precipitation over small areas, the most relevant attributes to be taken 
into account in the computation of the coupling degree between pairs of 
simulated and observed objects, according to the CI index defined in (1), 
have been centroid distance, spatial extension, extension of the inter
section area and precipitation intensity within the objects boundaries. 
These attributes have been equally weighted, i.e, the relative weights wi 
reported in (1) assumed the same value (namely 1) in order to give equal 
importance to the four considered attributes when calculating the CI. 
Fig. 4 summarizes, for each model setting, the number of forecast- 
observed pairs that stay in each CI interval reported on the vertical 
axis, normalized to the total number of objects pairs associated to each 
scheme. In the picture, different values of the CI index (vertical axis) are 
reported versus the different CM schemes analyzed. The colored boxes 
represent the number of forecast-observed pairs (normalized to the total 
number of forecast-observed pairs associated to each scheme) that 
present a CI index laying in the corresponding interval. The high number 
of objects pairs found in correspondence of low CI values (i.e. the high 
number of forecast and observed patterns that present completely 
different features) does not necessarily means bad performance of the 
model. In the calculation of the CI index, precipitation patterns that refer 
to spatially distinct events cannot be filtered out; every forecast- 
observed objects pair present in a certain simulation is considered, i. 
e., also structures that pertain to different convective cells are coupled. 
To clarify this remark, it is useful to think of an observation field in 
which two objects (O1 and O2), i.e. areas above a certain threshold, 
were individuated, and a corresponding forecast field in which the same 
features (F1 and F2) were exactly represented (in term of centroid dis
tance, spatial extension, extension of the intersection area and 

Table 4 
2 × 2 contingency table in terms of counts of observed and forecasted precipi
tation for a selected threshold.   

Observed Not observed 

Forecasted n11 n10 

Not forecasted n01 n00  

Fig. 4. Relative frequency [-] of forecast-observed objects pairs (values shown in the colorbar), for different intervals of CI values [-], left-hand vertical axis, for all 
CM parameterization schemes analyzed. Right hand panel represents the frequency average (horizontal axis [-]) for different intervals of CI values (vertical axis) 
regardless the CM parameterization applied. 
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precipitation intensity within the objects boundaries). When computing 
CI, the two well-coupled pairs (O1-F1 and O2-F2) will provide high 
contribution to CI values (namely 1 in an idealized perfect situation), 
whereas the other two pairs (associated to the spurious coupling of 
different convective cells O1-F2 and O2-F1) would contribute with two 
very low values to such an index (0 if the two pairs pertain to completely 
different precipitation patterns). This example explains the high number 
of objects pairs characterized by low values of CI present in Fig. 4 and 

furthermore rises the question about obtaining an objective method to 
neglect CI values referring to objects pairs that pertain to different 
convective cells. In other words, it is necessary to fix a CI threshold value 
under which it is reasonable to assume we are evaluating the coupling 
between objects that refer to different features. In Fig. 4 it is possible to 
observe how the number of pairs generally decreases for increasing CI 
values. 

For values of CI in an approximate range between 0.45 and 0.6, 

Fig. 5. Panel a) : GI [-] evaluated for all CM parameterization schemes tested. Panel b) : CSI [-], left-hand vertical axis, FAR [-], horizontal axis and CI [-], colorbar, 
values that entered in the calculation of GI, for each CM parameterization schemes tested. 
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however, it can be observed, on average, a slight increase in the corre
sponding population of forecast-observed objects pairs. This fact is well 
visible from the right-hand panel of Fig. 4, where the frequency of the 
forecast-observed pairs, that stay in each of the CI interval reported on 
the vertical axis, has been averaged regardless the CM parameterization 
applied. So, taking into account all objects produced by all simulations 
regardless the microphysical scheme applied, the distribution of their 
coupling degree with all observed precipitation patterns is described by 

the black line on the right of Fig. 4. The frequency peak observed for CI 
values between 0.45 and 0.6 indicates that starting from these CI values 
we are no more coupling objects that would not be considered, but we 
are matching structures that effectively pertain to the same physical 
phenomenon. For the following analysis, hence, CI = 0.45 has been 
chosen as the threshold to be taken into account in the calculation of GI. 

Fig. 6. Panel a) : GI [-] evaluated for all PBL parameterization schemes tested. Panel b) : CSI [-], left-hand vertical axis, FAR [-], horizontal axis and CI [-], colorbar, 
values that entered in the calculation of GI, for each PBL parameterization schemes tested. 
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5.1.2. Merged point-wise and object-oriented verification 
In Fig. 5, panel a),GI is reported. The index has been evaluated for all 

tested CM schemes, and has been calculated from (4), where FAR and 
CSI have been averaged over all simulations corresponding to each 
model setting. CI instead enters in (4) as an average obtained consid
ering, for each model setting, only objects pairs that present a CI value 
above the threshold individuated in the previous subsection. From this 
analysis, it clearly emerges that CM 53 outperforms the other schemes. 
The three different terms entering in the calculation of GI are individ
ually plotted in Fig. 5, panel b), to explicitly show the weight of each 
parameter involved in the calculation of GI. CM 53 scheme provides the 
highest CSI value, the lowest FAR value among all CM schemes tested, as 
well as a quite high CI value, if compared with values provided by other 
CM schemes, finally resulting in the highest GI. This fact indicates a good 
compromise between over- or under-estimation of precipitation and 
quite good capability in reproducing observed structures. CM 53 
scheme, that considerably outperforms all other schemes (Fig. 5, panel 
a)), is a double-moment scheme for cloud water, but it is the only 
scheme, among the ones available in the WRF model, to be triple- 
moment for ice phase (Milbrandt et al., 2021). The gap between CM 
53 performance and those associated to all other schemes is quite sur
prisingly and suggests the fundamental role of this different way to treat 
ice particles within clouds. Although cloud ice is contemplated by all 
analized micophysical parameterizations, triple-moment ice schemes in 
principle result in a better representation of the ice particles size dis
tribution evolution and may be important for some aspects of modeling 
secondary ice production, recognised as a fundamental cloud micro
physical process (Cantrell and Heymsfield, 2005; Field et al., 2017), and 
its impacts on precipitation (Qu et al., 2022). Finally, a more accurate 
description of the evolution of cloud ice within the clouds through a 
triple-moment treatment can result in a more reliable simulation of the 
final precipitation. However, the development of triple-moment 
microphysical schemes is quite recent and these preliminary prom
ising results suggest a more in-depth analysis of mechanisms underlying 
cloud ice interactions, also extending the set of case studies, in future 
works. 

5.2. Planetary Boundary Layer schemes sensitivity analysis 

Following the result obtained by the first step of the cascade sensi
tivity test, CM 53 scheme has been fixed and the 8 PBL schemes sum
marized in Table 1 have been tested. GI values for the different PBL 
schemes are reported in Fig. 6, panel a). In this case, PBL 11, corre
sponding to the Shin–Hong (SH) PBL parameterization scheme (Choi 
and Han, 2020), outperformed other schemes. SH PBL parameterization 
is a scale-aware scheme that considers the grid-size dependencies of 
subgrid-scale turbulent vertical transport and for which the local and 
nonlocal heat transports are separately calculated by considering grid- 
size dependencies; therefore it can be more efficient in triggering con
vection. Unfortunately, the lack of observations of fluxes along the 
vertical profile prevents from a more in-depth evaluation of PBL dy
namics. In this case, the highest value of GI, associated to PBL 11 
scheme, derives from individually best values of FAR,CSI and CI indexes 
(Fig. 6, panel b)). It is interesting to note that the range of values 
assumed by GI in analysing the PBL performances is similar to the range 
of values associated to the CM parameterization schemes analysis. 
Therefore, from this analysis, the PBL parameterization schemes appear 
to play a major role, at least as much as the CM schemes, in simulation of 
precipitation associated to intense convective events. This fact could be 
related to the different vertical diffusion schemes assumed by the 
different PBL parameterizations, resulting in a different low-level 
transport of moisture, heat and momentum through the PBL to higher 
levels and within cloud (Zampieri et al., 2005), that can in turn affect the 
triggering of the convection. 

5.3. Surface Layer parameterization schemes sensitivity analysis 

Results presented in the previous subsection, show the strong impact 
on simulations of the PBL schemes in complex terrain, and further justify 
the need to analyse the effect of the SL (namely the lowermost layer of 
the PBL) parameterization schemes on the simulation of deep convective 
systems. In fact, the atmospheric surface layer typically represents the 
lowest part of the PBL, up to about 50 m from the ground surface, where 
the mechanical generation of turbulence exceeds the buoyant genera
tion or consumption (Businger et al., 1971; Srivastava et al., 2021), and 
once again can play a main role in triggering convection. In this case, 
since the SL and PBL schemes have often been designed to work with 
each other, only two SL schemes, SL 1 and SL 91, were compatible with 
the control configuration and PBL 11. 

Fig. 7, panels a) and b), summarizes the results of the SL analysis. GI 
range (Fig. 7, panel a)), as well as the range of values assumed by CSI,
FAR and CI (Fig. 7, panel b)) is smaller than those observed for CM and 
PBL schemes (Figs. 5 and 6) mainly because in this case only two SL have 
been analyzed. However, SL 91 parameterization, a scheme based on 
fifth generation Pennsylvania State University–National Center for At
mospheric Research Mesoscale Model (MM5) (Grell et al., 1994), has 
shown slight better performances and has been assumed for the 
following step of the sensitivity analysis. 

5.4. Land-Surface models sensitivity analysis 

The last part of the sensitivity study involved an evaluation of the 
impact that different L-S models have on precipitation simulated during 
the considered severe events. Five L-S models were compatible with 
WRF configuration individuated up to here and have been tested. These 
schemes are characterized by different degree of realism in the repre
sentation of soil physics, land cover type, soil water content, snow cover, 
drip, runoff or infiltration (García-García et al., 2022). As shown in 
many works, energy and water exchanges between the lower layer of the 
atmosphere and the ground surface can alter surface conditions, 
particularly during extreme weather events in summer (Seneviratne 
et al., 2006; Miralles et al., 2012; Hauser et al., 2016). 

Fig. 7 shows again some variability both in GI (panel c)) and in in
dividual CSI, FAR and CI indexes (panel d)) suggesting a high impact of 
L-S models on the simulation of the precipitation and allowing to indi
viduate a best performing model. Strong influence of L-S model in 
convective initiation has been shown in a recent work (Henderson et al., 
2022), where it has been demonstrated that different surface properties 
can lead to large discrepancies in the net surface radiative budget, 
particularly in the sensible and latent heating, that may significantly 
impact the timing and spatial evolution of convection and precipitation. 
L-S 1, the Unified Noah land-surface model adopted for control config
uration (Chen and Dudhia, 2001; Campbell et al., 2019), shows the best 
GI and also the best individual CSI, FAR and CI indexes, concluding our 
sensitivity test. 

Given the great importance that parameterization schemes have on 
the performances of NWP models, parameterizations have been the 
focus of numerous studies in recent years. However, comparisons among 
studies are complicated, in some cases there may be discrepancies be
tween different findings, also because results depend on the studied 
areas and events, as well as on the method used to analyse simulations. 
For example, Merino et al. (2022) conducted a WRF sensitivity study 
focused on severe events in Ebro valley and found a predominant role of 
microphysical schemes with respect to PBL parameterization schemes, 
in partial discrepancy with results obtained in the present work. So, 
given the great importance of the topic, it might be useful to systemat
ically compare case studies from many areas of the Mediterranean basin 
and the application of different methods of analysis, with the ultimate 
goal of improving robustness and value of the results. 
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6. Conclusions and perspectives 

In the present study, an expansive sensitivity test regarding different 
parameterization schemes available in WRF model, has been performed. 
Four significant precipitation events caused by the development of deep 
convective systems occurred in North-West Italy between 2019 and 
2021 have been selected to test the performances of different model 
schemes. Globally, 45 high-resolution simulations (1 km grid step), 
corresponding to 45 different WRF settings, have been produced for 
each of the four events. The quality of the different configurations has 
been assessed through a so-called cascade sensitivity test during which, 
starting from a control configuration, 30 different CM, 8 PBL, 2 SL and 5 
L-S parameterization schemes have been tested. The simulated precipi
tation fields have been compared with data from about 1,400 rain 
gauges spread across North-Western Italy, of which about 1,200 asso
ciated to citizen-science meteorological stations provided by Meteo
network and about 200 from the regional rain gauge network of Liguria, 
OMIRL. Due to the well known ’double penalty’ problem when evalu
ating high-resolution simulations through point-wise statistical indexes, 
an object-oriented verification based on MODE and obtained through 
the calculation of a coupling index (CI) between structures identified in 
observed and forecast fields, has been adopted. However, a stand-alone 
analysis based on the matching of observed-forecast precipitation pat
terns can be misleading when dealing with a high number of, observed 
and/or simulated, scattered structures. To overcome these problems, a 
Global Index, GI, obtained merging point-wise FAR and CSI indexes and 
the CI index deriving from object-oriented analysis, has been defined. GI 
provided an objective and reproducible instrument to emphasize also 
small differences in simulations allowing to obtain a hierarchy of best 
performing schemes. 

Two are the most significant results of our cascade sensitivity test 
based on the evaluation of GI. 

Firstly, the CM 53 significantly outperforms all other cloud micro
physics parameterization schemes, presenting the highest CSI index and 

the lowest FAR index among microphysical schemes tested, as well as 
quite high value, with respect to the range of values assumed by other 
parameterizations, of CI. It is interesting to note that CM 53 is the unique 
cloud ice triple-moment scheme, highlighting the role of a triple- 
moment treatment of this hydrometeor in the description of the stud
ied events. 

Secondly, the range of values assumed by GI for different PBL 
schemes, as well as for different L-S models, is similar to the one 
observed for CM schemes, and therefore underlines the leading role of 
the PBL and L-S parameterizations in simulating precipitation associated 
to intense convective events. In fact, these schemes describe the subgrid- 
scale turbulent vertical transport in lower atmospheric layers, the en
ergy and water exchanges between the lower layers of atmosphere and 
the ground surface, as well as the net surface radiative budget, all as
pects that may strongly affect the triggering and the evolution of 
simulated precipitation for deep convective events. More difficult is to 
asses the role of the SL schemes being only two SL parameterizations 
compatible with the adopted control configuration. 

This study is a promising work because the identified best perform
ing WRF setting together with the defined analysis method provide the 
instruments for future evaluation of the impact on WRF performances of 
different data assimilation methods and input data. It is however worth 
mentioning that the presented cascade sensitivity test is driven by the 
need to reasonably limit the number of parameterization schemes 
combinations to study. The complex interaction between the different 
parametrized phenomena and the high impact that all different sets of 
tested schemes (CM, PBL, SL and L-S) have on model performances 
imply that this study can miss some specific combination of high- 
performance schemes. However, this work provides a quite robust 
analysis method that could be applied in future to an extended set of 
parameterizations. 

Fig. 7. Panel a) : GI [-] evaluated for all SL parameterization schemes tested. Panel b) : CSI [-], left-hand vertical axis, FAR [-], horizontal axis and CI [-], colorbar, 
values that entered in the calculation of GI, for each SL parameterization schemes tested. Panel c) : GI [-] evaluated for all L-S models tested. Panel d) : CSI [-], left- 
hand vertical axis, FAR [-], horizontal axis and CI [-], colorbar, values that entered in the calculation of GI, for each L-S models tested. 
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