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Abstract In this work we present a new method for the
combination of electroweak (EW) corrections at high ener-
gies, the so-called EW Sudakov logarithms (EWSL), and
next-to-leading-order QCD predictions matched to parton-
shower simulations (NLO+PS). Our approach is based on
a reweighting procedure of NLO+PS events. In particular,
both events with and without an extra hard emission from
matrix elements are consistently reweighted via the inclu-
sion of the corresponding EWSL contribution. We describe
the technical details and the implementation in the Mad-
Graph5_aMC@NLO framework. Via a completely auto-
mated procedure, events at this level of accuracy can be
obtained for a vast class of hadroproduction processes. As
a byproduct we provide results for phenomenologically rel-
evant physical distributions from top-quark pair and Higgs
boson associated production (t t̄ H ) and from the associated
production of three Z gauge bosons (Z Z Z ).
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1 Introduction

After the first two runs of the Large Hadron Collider (LHC),
our knowledge of the fundamental interactions of elementary
particles has tremendously improved. Above all, the Higgs
boson has been observed [1,2] and its properties have been
found compatible [3] with those predicted by the Standard
Model (SM), further corroborating the current theory of fun-
damental interactions. On the other hand, no clear sign of
beyond-the-SM (BSM) physics has been found at the LHC
so far, as it has been the case for previous colliders. In 2022,
ten years after the discovery of the Higgs boson, the Run-3
has started and during this period and the subsequent High-
Luminosity (HL) runs [4–9], the total amount of recorded
data by the LHC will increase by a factor of 20 w.r.t. the Run-
1 and Run-2 data sets combined. Moreover, several options
have been proposed for future colliders, involving collisions
at higher energies between protons and/or leptons (includ-
ing also muons). It is therefore clear that the quest for new
physics at colliders is only at its initial stage.

The success of this quest relies on the availability of pre-
cise and accurate SM predictions. In other words, the possi-
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bility of calculating QCD and electroweak (EW) higher-order
corrections. Regarding fixed-order perturbative expansion,
QCD radiative corrections at Next-to-Leading-Order (NLO),
Next-to-NLO (NNLO) or even Next-to-NNLO (N3LO) accu-
racy are nowadays available for several processes. In fact,
both NLO QCD and NLO EW corrections can be calcu-
lated for processes with high-multiplicity final states, with
limitations given only by computing power. This is possi-
ble since such corrections have been implemented in Monte
Carlo generators and their calculation has been even auto-
mated [10–17], at different levels in the different frameworks,
using different one-loop matrix-element providers [18–24].

Another unavoidable ingredient for the simulation of
events at (hadron) colliders is the modelling of the multi-
ple emission of (QCD) partons and their hadronisation, i.e.,
Parton Shower (PS) simulations. However, while the match-
ing of NLO QCD corrections and parton shower effects has
already been achieved [25–27] (also for NNLO [28–31] and
recently even N3LO accuracy [32] for specific processes)
and automated since a long time, in the case of NLO EW
corrections a process-independent approach still needs to be
formulated and either only approximations or case-by-case
exact solutions have appeared in the literature so far [33–41].
It is therefore desirable that the lack of a general algorithmic
procedure for the exact matching of NLO QCD+EW pre-
dictions and PS simulations is solved as soon as possible,
especially since it is well known that NLO EW corrections
can strongly depend on the kinematics, and the naive esti-
mate of their relative impact (NLO EW∼ O(α) ∼ O(1%) in
absolute value) can be easily violated by one or more order
of magnitudes. On the one hand, the origin of this violation
can be due to a specific mechanism for a specific process
and/or observable [42–48]. On the other hand, the origin of
this violation (NLO EW � 1% in absolute value) is typi-
cally related to two different kinds of effects, which are uni-
versal. First, the final-state-radiation (FSR) of photons from
light fermions, which is of QED origin and, e.g., distorts the
Breit-Wigner distributions of the Z -boson decay products.
The modelling of FSR is available within modern PS simu-
lators, such as Pythia8 [49–51],Herwig7 [52], and Sherpa
[53–55]. Second, the EW Sudakov logarithms (EWSL) [56]
of the form αn logk(s/M2

W ) with k ≤ 2n, which are mainly of
weak origin and become relevant at high energies (s � M2

W ).
An algorithmic procedure for their evaluation at one- [57,58]
and two-loop [59–62] accuracy is available since long time,
the so-called Denner and Pozzorini (DP) algorithm for the
Sudakov approximation. It has been automated for the first
time [63] in the Sherpa framework, and, after the revisi-
tation and improvement of particular features [64], in the
MadGraph5_aMC@NLO framework [10,16].

It is clear therefore that having automated tools for
generating events at NLO accuracy matched to PS simu-
lation (NLO+PS) where not only NLO QCD corrections

(NLOQCD+PS) but also the dominant NLO EW ones, FSR
and EWSL, are taken into account is very useful for current
and future experimental analyses, especially if the addition
of the EW contributions does not slow down the generation
of the events. An example of a tool of this kind based on Ref.
[63] and the Meps@Nlo [65] method has already appeared
in the literature [66] and it has been applied to a specific
process: Z Z and Z Z j merged production. This work has
shown the relevance of such studies and the advantages of
a general-purpose automation for (at least) SM processes in
general.

The current work precisely presents the automation, in the
MadGraph5_aMC@NLO framework, of combined EWSL
and NLOQCD+PS accuracy, including QED FSR, for the event
generation of SM processes. We have implemented it in this
framework, since it offers all the capabilities for achieving
this goal. Indeed, in MadGraph5_aMC@NLO the follow-
ing three features are already available:

• The automated calculation of matched NLOQCD+PS sim-
ulation, via the interface with external PS simulators.

• The automated evaluation of EWSL at one-loop accuracy.
• The possibility of reweighting events (e.g. changing

model parameters) from LO and NLO simulations [67].

Our strategy therefore is based on the reweighting of
NLOQCD+PS events taking into account the EWSL contri-
bution. FSR can then eventually be simulated directly via the
PS. In doing so, we do not reweight with the EWSL only
the LO contribution from the hard process, but also the QCD
one-loop virtual contribution as well as the first QCD real
emission. For the latter, we take into account that both the
kinematics and the external states are different. In this way,
especially for high-energies (s � M2

W ), a good approxima-
tion of NLO EW corrections is correctly taken into account
both for the Born-like process and the one with an extra hard
jet. Automatically, the NLO QCD prediction for the inclusive
production is correctly reweighted via the EWSL, and QCD
shower effects are taken into account. Moreover, by adopting
the so-called SDKweak scheme [64] for the EWSL, which
consists of a complete removal of QED effects of infrared
(IR) origin, FSR or in general QED effects can be included
in the PS simulation avoiding their double counting.

Since the evaluation of EWSL involves only tree-level
matrix elements and compact analytical formulas (see Ref.
[64]), one of the advantages of reweighting via the Sudakov
approximation is the speed of this procedure and especially
the numerical stability of the results. However, especially for
the real emission contributions, it is crucial that the EWSL
are damped in phase-space regions where any of the kine-
matical invariants involving two external states is smaller
than M2

W . This is necessary not only because in such phase-
space regions the Sudakov approximation is not valid, but
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also because the soft and collinear limits relating n + 1
and n final states in QCD must be preserved for a correct
matching of NLOQCD predictions and PS simulations also
after the reweighting. The approach we have adopted for
solving this problem is completely general and, although
we will discuss in the paper its implementation in Mad-
Graph5_aMC@NLO, could be in principle extended for
other matching schemes. Since the approach is based on the
reweighting, i.e. a step happening after the event generation,
it does not rely on the strategy for the event generation itself.

In this paper we focus on the technical implementation and
its validation, leaving phenomenological studies and com-
parison with exact NLO EW accuracy predictions to ded-
icated works. Nevertheless, we show results for two repre-
sentative SM processes: the top-quark pair and Higgs associ-
ated hadroproduction (pp → t t̄ H ) and the hadroproduction
of three Z gauge bosons (pp → Z Z Z ). We consider for
both processes the final-state particles as stable, while for
the latter we also consider the case of Z bosons decaying
into e+e− pairs, enlightening the relevance of considering
both EWSL and QED FSR contributions. In doing so, we
use MadSpin [68] for performing the decays and therefore,
while the reconstruction of the tree-level spin correlations
are taken into account, we do not preserve the information
of the correlation of the helicity-dependent EWSL with the
helicities and angular distributions of the decay products.1

The paper is organised as follow. In Sect. 2 we discuss
the motivations for this work and the general structure of our
implementation in MadGraph5_aMC@NLO of an auto-
mated framework for performing NLOQCD+PS simulations
including also the effects of EWSL. In Sect. 3 we give
the technical details of the implementation of the reweight-
ing approach in MadGraph5_aMC@NLO. In Sect. 4 we
present results for t t̄ H and Z Z Z hadroproduction at 13 TeV
collisions. In Sect. 5 we give our conclusion and outlook.
Finally, in Appendix A we briefly summarise the DP algo-
rithm as revisited in Ref. [64], focusing on the concepts and
the formulas that are relevant for the discussion of Sect. 3.

2 Overview of the problem and proposed solution

As already mentioned in the introduction, in this section we
discuss the motivations for this work and the general struc-
ture of the implementation in MadGraph5_aMC@NLO of
an automated framework for performing NLOQCD+PS sim-
ulations including also the effects of EWSL, i.e., NLO EW
corrections in the Sudakov approximation. For the very inter-
ested readers, the technical details can be found in Sect. 3. In
the following, we start by introducing the notation, which will

1 During the publication of our work, this issue was addressed for the
first time in Ref. [69].

be also used in Sect. 4 where we present numerical results
for selected processes.

2.1 Notation

At fixed order, adopting the notation already used in Refs.
[12,16,17,46,70–77], the different contributions from the
expansion in powers of αS and α to the differential or inclu-
sive cross section � of a generic (SM) process up to NLO
can be denoted as:

�LO(αS, α) = �LO1
+ · · · + �LOk

, (2.1)

�NLO(αS, α) = �NLO1
+ · · · + �NLOk+1

, (2.2)

where k ≥ 1 and is process dependent. At LO, meaning
tree-level diagrams only, there can be more than one pertur-
bative order αn

S α
m and each one of the orders is associated

to a different �LOi
, but the sum n + m is constant for each

process. If �LOi
∝ αn

S α
m then �LOi+1

∝ αn−1
S αm+1. Simi-

larly, including one-loop corrections, there is more than one
perturbative order and each one is associated to a different
�NLOi

, and if �LOi
∝ αn

S α
m then �NLOi

∝ αn+1
S αm and

�NLOi+1
∝ αn

S α
m+1. The full set of LO and NLO orders is

the so-called Complete-NLO order.
In this paper we are interested, from the fixed-order side,

in the quantities

LOQCD ≡ �LO1
, (2.3)

NLOQCD ≡ �LO1
+ �NLO1

, (2.4)

NLOQCD+EW ≡ �LO1
+ �NLO1

+ �NLO2
, (2.5)

EWSL ≡ O
(

logk(s/M2
W )

)
of �NLO2

, with k = 1, 2 ,

(2.6)

LOQCD+EWSL ≡ LOQCD + EWSL , (2.7)
NLOQCD+EWSL ≡ NLOQCD + EWSL . (2.8)

The rest of the Complete-NLO prediction, �LOi
with i > 1

and �NLOi
with i > 2 is not considered and is not relevant

for the discussion in this paper. Still it is worth to mention
that, as it is already very well known (see e.g. Ref. [70]),
the NLO EW corrections, i.e. �NLO2

= NLOQCD+EW −
NLOQCD, involve both O(α) corrections on top of LOQCD

and O(αS) corrections on top of the LO2, where we have
used the abbreviation (N)LOi ↔ �(N)LOi

. Some technical
subtleties related to this point are discussed in Sect. 3.2.

2.2 State of the art and general considerations

The reason why at high energies, and when all the invariants
are large, EWSL are a very good approximation of NLO EW
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corrections (the NLO2 term) is that

NLO2 − EWSL

LOQCD
∼ α

(
O(1) + O

(
M2

W

s

))
, (2.9)

which is a non-negligible contribution only if we are consid-
ering a process for which a precision of very few percent is
relevant. EWSL are precisely the ingredient that is missing in
many present and future experimental analyses at the LHC
that are targeting particles with transverse momenta larger
than or equal to a few hundreds of GeV. Due to statistics and
other uncertainties of both experimental and theoretical ori-
gin, these analyses are sensitive to effects of O(10%). Thus,
in those cases, EWSL cannot be ignored. The same analyses
cannot ignore also the effects due to NLO QCD corrections
and clearly PS simulations.

While the matching of NLOQCD+EW with PS (NLOQCD+EW+
PS) is in general far from trivial, the case of NLOQCD+EWSL

(NLOQCD+EWSL + PS) is indeed trivial once a NLOQCD+PS

matching is already available. In the NLOQCD+PS matching,
PS can simulate only effects of O(αn

S ) with n > 0 on top
of NLOQCD. The matching consists in avoiding the double
counting of the case n = 1 on top of the LOQCD component.
If now we start with the NLOQCD+EWSL at fixed order, PS
effects on top of the EWSL components will induce effects
of O(ααn

S ) with n > 0 on top of the LOQCD, which cannot
be double-counted by construction.

In the previous argument we have implicitly assumed that
PS involves only QCD effects, but in modern PS simulators
also QED effects such as FSR, possibly involving also pho-
tons splitting into fermions, are taken into account. In those
cases, the PS simulations will induce effects of O(αmαn

S )

with m + n > 0 on top of the LOQCD component, which can
instead lead to a possible double-counting of the EWSL in
the case m = 1, n = 0. The solution in this case is using the
scheme denoted as SDKweak in Ref. [64]. This scheme com-
pletely neglects effects of pure-QED origin in the evaluation
of EWSL and therefore takes into account only the purely
weak ones, avoiding the double-counting (more details are
given in Appendix A). The QED component of the EWSL
would anyway vanish in observables inclusive in the pho-
ton radiation, but otherwise large QED effects are simulated
directly by the shower.2 These effects include not only the
QED component of the EWSL but also FSR effects such as
the already mentioned distortion of the Breit-Wigner distri-
bution from the Z boson decay. This means that it is pos-

2 In Ref. [64] the SDKweak has been devised in order to take into account
the cancellation between the virtual and real QED components. This
cancellation has not been formally proven but it is supported by several
examples that are reported and discussed in Ref. [64]. One should notice
that here we do not want to take into account this cancellation, instead
to completely remove the QED component and leave its simulation to
the PS. Therefore, the choice of the SDKweak approach is not motivated
by the cancellation between virtual and real QED contributions.

sible to generate NLOQCD+EWSL events for the production
of heavy objects (W, Z , H bosons or top quarks) and let
them decay directly via the shower or programs like Mad-
Spin [68] including QED FSR effects from the shower in
NLOQCD+EWSL + PS simulations.3 We stress the fact that
with the notation “PS” we understand the presence of both
QCD and QED effects in the shower.4 When we will refer
to the purely QCD effects in the PS we will use the notation
PS��QED.

The reader may wonder what would be the problem if
in the previous argument instead of considering EWSL, the
exact NLO EW corrections were considered, namely the
NLOQCD+EW+PS case. First of all, it is important to note that
claiming NLO EW accuracy means having under control the
exact O(α) effects, together with the advantages of shower
simulations, meaning e.g. the possibilities of setting hard
jet-vetoes or studying the transverse momentum of the total
final-state system without obtaining the typical pathological
results of fixed-order simulations, where large logarithms are
not resummed. For this reason not only the QED shower on
top of LOQCD but also the standard QCD part of PS on top
of the LO2 must be taken into account and matched to the
NLO EW corrections. Especially the latter contribution poses
non-trivial challenges, since the colour flow is not defined as
the LO2 contribution is typically an interference and not a
squared amplitude. Intermediate solutions to these problems
have been proposed (see Refs. [35–37] for applications to
phenomenology, possibly extended to multi-jet merged pro-
cesses, and Ref. [89] for more formal aspects related e.g. to
the definition of colour flows for interferences), and results
with an exact matching at NLOQCD+EW + PS have been
presented only for cases where the LOi , with i > 1 are not
present [33,34,38–40], recently even at NNLOQCD+EW +PS
accuracy [41]. However, a general method has not appeared
so far in the literature.

Even if a general NLOQCD+EW + PS method were avail-
able, the possibility of obtaining NLOQCD+EWSL +PS is still
desirable for practical reasons: speed and stability. EWSL can
be calculated via compact analytical formulas and tree-level
matrix elements only, as explained in Appendix A. Therefore,
unlike exact NLO EW corrections, they can be evaluated in
a much faster and numerically stable way, without numerical
cancellations between real and virtual contributions.

3 The approach described here would fail in case of the inclusion of
purely weak effects directly in the shower [78–81]. However, the mul-
tiple emission of heavy bosons (denoted later in the text as HBR) are
not relevant for 10–100% precision even at a 100 TeV proton–proton
collider [82]. Similar consideration applies for the evolution of pro-
ton PDFs involving weak splittings [83,84]. We note that the case of a
high-energy lepton collider is a completely different scenario [85–88].
4 This is the default in the PS input files generated by Mad-
Graph5_aMC@NLO.
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That said, we want to stress that the EWSL are an approxi-
mation of the exact NLO EW corrections and therefore there
could be non-negligible effects at high energies that cannot
be captured, such as photon-initiated contributions (see, e.g.,
Ref. [90]). In general, given the possibility of performing
at fixed order both the calculations of EWSL and of exact
NLO EW corrections, for any phenomenological study, we
strongly suggest to compare the two approaches beforehand.

2.3 Proposed solution: NLOQCD ⊗ EWSL + PS

In this work we present the automation not only of the
NLOQCD+EWSL + PS, and also of its simpler version at LO
denoted as LOQCD+EWSL + PS, but also of what we will
denote as

NLOQCD ⊗ EWSL + PS , (2.10)

which will be our best prediction and will be described briefly
in the following, leaving the technical details to Sect. 3.

First of all, predictions at NLOQCD ⊗ EWSL + PS accu-
racy are obtained by showering events at NLOQCD ⊗ EWSL
accuracy: at variance with the NLOQCD+EWSL case, not only
the LOQCD contribution but also the NLO QCD corrections
(�NLO1

) receive corrections from EW Sudakov logarithms of

O (
α logk(s/M2

W )
)

with k = 1, 2. It is important to note that
the NLO QCD corrections originate from both virtual and
real contributions. While the former have the same external
states and kinematics as the Born contribution, the latter are
different. The EWSL have to be therefore evaluated sepa-
rately for the virtual and real contributions.

Using a notation that will be exploited in Sect. 3, we denote
with δEWSL

(S)
the relative impact of the EWSL on top of the

LOQCD,

δEWSL
(S)

≡ EWSL

LOQCD
. (2.11)

Similarly, considering the same process plus the radia-
tion of a Hard QCD parton, the corresponding quantity is
instead denoted with δEWSL

(H)
. As guiding principle, in the

NLOQCD ⊗ EWSL predictions we want that, similarly to the
LOQCD contribution, also NLO QCD virtual and real con-
tributions in the Soft/collinear regions receive δEWSL

(S)
cor-

rections. Conversely, the contribution from hard and non-
collinear real emissions should be corrected by δEWSL

(H)
. At

the same time, we need to ensure that in the soft/collinear
limits

δEWSL
(H)

−→ δEWSL
(S)

. (2.12)

Condition (2.12) is unavoidable for two different reasons:

1. Virtual and real IR poles need to receive the same correc-
tions from EWSL, so that the cancellation of the diver-
gences is preserved.

2. In the soft and/or collinear limits at least one of the kine-
matical invariants involving two external states is by def-
inition smaller than M2

W , invalidating the applicability of
the Sudakov approximation and the sensibility of δEWSL

(H)
.

Condition (2.12), leaves freedom on how to implement the
mapping between δEWSL

(H)
and δEWSL

(S)
and we will discuss the

practical implementation in Sect. 3.
The strategy adopted for correcting the different contribu-

tions by either δEWSL
(S)

or δEWSL
(H)

is very similar to the one used
in, e.g., Ref. [91] and relies on the general framework intro-
duced in Ref. [67]: reweighting NLO events before shower-
ing them. We will give more details in Sect. 3, but the idea
is the following. In the MC@NLO formalism two kinds of
events are generated, namely the S and H events. The latter
class corresponds to the contribution from hard real emission
to NLO QCD corrections. It takes into account the contribu-
tion of the Monte Carlo (MC) counter term, which is precisely
added in order to avoid the double counting from PS effects
on top of the LOQCD. On the contrary, the rest of the contri-
butions entering the NLO QCD predictions corresponds to S

events. Given a process pp → X , with X having multiplic-
ity n, S events are of the kind 2 → n, while H events are of
the kind 2 → n + 1. Denoting the weights of the former as
wS and the weight of the latter as wH,5 the events generated
at NLOQCD accuracy with the MC@NLO matching scheme
can be promoted to NLOQCD ⊗ EWSL accuracy performing
the following reweighting before the parton shower:

S : wS �⇒ (1 + δEWSL
(S)

)wS, (2.13)

H : wH �⇒ (1 + δEWSL
(H)

)wH. (2.14)

After the reweighting, events can be showered obtaining pre-
dictions at NLOQCD ⊗EWSL +PS accuracy. Again, we will
give many more details on the procedure in Sect. 3.

3 Technical details of the EW Sudakov reweighting
strategy

In Sect. 2 we described the general features of the NLOQCD⊗
EWSL + PS approximation and the motivations behind
it. In this section we provide the technical details of the
reweighting procedure, which we have implemented by
extending the general-purpose reweighting module ofMad-
Graph5_aMC@NLO [67]. First, we briefly recall the basics
of the MC@NLO matching, following a very similar argu-
ment of Ref. [91]. Then we describe how in practice we
use the DP algorithm for implementing the prescription in
Eqs. (2.13) and (2.14) ensuring the condition (2.12). We

5 In practice, since MC@NLO events are unweighted up to the sign,
one has |wH| = |wS|.
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remind the reader that in Appendix 1 we have summarised
the basic structure of the DP algorithm and its revisitation in
Ref. [64], including technical aspects that are also relevant
in this section.

3.1 MC@NLO matching and reweighting

The structure of a fixed-order NLO calculation of a cross
section dσ , as performed withinMadGraph5_aMC@NLO,
for a 2 → n production process can be summarised by the
following equation

dσ = dφn

(
B + V + Cint

)
+ dφn+1 (R − C) . (3.1)

The terms B,V,R are respectively the Born, virtual and real
emission contributions. The term C is the local counterterm
that renders the integral over the dφn+1 phase-space finite,
where dφn+1 ≡ ∏n+1

k=1 dφ̄k and dφ̄k is the differential of the
phase-space integration associated to the particle k. The term
Cint is the integrated form of C over dφn+1/dφn , such that
Cint − ∫ C dφ̄n+1 = 0. The specific form of the counterterms
depends on the subtraction scheme that is used, e.g. FKS
[92] or CS [93], where the former is the one on which the
MadGraph5_aMC@NLO implementation is based.

In the case of matching of NLOQCD computations with PS
in the MC@NLO formalism, on top of the local counterterm
C one has to also include the so-called Monte-Carlo coun-
terterm CMC [25], in order to avoid the double counting of
PS effects on top of theB contribution. The counterterm CMC

accounts for the cross section one obtains from PS simula-
tions by truncating the perturbative expansion at O(αm+1

S ),
where LO1 is of O(αm

S ). The MC counterterm depends on
the specific PS simulator one interfaces the calculation to6,
but since the leading IR behaviour of any PS simulator is
the same as the one of R (or equivalently −V after integrat-
ing over dφ̄n+1), the analogue of Eq. (3.1) for NLOQCD+PS

simulation is

dσ (S) = dφn+1

[(B + V + Cint) dφn

dφn+1
+ (CMC − C)

]
, (3.2)

dσ (H) = dφn+1 (R − CMC) , (3.3)

where dσ (S) and dσ (H) are the cross sections associated to the
S andH events, respectively.7 Unlike fixed-order calculations
(see Eq. (3.1)), MC counterterms are such that the dσ (S)

6 In MadGraph5_aMC@NLO the NLOQCD+PS matching has been
fully validated [94,95] for Pythia8 [49–51], but also Herwig++ [96,
97], Herwig6 [98,99], Herwig7 [52] and Pythia6 [100], for only
strongly-interacting particles in the final state in the case of pT -ordered
Pythia6.
7 The fact that in both classes of events the integration measure dφn+1
appears is due to the fact that they are integrated together; in the case
of S events, the n + 1-body phase space is simply projected on the
underlying n-body one.

and dσ (H) subtracted cross sections are separately finite and
therefore Born-like (S) and real-emission (H) events can be
unweighted.

The reweighting prescription of Eqs. (2.13) and (2.14)
corresponds to

S : dσ (S) �⇒ (1 + δEWSL
(S)

)dσ (S), (3.4)

H : dσ (H) �⇒ (1 + δEWSL
(H)

)dσ (H). (3.5)

As can been easily seen in Eq. (3.3), the exact cancellation
between the term C and Cint is preserved. The cancellation of
the CMC dependence between Eqs. (3.2) and (3.3) is instead
more subtle and relies on the condition (2.12). Before giv-
ing details on the implementation of δEWSL

(H)
and δEWSL

(S)
, and

especially the functional form of the mapping between them
for ensuring this condition, we discuss the implications of
Eqs. (3.4) and (3.5).

First of all, since O(δEWSL
(S)

) = O(δEWSL
(H)

) = α, all fea-
tures of pure-QCD origin are exactly preserved. Consider-
ing EW interactions, the term EWSL in Eq. (2.6) is given
by BδEWSL

(S)
combining (3.2) and (3.4). In fact, what we

have denoted as NLOQCD+EWSL + PS in Eq. (2.8) corre-
sponds to generating events by setting δEWSL

(H)
= 0 and mul-

tiplying only the term B in (3.4) by δEWSL
(S)

. Similarly, the
LOQCD+EWSL + PS approximation is obtained by keeping
only the term BδEWSL

(S)
. Both approximations can be achieved

in a much easier way without reweighting, but rather account-
ing directly for the effects of EWSL in the event generation.
This is precisely how we perform such simulations.

The NLOQCD ⊗ EWSL + PS accuracy consists instead
of showering events generated at NLOQCD ⊗ EWSL accu-
racy, which in turn consists of the reweighting procedure
of Eqs. (3.4) and (3.5) applied on events generated via
the MC@NLO approach (Eqs. (3.2) and (3.3)). From the
arguments of the previous paragraph it is clear that the
NLOQCD+PS, LOQCD+EWSL + PS and NLOQCD+EWSL + PS
accuracies are still valid within the NLOQCD ⊗ EWSL + PS
one, which therefore is superior. More specifically,

NLOQCD ⊗ EWSL + PS

LOQCD+PS
= NLOQCD+EWSL + PS

LOQCD+PS
+ O(αSα),

(3.6)
NLOQCD ⊗ EWSL + PS

LOQCD+PS
= NLOQCD+PS

LOQCD+PS
+ O(α), (3.7)

NLOQCD ⊗ EWSL + PS

LOQCD+PS
= LOQCD+EWSL + PS

LOQCD+PS
+ O(αS), (3.8)

where in the previous three equations we have specified only
the leading term in the combined αS and α expansion. Thus,
what is left for discussion is the consistency of our approach
for higher orders and in particular the combination of NLO
QCD corrections, EWSL and PS effects: the terms ofO(αSα)

(and higher) indicated in Eq. (3.6).
Implicitly in the CMC terms there is a dependence on the

shower scale μS . Roughly speaking, emissions of partons
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at an energy smaller than μS are dealt by the PS simulator,
while the first emission at energy larger than μS is given
by the matrix element R.8 An NLOQCD+PS simulation pre-
serves NLOQCD accuracy matching it to Leading-Log (LL)
accuracy in QCD for soft and collinear emissions. Still, a μS

dependence, beyond the aforementioned accuracy, is left and
it can be exploited for estimating higher-order effects.

Since the NLOQCD ⊗ EWSL + PS accuracy is an ad hoc
approximation for accounting for the dominant EW correc-
tions together with PS effects, the question “At what order
is the μS-dependence emerging?” is rather academic. We
want to elaborate anyway on that in the following, since
it will help to understand the consistency of our approach
and the relevance of the 1st motivation for the prescription
(2.12). Concerning the pure-QCD contributions, it is exactly
the same situation of NLOQCD+PS: it appears beyond NLO
QCD accuracy. Taking into account EW corrections, the μS-
dependence can emerge only at one order of αS beyond the
EWSL in Eq. (2.6).

In addition to this, if μS ∼ MW  √
s, in the relevant

region of the matching where the transition between S and
H events take place, condition (2.12) actually takes the form
δEWSL

(S)
= δEWSL

(H)
. As it will be explained in Sect. 3.2, the

condition (2.12) is ensured if any of the invariants is smaller
or equal to M2

W . Therefore no dependence on μS related to
EWSL is present at all.

If instead μS ∼ √
s > MW , a dependence on μS can be

present at one order αS beyond the EWSL in Eq. (2.6). It
is important to note that this dependence is often due to the
unbalance between the δEWSL

(S)
for a given process of the form

(A.2) and δEWSL
(H)

of the same form with an additional gluon
(either in the initial or final state), which does not interact
electroweakly. Thus, these effects are in fact expected to be
even smaller than their naive estimate: O(αS) × O(EWSL).

We show a concrete example of what we have discussed in
this section. In Fig. 1 we consider the case of Z Z hadropro-
duction where we have set the cuts

pT (Z) > 600 GeV, m(Z Z) > 1200 GeV, (3.9)

in order to probe the region μS ∼ √
s > MW . We show

results for two different values of the shower scale μS , in
particular μS = k × HT /2 with k = 1 and k = 0.2. The
case k = 1 is the standard value,9 while k = 0.2 is an ad hoc
value which has been chosen just for our purpose.

In the main panel of Fig. 1 we show the NLOQCD+PS pre-
dictions for the two different values of k, denoted in the plot
as S + H (blue) and separately the results for the S (orange)

8 In fact, neither a sharp cut for the energy of the first emission at μS is
present, nor the relevant variable is exactly the energy. However in first
approximation this is a correct picture of the underlying mechanism and
the details are not relevant for the present discussion.
9 For more details on the shower scale settings see Refs. [10,101].

Fig. 1 Technical test that the relative impact of EWSL on the S + H

samples depends very mildly on the value of μS . The representative
case of Z Z hadroproduction with the cuts in (3.9) is shown

and H (green) events alone. The case k = 1 corresponds to
the solid lines, the case k = 0.2 to the dashed ones. It is
important to notice that different values of k return very dif-
ferent contributions from the S events and the H ones and a
non-negligible dependence on k, as expected, is left also in
the total prediction S+H. In the first inset we show the ratio

rEWSL ≡ NLOQCD ⊗ EWSL + PS

NLOQCD+PS
, (3.10)

for the three different sets of events and two different shower
scales. It is manifest how the impact of the EWSL is very dif-
ferent for the S, or H, events alone when k = 1 or k = 0.2,
while in the case of the full set of events S + H there is
almost no dependence on the shower-scale choice. This sup-
ports our previous argument regarding the fact that although
a dependence on μS of O(αS) × O(EWSL) can be present,
it is actually expected to be even smaller.

In the last inset we show the ratio between the predictions
for k = 1 and k = 0.2 for the three different sets of events.
The case of the NLOQCD ⊗ EWSL + PS predictions corre-
spond to the dotted lines while the NLOQCD+PS case to the
solid ones. First, we can see that for each set of events (also
for the set S + H) there is a visible difference between the
case k = 1 and k = 0.2. Second, one can notice how the ratio
is unaffected by the presence of the EWSL contribution.
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3.2 Implementation of δEWSL
(S)

and δEWSL
(H)

In the following we describe in detail how the δEWSL
(S)

and
δEWSL

(H)
functions are implemented, starting with the case of

δEWSL
(S)

.
In this work, we employ the following approach:

δEWSL
(S)

= δEW
LA

∣∣∣
SDKweak

(eS), (3.11)

where δEW
LA is the quantity defined in Eq. (A.11) and we have

specified that it is evaluated for an S event, denoted as eS,
which is associated to a process of the form

eS : ϕi1(p1) . . . ϕin̄ (pn̄) → 0. (3.12)

In Eq. (3.12) we have used the same notation of Eq. (A.2)
and understood that for a 2 → n process n̄ = n + 2.

Equation (3.11) is actually refining the definition that was
given in Eq. (2.11). The EWSL are calculated in the SDKweak

scheme, as described in Appendix A. This scheme was con-
ceived in Ref. [64] in order to reproduce as close as possible
NLO EW corrections. Here, the final goal is the same, but
the SDKweak is actually employed in order to not double-
count QED effects from PS simulations. Equation (3.11)
implies also that we assume δ

QCD
LA = 0. This assumption

has clearly no effect for all the processes for which the LO2

is zero or anyway smaller than α/αS ∼ 0.1, i.e., the naive
expectation for O(LO2/LO1). However it is also a reason-
able assumption for a much larger class of processes. Indeed,
even if O(LO2/LO1) ∼ α/αS , according to Eq. (A.12) and
the related discussion, at least one of the following conditions
must be satisfied for δ

QCD
LA to be in practice relevant:

• �LO2
has a sizeable dependence on mt , e.g., due to the

Yukawa interaction of the top quark, and therefore there
is a dependence on the parameter renormalisation of mt

in QCD, (δmt )
QCD.

• The LO2 involves matrix elements for partonic processes
with external gluons.

• �LO2
depends on αS .

• s � μ2
R and n − 1 �= ng .

As examples, any purely EW process such as multi-boson
production is free of these issues since LO2 is not present in
those cases. The processes involving top quarks in the final
state are also typically exhibiting small contributions from
the perturbative order LO2.10 On the other hand, we reckon
that this approximation may miss non-negligible contribu-
tions for (multi-)boson production in association with more
than one jet, for instance Z + 3 j studied in Ref. [63], since

10 An important exception is four-top production, but in that case not
only LO2 but also LO3 should be taken into account for sensible results
[46].

LO2 contribution is not negligible in the tails of the distribu-
tions.

We discuss now the case of the H events, denoted in the
following as eH. As we mentioned multiple times we wish to
ensure that condition (2.12) is valid if at least one of the rkl
invariants, defined as rkl ≡ (pk + pl)2 (see also Eq. (A.1)), is
such that |rkl | < M2

W . Actually, since this is a prescription for
matching δEWSL

(S)
and δEWSL

(H)
preserving the EWSL accuracy

in both the n and n + 1 final states, a more general condition

|rkl | < cH→S M2
W , (3.13)

is preferable, where cH→S should be chosen of O(1) and can
be varied around the default value cH→S = 1 in order to test
the dependence on it.

Analogously to Eq. (3.12), an eH event is associated to a
process of the form

eH : ϕi1(p1) . . . ϕin̄+1(pn̄+1) → 0, (3.14)

where we understood again that for a 2 → n process n̄ =
n + 2. In the FKS language, eH is one of the r ∈ Rn+1

partonic processes with n + 1 particles in the final state.11

If one considers all possible j → kl branchings (g → gg,
g → qq̄ , and q → qg, but also Q → Qg, with Q being
a quark with non-zero mass) a list of new processes with
n particles in the final state is obtained by removing any
possible (k, l) pair and substituting it with j in its place. In
doing so, one also obtains for a given eH the (k, l) pairs that
are associated with a soft and/or a collinear singularity, the
set of FKS pairs PFKS(eH) [102], and at the same time the S
events e(k,l)

S
associated to processes of the form:

e(k,l)
S

: ϕi ′1(p
′
1) . . . ϕi ′̄n (p

′̄
n) → 0 ≡

ϕi1(p
′
1)ϕ\ ik . . . ϕ\ il . . . ϕin̄+1(p

′̄
n+1)ϕi j (p

′
j ) → 0,

(3.15)

where we remove the ϕ ik and ϕ il particles and we add the
particle ϕ i j in the position n̄. In the case of hadronic col-
lisions, for a given production process the partonic process
(3.14) that can be associated to an event eH is not unique.
Thus, for each event eH, the FKS pairs PFKS(eH) and the
processes associated to the e(k,l)

S
events can be different.

It is important to note that the mapping from the n̄ + 1
momenta {p} of eH to the n̄ momenta {p′} of e(k,l)

S
is not

uniquely defined. We have used for this purpose techniques
for the momentum reshuffling analogous to those of Ref.
[103].12 In particular, given an FKS pair (k, l), one particle

11 In our notation, r denotes already the invariant, so we used eH in the
place of it.
12 These techniques have been originally conceived for the removal
(diagram-removal) or subtraction (diagram-subtraction) or resonances,
see e.g. Refs. [104–107].
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(which we associate to the index l) always belongs to the final
state, while the other one (k) can be either initial or final.

• If k is a final-state particle, the pair k, l is first replaced
by its mother particle j with p j = pk + pl . Then, the
energy component of p j is changed in order to fulfil the
mass-shell condition. Finally, the initial-state momenta
are changed so that the new set of momenta satisfies
momentum conservation.

• If k belongs to the initial state, then l is removed from the
event. The remaining final-state particles are boosted to
their total-momentum centre-of-mass frame and, again,
the initial-state momenta are changed in order to satisfy
momentum conservation.

We now specify the quantity δEWSL
(H)

. Given all the possible
(k, l) pairs of external states for an event eH we define

rmin, abs ≡ min(|rkl |) = |rk̂l̂ |, (3.16)

with (k̂, l̂) being the pair returning the smallest value for |rkl |.
Introducing the quantity

CH→S ≡ cH→S M2
W , (3.17)

we define δEWSL
(H)

as

δEWSL
(H)

≡ δEW
LA

∣∣∣
SDKweak

(eH) �(rmin, abs − CH→S)

+δEW
LA

∣∣∣
SDKweak

(e(k̂,l̂)
S

) �(CH→S − rmin, abs) , (3.18)

where

e(k̂,l̂)
S

≡ eH
∣∣∣
rk̂l̂�⇒sign(rk̂l̂ )M

2
W

if (k̂, l̂) /∈ PFKS(eH). (3.19)

In a few words, Eq. (3.18) says that if the smallest invariant
is larger in absolute value than the M2

W scale the Sudakov

contribution δEWSL
(H)

is calculated via the δEW
LA

∣∣∣
SDKweak

evalu-

ated for the process eH with the n + 1 kinematic. Otherwise,
the Sudakov contribution is calculated via the same quan-
tity evaluated instead for the underlying Born configuration,
and the associated n-body kinematics, that is obtained via the
replacement of the FKS pair giving the smallest invariant with
its parent particle. In the unlikely (but possible) situation that
the smallest invariant is given by a pair not corresponding to
a QCD branching, Eq. (3.19) says that the EWSL are calcu-
lated directly for the process eH with the n+1 kinematics, but
within the DP algorithm the quantity rk̂l̂ is replaced by M2

W
times the sign of rk̂l̂ . Events of this kind with |rk̂l̂ |  M2

W
are very unlikely, since they are not associated to any diver-
gence. However, this replacement ensures that events are not
reweighted via artificially large Sudakov contributions in a
region where the approximation is not supposed to work.

The last point concerning the replacement is actually more
general and we implemented it inMadGraph5_aMC@NLO

as a safety feature as

rkl �⇒ sign(rkl)M
2
W ∀ rkl . (3.20)

Indeed the EWSL approximation should be used only when
invariants are large, but we want to prevent that artificially
large correction may arise from simulations performed for
processes with |rkl | < M2

W already at LOQCD accuracy.
The replacement is performed not only for simulations in
the NLOQCD ⊗ EWSL + PS approximation, but also for the
NLOQCD+EWSL one.

In conclusion, we can summarise the description of the
NLOQCD ⊗ EWSL + PS predictions as follows:

1. Events are generated at NLOQCD accuracy via the
MC@NLO matching scheme.

2. Events are reweighted [67] via the prescription in
Eqs. (2.13) and (2.14) using the SDKweak scheme and
neglecting the second term in the r.h.s. of Eq. (A.10). This
leads to NLOQCD ⊗ EWSL accuracy in the MC@NLO
matching scheme.

3. Events are showered via a parton shower including QED
effects (possibly after heavy particles are decayed using
external tools).

4 Numerical results

In this section we present numerical results for phenomeno-
logically relevant physical distributions from two different
production processes at hadron colliders: the top-quark pair
and Higgs boson associated production (t t̄ H ), and the asso-
ciated production of three Z gauge bosons (Z Z Z ). Here we
focus on the presentation of the EWSL-based predictions,
and we do not perform any comparison with the exact NLO
EW corrections. Still, we remind the reader that EWSL are
an approximation for the NLO EW corrections. Hence, the
quality of such an approximation should always be checked,
at the differential level, before relying on it for phenomeno-
logical predictions.

For both processes considered here we show inclusive
results (without any cut applied) as well as applying the fol-
lowing cuts:

pT (X) > 400 GeV, 	R(X,Y ) > 0.5, (4.1)

where X,Y is any of the particle in the final state at the
Born level, pT is the transverse momentum and 	R ≡√

(	φ)2 + (	η)2 with	φ being the azimuthal angle between
X and Y and 	η is the difference between their pseudora-
pidities.

The results have been obtained by generating events with
MadGraph5_aMC@NLO and using Pythia8 as parton
shower. Hadronisation is disabled in the parton shower. Input
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parameters are defined in the Gμ scheme for what concerns
EW renormalisation:

MZ = 91.188 GeV, MW = 80.419 GeV,

Gμ = 1.16639 × 10−5 GeV−2, (4.2)

and the top quark and Higgs boson masses are set to

MH = 125 GeV, mt = 173.3 GeV. (4.3)

We employed the NNPDF4.0 parton-distribution-functions
[108], with NNLO evolution and αS(MZ ) = 0.118. The
renormalisation and factorisation scales have been set equal
to HT /2, where HT is the scalar sum or the transverse ener-
gies of all the particles in the final state, before showering the
event. For what concerns the shower starting scale, we use the
default setting inMadGraph5_aMC@NLO, which, for pro-
cesses with massive or colourless particles in the final state, is
a value proportional to HT [10,101]. Jets are clustered via the
anti-kT algorithm [109] as implemented in FastJet [110],
with R = 0.4 and are required to have pT,min = 10 GeV.

We remind the reader that concerning t t̄ H and Z Z Z
production several SM calculations including higher-order
effects have already been performed. The literature is vast,
both for the former [10,12,16,70,74,111–128] and the latter
[10,16,129–131].

4.1 t t̄ H

We discuss results for the following differential distributions
from t t̄ H production in proton–proton collisions at 13 TeV:
pT (H) in Fig. 2, pT (t) in Fig. 3, the invariant mass of the
top-quark pair m(t t̄) in Fig. 4, and pT ( j1) in Fig. 5, where j1
is the hardest jet. In each of the Figs. 2, 3, 4 and 5 we show
inclusive results without cuts in the left plot and those with
cuts (4.1) in the right one. The layout and the rationale of each
plot is the following. In the main panel we show the central
values for predictions with the three different accuracies:

• NLOQCD+PS (grey),
• NLOQCD ⊗ EWSL + PS (blue),
• NLOQCD+EWSL + PS (red).

In the first inset we display the scale uncertainty band for
the same three predictions normalised to the central value of
NLOQCD+PS, where the uncertainty has been evaluated by
independently varying the renormalisation and factorisation
scale by a factor of two up and down (the usual 9-point scale
variation). The band for NLOQCD+PS is obviously centred
around one and we show only the upper and lower bounds
as dashed grey lines. In the last inset we show the ratio of
the NLOQCD ⊗ EWSL + PS and NLOQCD+PS predictions
for different values of the parameter cH→S, introduced in
Eq. (3.13) and entering Eq. (3.18). We remind the reader

that cH→S parametrises how the condition (2.12) is imple-
mented,13 as can be seen from the aforementioned equations.
The default case cH→S = 1 corresponds to the ratio of the
blue and grey lines in the main panel.

Before commenting the individual distributions we give
some general considerations. We first note that the plots
without cuts display both distributions for pT ’s well below
the MW scale (Figs. 2, 3, 4, 5) and the m(t t̄) distribu-
tion at the threshold (Fig. 4). It is well known that the
Sudakov approximation is not expected to hold for these
cases and also that additional effects such as Sommerfeld
enhancements can be present [132]. However, as already
mentioned before, the focus of this paper is not to present
phenomenological predictions for t t̄ H (or Z Z Z in Sect. 4.2),
but rather to document the features and the technical imple-
mentation of the NLOQCD ⊗ EWSL + PS approximation in
MadGraph5_aMC@NLO. We leave discussions and com-
parisons with NLO EW corrections and/or data for future
detailed studies. We here simply reckon that owing to the
reweighting procedure, further classes of EW effects can be
naturally incorporated via the redefinitions of the quantities
δEWSL

(S)
and δEWSL

(H)
in Eqs. (3.11) and (3.18), respectively.

The plots without cuts show interesting features. For small
pT both NLOQCD+EWSL + PS and NLOQCD ⊗ EWSL + PS
corrections to NLOQCD+PS are flat and non-vanishing and the
two predictions are almost equal for the entire spectrum. The
non-vanishing (still at the level of a very few percent) and flat
effect at small pT is due to the fact that all Born invariants are
at least ∼ mt in absolute value and s ≥ (2mt +mH )2 > M2

W .
For this reason, not only at the threshold are the EWSL non-
vanishing: in this range they are positive, and are therefore
clearly dominated by the single logarithms. Since (logarithms
of the) invariants have very small variations for pT (t) ranging
from 0 to ∼ 100 GeV, these corrections are quite flat. The fact
that NLOQCD ⊗ EWSL + PS and NLOQCD+EWSL + PS are
very close is due to the fact that EWSL are relatively small and
the QCD K -factor, NLOQCD+PS/LOQCD+PS is very close to
one and flat. Indeed, in first approximation, one expects that

NLOQCD ⊗ EWSL + PS � (
NLOQCD+EWSL + PS

)

+EWSL ×
(

NLOQCD+PS

LOQCD+PS
− 1

)
, (4.4)

in other words, EW and QCD corrections combined in the
multiplicative approach.14

13 Roughly speaking this means δEWSL
(H)

= δEWSL
(S)

if an invariant
connected to a soft/collinear limit is smaller in absolute value than
cH→SM2

W .
14 We explicitly checked the validity of Eq. (4.4). In particular, in dis-
tributions or kinematical regions where QCD corrections are not domi-
nated by hard emissions, such as e.g. in the case of the pT (t) spectrum,
the difference between the r.h.s. and l.h.s. of Eq. (4.4) amounts to typi-
cally 1–5% of the NLOQCD+PS prediction.
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Fig. 2 Differential distributions for pT (H) in t t̄ H production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied

Fig. 3 Differential distributions for pT (t) in t t̄ H production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied
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Fig. 4 Differential distributions for m(t t̄) in t t̄ H production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied

Fig. 5 Differential distributions for pT ( j1) in t t̄ H production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied
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An exception is the case of m(t t̄) in Fig. 4, where
we observe the opposite trend: EWSL are not flat and
NLOQCD+EWSL + PS and NLOQCD ⊗ EWSL + PS predic-
tions are different. We verified that indeed the QCD K -factor
increases at large values of m(t t̄). Similarly to what has been
observed and discussed in Refs. [37,73,133] for the case of t t̄
production in a similar context, one can notice that the scale
uncertainty band is smaller in the case of NLOQCD⊗EWSL+
PS predictions than in the case of NLOQCD+EWSL +PS. This
is not a surprise since in the former setup the EWSL multiply
NLO QCD corrections, while in the latter one they multiply
only the LOQCD component, which has a LO dependence on
the factorisation and renormalisation scales. This improve-
ment is clearly not present in the pT ( j1) distribution (Fig. 5),
since this distribution is not even present at LOQCD at fixed
order. On the other hand, it is interesting to notice that for
large values of pT ( j1), where NLOQCD+PS is dominated
by hard matrix-element contributions and not PS effects,
NLOQCD+EWSL + PS converges to exactly NLOQCD+PS at
variance with NLOQCD⊗EWSL+PS, which includes EWSL
corrections also to the first real emission from hard matrix-
element.

If the cuts (4.1) are applied, we can clearly see that the
impact of the EWSL increases and similarly the discrep-
ancy between the NLOQCD+EWSL + PS and NLOQCD ⊗
EWSL + PS predictions increases. In the case of pT ( j1)
distribution (Fig. 5) we see a flat contribution and a change
at very large values for pT ( j1), where the simulation starts
to be dominated by hard matrix-element contributions. One
should notice, in particular for this distribution but also for all
the remaining ones, that the NLOQCD ⊗EWSL +PS is com-
pletely insensitive to the value of cH→S if varied by a factor
of two up and down w.r.t. the reference value cH→S = 1.

Finally we comment on several checks that we performed
and are not directly documented in the plots. The t t̄ H cross
section at LO involves contributions not only of order α2

Sα

but also of order αSα
2 (and α3). Therefore t t̄ H is one of

those process that potentially may involve EWSL contribu-
tions from the quantity δ

QCD
LA (see Eqs. (A.9)–(A.12)) that we

do not include (see Eq. (3.11)). We have explicitly verified at
fixed order that the impact of this term is at most at the per-
mille level and therefore can be safely ignored. We have also
verified the effect of not implementing Eq. (3.20), finding
no difference for the distributions, although real emission H

events with an invariant smaller in absolute value than M2
W

and not associated to any QCD splitting have been identi-
fied (see Eq. (3.19)). Similarly to what has been observed in
Ref. [64], the inclusion of the logarithms of the form as in
Eq. (A.8) has a non-negligible impact.

4.2 Z Z Z

In this section, first we discuss results for Z Z Z production
that are analogous to those of Sect. 4.1 for t t H (Sect. 4.2.1).
Then, in Sect. 4.2.2, we discuss the case with decays of the
Z bosons, scrutinising the impact of the inclusion of QED
effects in PS simulations.

4.2.1 Stable Z

We discuss results for the following differential distributions
from Z Z Z production in proton–proton collisions at 13 TeV:
the transverse momentum of the hardest Z boson pT (Z1) in
Fig. 6 and of the softest one pT (Z3) in Fig. 7, the invariant
mass of the two hardest Z bosons m(Z1Z2) in Fig. 8 and of
pT ( j1) in Fig. 9. The layout of the plots in Figs. 6, 7, 8 and
9 is the same of those in Figs. 2, 3, 4 and 5.

Before discussing the specific distributions we focus on
the main differences with the t t̄ H distributions in Sect. 4.1.
As already observed in the literature, in the case of multi-
boson production EWSL are very large (see e.g. Refs.
[16,66,134,135]) and much larger than in the case of t t̄ H
production. Indeed, in Figs. 6, 7, 8 and 9 we observe a much
larger impact of EWSL than in Figs. 23, 4 and 5. More-
over, at variance with t t̄ H production, the LO cross section
of Z Z Z production does not depend on αS . Therefore scale
uncertainties are smaller than in the t t̄ H production. Still,
NLO QCD corrections can be very large in multi-boson pro-
duction (see e.g. [136–138]), therefore also the difference
between NLOQCD ⊗ EWSL + PS and NLOQCD+EW + PS
is enhanced, especially when the cuts defined in (4.1) are
applied. We anticipate that, similarly to the case of t t̄ H pro-
duction, we do not observe a dependence on the value of
cH→S.

In the case of the pT (Z1) distribution (Fig. 6) we can
clearly see how EWSL are sizeable, especially in the right
plot where cuts are present. The same argument applies
to the discrepancy between NLOQCD ⊗ EWSL + PS and
NLOQCD+EW + PS. We reckon absolute rates are smaller
than what could be reasonably measured at LHC, even after
the HL program, however, in the tail of the distribution, the
effect of EWSL should be not only taken into account but
also resummed.15 The same considerations are valid and even
stronger for the case of the pT (Z3) distribution in Fig. 7.

Turning to the m(Z1Z2) distribution (Fig. 8), we can see
that the previous discussion for pT distributions is valid also
here, although with much weaker effects in the case with-
out cuts (plot on the left). When we consider the case with

15 While the leading EWSL of the form αk log2k(s/M2
W ) can be in

principle resummed via a simple exponentiation, the next-to-leading
case αk log2k−1(s/M2

W ) is not straightforward, as can be seen in Refs.
[59,139] and further references therein.
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Fig. 6 Differential distributions for pT (Z1) in Z Z Z production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied

Fig. 7 Differential distributions for pT (Z3) in Z Z Z production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied

123



Eur. Phys. J. C           (2024) 84:514 Page 15 of 25   514 

Fig. 8 Differential distributions for m(Z1Z2) in Z Z Z production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied

Fig. 9 Differential distributions for pT ( j1) in Z Z Z production at 13 TeV. Left: no cuts applied. Right: cuts as defined in (4.1) applied
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cuts defined in (4.1) applied, we observe an additional effect
for low values of m(Z1Z2). For m(Z1Z2) � 700 GeV, the
NLOQCD+PS simulation is dominated by the real emission
contribution from hard matrix elements. First, this explains
why the red line in the first inset of the plot on the right con-
verges to one for small m(Z1Z2) value, similarly to what
has been discussed for Fig. 5. Second, since the dominant
contribution originates from Z Z Z + 1 jet, it has a much
larger dependence on the renormalisation scale. Indeed, the
LO cross section for that process is of order α3αS . For this
reason, the scale-uncertainty bands are larger form(Z1Z2) �
700 GeV.

The pT ( j1) distribution (Fig. 9) shows the same features
discussed already for the corresponding distributions in t t̄ H
production (Fig. 5). However, here the effects are magnified
and clearly show the superiority of NLOQCD ⊗ EWSL + PS
approximation w.r.t. the NLOQCD+EW + PS one.

4.2.2 Z → e+e− decays

In this section we consider the case in which Z bosons
are decayed. Via MadSpin [68], the three Z bosons are
decayed into e+e− pairs, after including the EWSL in the
event as done in the previous section.16 We also consider the
effects induced by EWSL in the NLOQCD ⊗ EWSL + PS or
NLOQCD+EW + PS approximations and the impact of QED
effects in PS shower simulations. As already mentioned, we
denote with PS when these effects are taken into account and
with PS��QED when they are ignored.

The process that we consider is therefore pp → e+e−e+
e−e+e−, in the Breit-Wigner approximation emerging from
Z Z Z production. For the sake of simplicity, when the QED
shower is enabled, only the photon emissions off charged par-
ticles (quarks and leptons) is allowed and the photon splitting
into charged fermions is disabled. Therefore, we always have
exactly six electrons/positrons (we will generally call them
electrons in the following) in the final state, plus a num-
ber of photons, as well as quarks and gluon from the parton
shower.17 We perform electron-photon recombination as fol-
lows:

1. Final-state electrons and photons are clustered with
FastJet into jets using the Cambridge-Aachen algorithm
(hence the clustering is purely geometric) [140,141], with
distance parameter R = 0.1 and asking for a minimum
jet transverse momentum pT > 25 GeV.

16 When performing the decay, MadSpin includes a smearing of the
invariant mass of the decay products according to a Breit-Wigner dis-
tribution, for which we employ the width �Z = 2.49877 GeV.
17 We recall that in the simulations presented here hadronisation is
turned off.

2. Out of the jets returned, we consider as leptonic jets those
jets for which the sum of the charge of the constituent
particles is different from zero.

3. The event is kept if exactly six leptonic jets are found,
and otherwise it is discarded.

4. Negatively charged leptonic jets are sorted according to
their transverse momentum and they will be dubbed as
e−
i , i = 1, 2, 3, where e−

1 is the hardest one.
5. To each of the e−

i , the corresponding positively-charged
leptonic jet e+

i is assigned such that the quantity

3∑
i=1

[
m(e+

i e
−
i )2 − M2

Z

]2
, (4.5)

is minimised (this means that, in general, e+
i will not be

sorted according to their transverse momentum).

In Fig. 10 we display the following distributions: the trans-
verse momentum of the hardest lepton-jet, pT (e−

1 ) (top-left),
the invariant mass of the e+

1 e
−
1 pair,m(e+

1 e
−
1 ), in a range close

to MZ (top-right), and the same distributions for the soft-
est lepton jets, pT (e−

3 ) (bottom-left) and m(e+
3 e

−
3 ) (bottom-

right).
The usage of MadSpin allows for the correct reconstruc-

tion of the tree-level spin correlations, which would be lost
if the decay were performed via a general PS simulator in
which spin correlations are not preserved. However, the cor-
relation of the helicity-dependent EWSL with the helicities
and angular distributions of the decay products within this
framework is not correctly addressed. Therefore, the impact
of EWSL on observables that are sensitive to spin correla-
tions cannot be correctly taken into account. However, we
stress that this limitation is not due to the reweighting proce-
dure for the inclusion of the EWSL presented in this work,
but rather to MadSpin itself, and it affects also the case of
the NLOQCD+PS predictions.

The layout of the plots in Fig. 10 is different w.r.t. those
in Sect. 4.2.1. In particular, the main panel is the same as
in the plots of Figs. 2, 3, 4, 6, 7, 8 and 9, while the insets
are different. In the first inset we show both the NLOQCD ⊗
EWSL + PS (blue) and NLOQCD+EW + PS (red) predictions
normalised to the NLOQCD+PS one. This is similar to Figs. 2,
3, 4, 6, 7, 8 and 9, but without uncertainty bands. In the
second inset instead we show for both predictions, with the
same colour convention of the first inset, the ratio of the PS
and PS��QED case. We have decided to omit from the plots the
dependence on cH→S, since also in this case no visible effects
have been observed.

As a general comment, the observables displayed in
Fig. 10 show that both EWSL effects (first insets) and
the QED effects (second insets) cannot be neglected. Also,
their relative importance strongly depends on the considered
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Fig. 10 Differential distributions for the transverse momentum (left) of the hardest (top) or softest (bottom) negatively-charged electron jet, and
its invariant mass with the corresponding positively-charged one (right)
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observable. In the transverse-momentum distributions, the
growth of the EW corrections in the Sudakov approximation
is manifest, reaching −20% w.r.t. NLOQCD for pT (e−

1 ) �
500 GeV and already for pT (e−

3 ) � 100 GeV. Around these
values, the benefits of the NLOQCD ⊗EWSL+PS prediction
over the NLOQCD+EW + PS one start to be visible, with the
former displaying negative corrections about 5–10% larger
than the former. For these observables, QED effects in the
PS lead to ∼ −10% corrections, which are mostly related to
a reduction of probability in passing the selection cuts spec-
ified in the previous bullet points. Indeed, the photon radi-
ation reduces the leptonic-jet energy, leading also to a very
mild shape distortion. We stress that, such effects strongly
depends on the recombination details and that their relative
impact does not depend on the employed approximation for
the EWSL (NLOQCD ⊗EWSL +PS or NLOQCD+EW +PS),
since the two classes of EW corrections factorise.

Turning to the invariant-mass distributions, the situation
is somehow the opposite. On the one hand, as expected,
the enhancement due to QED corrections in the region
m(e+

1 e
−
1 ) < MZ , and especially m(e+

3 e
−
3 ) < MZ , is size-

able. QED corrections are important not only in the first
bins of the invariant-mass plots of Fig. 10, where they eas-
ily exceed +100% effects,18 but also in the bins around
m(e+

1 e
−
1 ) = MZ and m(e+

3 e
−
3 ) = MZ . These bins are

the most relevant for the correct simulation of the signal
region of Z Z Z production. On the other hand, the impact of
EWSL is flat and amounts to just −5%.19 However, should
we have asked for e.g. cuts on the transverse-momenta of
the e+

i , e−
i pairs, the EWSL effect would have been larger,

as expected. For these invariant-mass distributions, no sig-
nificant difference is visible among the two predictions
NLOQCD ⊗ EWSL + PS or NLOQCD+EW + PS. All in all,
these plots in Fig. 10 show that both effects due to QED
radiation and to the EWSL have to be included, not only for
achieving percent precision as shown, e.g., in Ref. [144], but
also because they can in general give effects of order 10% or
more. We re-stress here that using the SDKweak scheme for

18 For a correct description of this process in the phase-space region
|m(e+

i e
−
i ) − MZ | � �Z a full simulation for the complete process

pp → e+e−e+e−e+e− would be necessary, or at least the contributions
from γ → e+e− splittings and their interferences with Z → e+e− off-
shell decays should be taken into account. This is the reason why, in
the first bins of the invariant-mass plots of Fig. 10, QED effects appear
even larger than what has been documented in, e.g. Refs. [77,142,143].
19 Since the invariant mass of the system is much larger than MW
already at the threshold for the on-shell production, s ≥ (3MZ )2, and
the EW Casimir of the Z boson is particularly large, it is not surprising to
observe non-vanishing EWSL also for Z bosons that are almost at rest.
The value is quite flat because we calculate the EWSL for the on-shell
production only. However, the variation of a few GeV for m(e+

1 e
−
1 ) or

m(e+
3 e

−
3 ) has a negligible impact on the value of the invariants built with

the momenta of the Z bosons, so we do not expect very large effects
if one also takes into account the Z -boson off-shellness in the EWSL
evaluation.

the evaluation of EWSL, the QED effects can be incorporated
without any problem of double-counting.

5 Conclusion and outlook

In this work we have presented the automation in Mad-
Graph5_aMC@NLO of combined NLO+PS accuracy in
QCD (NLOQCD+PS), Electroweak Sudakov Logarithms
(EWSL) corrections, and QED final-state radiation (FSR) for
event generation of SM processes at hadron colliders. Our
strategy consists in the reweighting of NLOQCD+PS events
for taking into account the EWSL contribution. FSR effects
of QED are simulated directly via the PS.

We do not only reweight the LO contribution from the
hard process, but also the QCD one-loop virtual contribution
as well as the contribution from the first QCD real emis-
sion, the latter taking into account the different kinematic
and external states for the evaluation of the EWSL. More-
over, since we have adopted the so-called SDKweak scheme
[64] for the evaluation of EWSL, FSR or in general QED
effects can be included in the PS simulation avoiding their
double-counting. We have denoted the accuracy of our sim-
ulation as NLOQCD ⊗ EWSL + PS and motivated via theo-
retical arguments and numerical results its superiority to an
approach where only the LO is reweighted with EWSL. In
particular, we have shown and discussed results for physical
distributions from pp → t t̄ H production and pp → Z Z Z
production. Concerning the latter, we have also considered
the case with Z → e+e− decays and stressed how neither
EWSL nor QED FSR effects can be neglected.

In this paper we have focussed on the technical imple-
mentation of the NLOQCD ⊗EWSL +PS accuracy in Mad-
Graph5_aMC@NLO, and also its automation and valida-
tion. The approach we have adopted is actually completely
general and could be in principle extended to other tools that
use different matching schemes for NLOQCD+PS simulations.
Indeed, since the approach is based on the reweighting, i.e. a
step happening after the event generation, it does not rely on
the strategy for the event generation itself. Moreover, since
the evaluation of EWSL involves only tree-level matrix ele-
ments and compact analytical formulas, an advantage of the
reweighting via the Sudakov approximation is the speed and
especially the numerical stability of the results.

A natural follow up of our work is the extension of this
technology to the matching and merging of NLOQCD+PS

predictions with different jet multiplicities, namely, in the
MadGraph5_aMC@NLO framework, the FxFx formalism
[145], similarly to what has been done in Ref. [66]. Also, an
improvement of MadSpin in order to account for the infor-
mation of correlation of the helicity-dependent EWSL with
the helicities and angular distributions of the decay products

123



Eur. Phys. J. C           (2024) 84:514 Page 19 of 25   514 

would be beneficial for observables that are sensitive to spin
correlations.

We have left phenomenological studies and comparisons
with exact NLO EW accuracy predictions to dedicated works.
Since EWSL are an approximation of the exact NLO EW cor-
rections, there can be non-negligible effects at high energy
that cannot be captured, such as photon-initiated contribu-
tions. These comparisons are therefore crucial before per-
forming any phenomenological study. However, we remind
the reader that a dedicated comparison of the EWSL automa-
tion in MadGraph5_aMC@NLO and exact NLO EW cor-
rections at fixed-order has already been performed in Ref.
[64]. Moreover, with our approach, the reweighting factors
for the NLOQCD+PS events can be augmented with further
contributions on top of the EWSL. In other words, not only
the percent-level mismatch with exact NLO EW corrections
can be further decreased, but also higher-order EW effects or
even BSM contributions can be taken into account.
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Appendix A: The DP algorithm inMadGraph5_
aMC@NLO

In this Appendix we briefly remind the main features of the
DP algorithm as implemented inMadGraph5_aMC@NLO,

which is based on the revisitation in Ref. [64] where many
more details can be found.

A.1 Amplitude level

The DP algorithm [57,58] allows for the calculation of one-
loop EW double-logarithmic (DL) and single-logarithmic
(SL) corrections, denoted also collectively as leading approx-
imation (LA), for any individual helicity configuration that
does not give a mass-suppressed amplitude in the high-energy
limit, and for a generic SM partonic processes with on-shell
external legs. First of all, the algorithm strictly relies on the
assumption that all invariants are much larger than the gauge
boson masses. Specifically, with k and l being two generic
external particles with momenta pk and pl ,

rkl ≡ (pk + pl)
2 � 2pk pl

� M2
W � M2

H ,m2
t , M

2
W , M2

Z . (A.1)

The DP algorithm has been formulated for amplitudes with
n arbitrary external particles, where all momenta pk are
assumed as incoming. Processes are denoted as

ϕi1(p1) . . . ϕin (pn) → 0, (A.2)

where the (anti-)particles ϕik are the components of the var-
ious multiplets ϕ of the SM. Moreover, contributions from
longitudinal gauge-bosons are always evaluated via the Gold-
stone-boson equivalence theorem. If the Born matrix element
for the process in (A.2) is written as

Mi1...in
0 (p1, . . . , pn), (A.3)

in LA the O(α) corrections to M0, δM, can be written of
the form20

δMi1...in (p1, . . . , pn) = Mi ′1...i ′n
0 (p1, . . . , pn)δi ′1i1...i ′nin .

(A.4)

Equation (A.4) is the main reason why the EWSL for physical
cross sections can be computed in a much faster and stable
way than the exact NLO EW corrections. Indeed Eq. (A.4)
means that in LA the one-loop EW corrections can be written

in terms of only tree-level amplitudes (Mi ′1...i ′n
0 ), which on the

other hand involve different processes than the original one
in (A.2), as can be seen in the indices. On top of that, the
quantities δi ′1i1...i ′nin depend only on two kinds of ingredients.

20 The only logarithms that cannot be directly written in this form are
those associated to the parameter renormalisation, the terms denoted
as “PR” in the Denner-Pozzorini notation. They are discussed in detail
in Ref. [57] and their implementation in MadGraph5_aMC@NLO
in Ref. [64]. For the present discussion it is important to know only
that they can also be calculated via tree-level amplitudes multiplied by
logarithms of invariants and proper coefficients.
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First, on logarithms of the form

L(|rkl |, M2) ≡ α

4π
log2 |rkl |

M2 and

l(|rkl |, M2) ≡ α

4π
log

|rkl |
M2 , (A.5)

where rkl denotes a generic kinematic invariant and M any
of the masses of the SM heavy particles (MW , MH , mt and
MZ ) or in the case of the photon the IR-regularisation scale
Q, using the same notation of Ref. [64]. Second, on the cou-
plings of each external field ϕik to the gauge bosons Va and
another field ϕi ′k , I aik i ′k

(k), or associated quantities such as

electroweak Casimir operators Cew, which involve the entire
SU(2)×U(1) group. The exact expressions, as implemented
in MadGraph5_aMC@NLO, can be found in Ref. [64] and
are based on the results of Refs. [57,58].

As mentioned before, an important limitation of the DP
algorithm is that, for a given process, at least one helicity
configuration must not be mass suppressed, i.e., the ampli-

tude should scale as s
4−n

2 for a process with n external legs.
Most of the SM processes satisfy this assumption, but impor-
tant exceptions are possible, such as the Higgs production via
vector-boson fusion. Another important limitation is given by
condition (A.1). Processes including resonating unstable par-
ticles cannot be treated in this approximation. Rather, the pro-
cess without decays should be first considered when applying
theDP algorithm. Only afterwards the decays should be taken
into account.

In Ref. [64] it has been shown that not only the logarithms
of the form

L(s, M2
W ) and l(s, M2

W ), (A.6)

but also those of the form

L(rkl , rk′l ′) and l(rkl , rk′l ′), (A.7)

can be relevant when rkl � rk′l ′ � M2
W , where rkl and rk′l ′

is a generic pair of the many possible invariants that one can
build with two external momenta. It is important to note that
the condition rkl/rk′l ′ = 1 can never be satisfied at the same
time for all possible pairs of rkl and rk′l ′ invariants.

The logarithms in Eq. (A.6) are those yielding the formal
LA as presented in Refs. [57,58], while those in Eq. (A.7)
have been reintroduced in the DP algorithm in the revisita-
tion in Ref. [64] and are accounted for in the algorithm by
the term

	s→rkl (rkl , M
2) ≡ L(|rkl |, s)

+2l(M2
W , M2) log

|rkl |
s

− 2iπ�(rkl)l(|rkl |, s), (A.8)

where � is the Heaviside step function and it multiplies an
imaginary term whose origin has been discussed in Ref. [64].

In this paper, for all results, we have always understood the
inclusion of terms in Eq. (A.8).

Before moving to the case of squared matrix elements and
cross sections it is important to note that the terms δi ′1i1...i ′nin in

Eq. (A.4) involve also logarithms of the form log(rkl/Q2) or
in the original formulation of Denner and Pozzorini, e.g.,
log(M2

W /λ2), where λ is the fictitious photon mass used
as IR-regulator. Thus the quantity δM is IR-divergent and
therefore non-physical.

A.2 Cross-section level

What has been discussed up to this point in this Appendix
concerns the approximation of an amplitude. The case of
squared matrix elements and cross sections is different and
discussed in the following. We focus first on the case of the
squared matrix elements and then on the case of physical
cross sections.

Using the notation in Eqs. (2.1) and (2.2), it is easy to
understand that the term

O(�NLOi
) = O(�LOi

) × αS = O(�LOi−1
) × α, (A.9)

where O denotes the perturbative order. In particular this
shows that NLO EW corrections (NLO2) receives both cor-
rections from “EW loops” on top of LO1 ≡ LOQCD and
“QCD loops” on top of LO2. Thus, in LA, the contribution
from one-loop corrections to the quantity �NLO2

, denoted as

�virt
NLO2

can be written of the form

(�virt
NLO2

)

∣∣∣
LA

= �LO1
δEW

LA + �LO2
δ

QCD
LA . (A.10)

The quantity δEW
LA is calculated via the DP as summarised

in Sec. 1 and in particular Eqs. (A.3) and (A.4). With M0

being the amplitude that once squared leads to �LO1
,

δEW
LA ≡ 2�(M0δM∗)

|M0|2 . (A.11)

Strictly speaking, Eq. (A.10) is valid only under two sim-
ple assumptions: Q2 = s and 	s→rkl (rkl , M2) = 0. Other-
wise, also the information on the colour-linked matrix ele-
ments would be necessary. A simple expression for δ

QCD
LA

under the two aforementioned assumptions has been pro-
vided Ref. [64] and is reported later, in Eq. (A.12). However,
as we will discuss in the following and as has already been
mentioned in Sect. 3.2, δQCD

LA is not so relevant as δEW
LA for the

physical observables and processes considered in this work.
This is ultimately the reason why the previous two assump-
tions are irrelevant in view of the EWSL approximation in
the context of physical cross sections, which we are going to
describe in the following.

Similarly to the case of δM, the quantity δEW
LA is IR-

divergent and therefore non-physical. This is not a surprise,
being an approximation of virtual EW corrections, which
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involve contributions from massless photons. Using the same
notation as in Ref. [64], this is the scheme denoted as SDK,
meaning the DP algorithm for the calculation of the ampli-
tudes as in Eq. (A.4),21 and in the case of squared matrix
elements contributing to the virtual component of NLO EW
corrections as in Eq. (A.10). The SDK scheme is therefore a
very good approximation at high energies of loop amplitude
and virtual contributions, but it is not directly suitable in the
case of phenomenological predictions.

In order to obtain predictions in LA that can be used for
physical cross sections, the approach that has been employed
often in literature is what has been denoted in Ref. [64] as
SDK0. We stress here again that the SDK0 is an approach
mostly driven by simplicity. Indeed, it bypasses the problem
of IR finiteness by simply removing some QED logarithms
involving MW and the IR scale, but those logarithms arise
from the conventions used in Refs. [57,58] and not from
physical argument.

In Ref. [64], the SDKweak scheme has been precisely
designed in order to solve this problem. The main idea behind
it is that in sufficiently inclusive observables the Sudakov log-
arithms of QED and IR origin in the virtual contributions can-
cel against their real counterpart. In fact, the SDKweak scheme
consists in a purely weak version of the SDK approach where
almost all contributions of QED IR origin are removed,22

while those of QED and UV origin are retained. In Ref. [64],
it has been clearly shown how the SDKweak is superior to
the SDK0 in catching the EWSL component of NLO EW
corrections when any electrically charged object is clustered
with quasi-collinear photons.

The cancellation between real and virtual contributions
takes place also for the case of QCD on top of the LO2,
and this is the reason why in first approximation one can
neglect the contribution from δ

QCD
LA in Eq. (A.10) for a vast

class of processes. In particular the formula for δ
QCD
LA is the

following23:

δ
QCD
LA ≡ 2

[
nt L

t (s) + (n − 1) lαS (μ2
R) − ng l

αS (s)

+ 1

�LO2

δ�LO2

δmt
(δmt )

QCD

]
. (A.12)

21 In Ref. [64] not only the terms in Eq. (A.8) but also an additional
imaginary term missing in the original formulation of the DP algo-
rithm has been introduced. Moreover, IR divergencies are regularised
via Dimensional Regularisation. We understand these two features in
the text when referring to the DP algorithm.
22 See Ref. [64] for more details and for the modifications to the DP
algorithm for switching from the SDK to the SDKweak scheme.
23 As can be seen by comparison with Ref [64], there was a typo therein,
but the formula in Eq. (A.12) was already correctly implemented in the
code for producing the results.

with

Lt (s) ≡ CF

2

αS

4π

(
log2 s

m2
t

+ log
s

m2
t

)
, (A.13)

lαS (μ2) ≡ 1

3

αS

4π
log

μ2

m2
t

, (A.14)

(δmt )
QCD ≡ −3CF

αS

4π
log

s

m2
t
, (A.15)

where n is defined by the perturbative order of LOQCD ≡
LO1 in the convention O(LOQCD) = αn

S α
m , therefore

O(LO2) = αn−1
S αm , and nt and ng are the number of top

quarks and gluons in the external legs, respectively.
Similarly to the case of QED, unless there are boosted

tops and the radiation collinear to them is not clustered
together with the tops, the terms proportional to Lt (s) can be
neglected in the approximation of physical observables, as it
was already understood in the SDKweak scheme as defined
in Ref. [64].
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