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Abstract: Human NEET proteins contain two [2Fe–2S] iron-sulfur clusters, bound to three Cys 

and one His residue. They exist in two redox states. Recently, these proteins have revealed 

themselves as attractive drug targets for mitochondrial dysfunction-related diseases, such as type 

2 diabetes, Wolfram syndrome 2, and cancers. Unfortunately, the lack of information and 

mechanistic understanding on ligands binding to the whole functional, cytoplasmatic domain has 

limited rational drug design approaches. Here we use an enhanced sampling technique, volume-

based metadynamics, recently developed by a team involving some of us, to predict the poses and 

affinity of 2-benzamido-4-(1,2,3,4-tetrahydronaphthalen-2-yl)-thiophene-3-carboxylate ligand to 

the entire surface of the cytoplasmatic domain of the human NEET protein mitoNEET (mNT) in 

an aqueous solution. The calculations, based on the recently published X-ray structure of the 

complex, are consistent with the measured affinity. The calculated free energy landscape revealed 

that the ligand can bind in multiple sites and with poses other than the one found in the X-ray. This 

difference is likely to be caused by crystal packing effects that allow the ligand to interact with 

multiple adjacent NEET protein copies. Such extra-contacts are of course absent in solution, 

therefore the X-ray pose is only transient in our calculations, where the binding free energy 

correlate with the number of contacts. We further evaluated how the reduction and protonation of 

the Fe-bound histidine, as well as temperature, can affect ligand binding. Both such modifications 
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introduce the possibility for the ligand to bind in area of the protein other than the one observed in 

the X-ray, with no or little impact on affinity. Overall, our study can provide insights on the 

molecular recognition mechanisms of ligand binding to mNT in different oxidative conditions, 

possibly helping rational drug design of NEET ligands. 

 

1. INTRODUCTION  

The human NEET iron-sulfur proteins (mNT, NAF-1, MiNT)1-3 play a key role in mitochondrial 

dysfunction associated with diseases, such as metabolic diseases, cancers, and progressive 

neurodegeneration diseases4, 5. While MiNT is a monomeric protein located inside the 

mitochondria4, the other two are homodimers localized on the outer membrane of mitochondria 

with a transmembrane domain and a cytosolic domain. Each subunit features a two iron-two sulfur 

cluster coordinated by three cysteines and one histidine. The histidine-bound iron is closer to the 

protein surface, which can exist as an Fe(II) or an Fe(III) ion, while the other metal (an Fe(III) ion) 

is buried in the protein (Chart I in SI). The reduced cluster is kinetically inert6, 7, and it can be 

released/transferred to apo-acceptor(s)4 (and increasingly so by lowering the pH) upon oxidation. 

Aberrant cluster in disease conditions release can lead to cell derangement. 

Recently, these proteins have emerged as attractive targets for pharmacological intervention. 

Indeed, small molecules binding to these proteins5, 8-10 have been shown to modulate the kinetics 

of cluster release. For instance, compound A in Fig. 1 accelerates the [2Fe–2S] clusters of mNT 

and NAF-1 release to apo-acceptors in vitro, while furosemide does the opposite (Fig. 1)9. Hence, 

in principle, specific ligands could be used to restore the normal functioning of these proteins. 
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Figure 1. Chemical structure, binding affinity and crystal structures of 2-benzamido-4-(1,2,3,4-

tetrahydronaphthalen-2-yl)-thiophene-3-carboxylate (“A”) and of furosemide with mNT9, 11 (PDB IDs: 

6DE99, 7P0O11 and 7P0P11 for the furosemide·mNT, A·mNT, A·NAF-1 complexes, respectively). The ligands 

(represented as wheat sticks) bind to the [2Fe–2S] cluster (represented as spheres) regions. mNT is shown in 

green/slate and magenta/deep blue cartoons, respectively. The ligands pose in the X-ray structure are similar9, 

11. 

The first pose of a ligand predicted by molecular simulation is that of furosemide to oxidized 

mNT in an aqueous solution. Tailored enhanced sampling simulations12, performed by some of us, 

were consistent with the measured binding affinities9. Interestingly, they suggested not only the 

binding pose close to the [2Fe–2S] cluster determined by X-ray studies 9, 12, but also an ensemble 

of poses around the cluster itself. The difference was ascribed to crystal packing effects, which 

contribute to stabilizing a single specific ligand pose in the experimental structure12. These 

predictions were carried out by imposing the binding in the [2Fe–2S] clusters region9, 12. Here we 

address the question of whether a ligand can also bind outside the cluster binding domain. We 

focus on the binding of 2-benzamido-4-(1,2,3,4-tetrahydronaphthalen-2-yl)-thiophene-3-

carboxylate, (A hereafter) to mNT, for which both affinity and experimental structural information 

are available11. The X-ray structure of the A·mNT complex shows that A interacts also with two 
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adjacent A·mNT complexes in the crystal (Fig. 2). Specifically, A’s phenyl forms π-anion 

interactions13 with Glu93’ from another mNT protein in the crystal, A’s tetralin forms π-cation 

interactions14 with Lys55’’ from a second mNT protein, as well as hydrophobic interactions with 

Pro54’’ and Val57’’ and with the ligand A’’ bound to the second protein (Fig. 2). Therefore, such 

crystal contact might have favored this binding pose over other possible ones. Such 

overstabilization, is of course not present in a in cell environment, opening the possibility of other 

binding poses and binding sites for A. 

 

Figure 2. Ligand/protein interactions in the X-ray structure of the A·mNT complex. A’s amide oxygen 

forms a H-bond with Lys68, its carboxylate group forms a salt bridge with Lys55 and a water molecule (blue 

dash, top panel), its phenyl ring forms hydrophobic interaction with Val70 and Cys83, its thiophene moiety with 

Pro100 and Ile102, and its tetralin group with Val57 (black dash, top panel). The binding pose is further stabilized 

by the interactions with two adjacent A·mNT complexes. It forms a π-anion interaction between its phenyl ring 

and Glu93’ (red dash, left panel), a π-cation interaction with Lys55’’ (cyan dash) via its tetralin ring, as well as 
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hydrophobic interactions with Pro54’’, Val57’’ and A’’ in complex’’ (black dash, right panel). A is displayed as 

a wheat stick model, and mNT is shown with a green/slate cartoon.  

Here, we explore binding to the entire surface of the protein (that is, including regions other than 

that of the cluster). Namely, we predict the free energy landscape associated with poses all over 

the surface of the protein by using volume-based metadynamics, developed in a team involving 

some of us15. We perform our protocol for both redox states of the [2Fe–2S] clusters and 

protonation states of the Fe-bound His87 (Table 1). Anticipating our results, we find that the ligand 

can indeed bind in several binding poses and binding site other than the X-ray one. Because the 

free energy of binding turns out to correlate with the number of contacts between the ligand and 

the protein, the crystallographic pose is only transient in our simulations since there are no contacts 

with adjacent complexes in the crystals, like observed in the X-ray, that can stabilize such pose.  

 

Table 1. Simulated systems in this study. Here we consider four complexes (I–IV) of the A·mNT complex. 

They differ from the oxidation state and Nε@His87 protonation state for both clusters. Some of the details of the 

simulation setup are also included.  

Name 
Fe-bound 

histidine 
Redox state 

Charge of 

the protein 

(e) 

Number of 

Na+ Ions 

Number of 

Cl− Ions 

Number of 

H2O 

molecules 

I imidazolate Oxidized −2 54 51 28,562 

II imidazole Oxidized 0 54 53 28,561 

III imidazolate Reduced −4 54 49 28,564 

IV imidazole Reduced −2 54 51 28,563 

 

2. METHODS 

2.1 Ligand preparation. A was constructed using ChemBio3D Ultra 12.0. It was energy-

minimized first to the minimal root mean squared (RMS) gradient of 0.01 kcal·mol-1·Å-1, based 
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on the MM2 force field16, using Chem3D 16.0, and then to the maximum and RMS force on the 

nuclei are less than 0.00045 Hartrees/Bohr and 0.00035 Hartrees/Bohr, respectively, and the 

maximum and RMS nuclei displacement are less than 0.0018 Å and 0.0012 Å, respectively, at the 

HF/6-31G(d)17, 18 level of theory, employing Gaussian 09 software package19.  

2.2 Molecular docking. We generated an educated starting structure of the ligand close to the 

[2Fe–2S] cluster by docking the ligand A on oxidized human mNT cytosolic domain in the free 

state (PDB ID: 2QH7)1. This procedure does not to bias the molecular dynamics simulations 

towards the pose of the X-ray structure of the complex1. The latter hardly differs from that in 

complex with the ligand (RMSD between the two backbones 0.14 Å, that of the ligand binding 

region in the X-ray structure equal to 0.11 Å, see Chart II in SI). First, we performed restrained 

energy minimization on mNT using the OPLS 2005 force field20, 21. Then, the program Glide22, 23 

was used, with one equivalent of ligand for an equivalent of protein, consistently with the binding 

essays performed in ref. 11*. The convergence criterion for RMS fluctuation of heavy atoms was 

set to less than 0.3 Å. We docked the ligand pose in the proximity of the [2Fe–2S] cluster binding 

region. For complexes I and II (Table 1), we assigned the charge +3 to both metal ions. For the 

other two redox states, we set the charges to +3 to the iron buried inside the protein and +2 to the 

His ligated iron. As the docking program does not consider His residues in their deprotonated 

states, we kept the same protonation of His87 across I–IV. We used a cubic grid of 20 Å edges, 

with a spacing of 1.0 Å. We set the remaining docking parameters to the default values (See Table 

S1 in SI). The docking score function is GlideScore function22. The top ranked structure was 

selected for MD calculations. 

 

* It differs from the conditions of the X-ray structure where the ligand to protein stoichiometric 

ratio is 2 to 111. 
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2.3 MD simulation. The I–IV complexes were embedded in a dodecahedron filled with water, 

with a minimum distance of 30 Å from the protein to the box edge. Na+ and Cl− ions were added 

to neutralize the system and to mimic the ionic strength of ∼0.1 mM used in the in vitro 

experiments of ligand binding and crystallization11. The overall systems were set to neutral (Table 

1). Periodic boundary conditions were applied. 

The force fields for the mNT protein, water, and counterions were those used in refs. 7, 24, i.e., 

the AMBER force-field 99SB-ILDN25, 26, TIP3P27, and Åqvist potentials28, respectively. The force 

field of A was the GAFF29 with semiempirical AM1-BCC partial charges30 (see Table S2 and S3 

in SI).  

Long range electrostatic interactions were calculated using particle mesh Ewald (PME) 31. The 

cutoff for short range electrostatics and for van der Waals interactions was set to 14 Å. We 

constrained all the chemical bonds by using LINCS algorithm32. The Nosé-Hoover thermostat33, 34 

and Parrinello-Rahman barostat35 were used to keep constant temperature (293 K or 310 K) and 

pressure (1.0 bar), respectively. The time constant for temperature and pressure coupling were 0.4 

and 0.8 ps, respectively. The time integration step was set to 2 fs. 

All the systems were energy-minimized by 50,000-step steepest descent and 50,000-step 

conjugate gradient algorithms. Then, they underwent heating by 300 K in 1-ns simulated 

annealing, followed by 50-ns NVT MD and 50-ns NPT MD equilibration phases. Finally, 500-ns 

production trajectories were collected at 310 K and 1 bar for mNT (I–IV) and one trajectory of 

mNT (I) at 293 K. All the calculations were carried out with GROMACS 2019.236, 37. The last 

snapshot of the 500 ns-long MD simulations of the complexes in Table 1 was used as starting 

structures. 
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2.4 Volume-based metadynamics. The free energy associated with A binding/unbinding 

process was calculated via the volume-based well-tempered metadynamics method15. The 

approach can be seen as a multi-pathway extension of funnel well-tempered metadynamics38, 

where a funnel-shaped potential limits the volume accessible to the ligand in the solvated space, 

considering a single egress pathway for the ligand. Here, the chosen collective variables (CVs) are 

represented by the spherical coordinates of a ligand in the reference frame of the host protein (i.e., 

radial distance ρ, azimuthal angle θ, and polar angle φ). To limit the sampling of the conformational 

space to the relevant configurations for the binding/unbinding process and to favor recrossing 

events, the accessible volume of the ligand is limited to a sphere of radius 𝜌𝑠 centered in center of 

mass of mNT. A repulsive potential 𝑈{𝜌(𝑡)} is then added at the border of the sphere: 

 𝑈{𝜌(𝑡)} = {
1

2
𝑘{𝜌(𝑡) − 𝜌𝑠} , if 𝜌(𝑡) > 𝜌𝑠

0,   else
 (1) 

where 𝑘 should be large enough to prevent the ligand from escaping the confining volume (in this 

work, it is 10,000 kJ·mol-1·nm-1 as in ref. 15), 𝜌(𝑡) is the distance of the ligand from the center of 

mass of mNT at a given time 𝑡. 𝜌𝑠 was set to 30 Å.  

The application of the restraining potential 𝑈{𝜌(𝑡)} causes a modification of the translational 

entropy of the system39, 40. To remove such contribution from the binding free energy ∆𝐺𝑏
0, we can 

add a correction term 

 ∆𝐺𝑏
0 = ∆𝐺Metad − 𝑇∆𝑆 (2) 

 −𝑇∆𝑆 = 𝑅𝑇 ln (
𝑉0

4
3 𝜋𝜌𝑠

3 − 𝑉prot

) (3) 
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where 𝑅 is the gas constant, 𝑇 is the system temperature, the standard volume 𝑉0 is equal to 1,660 

Å3, ∆𝐺Metad is the binding free energy obtained by metadynamics simulation, and 𝑉prot is the 

volume of the NEET proteins (44,200 Å3 for mNT). 

The widths of Gaussians were chosen to be 0.1 nm, π/16 rad, and π/8 rad for ρ, θ, and φ, 

respectively, following the protocol of ref. 15. The height of the Gaussian was set to 1.2 kJ·mol-1, 

and the bias factor was set to 20, with a deposition rate of 1 ps-1. The temperature and pressure 

were maintained with the same thermostat and barostat described in the initial equilibration 

(section 2.3). Five 300-ns volume-based well-tempered metadynamics simulations were carried 

out: I at 293 K and I–IV at 310 K. we used PLUMED-2.6.041, 42 patched with GROMACS 

2019.236, 37.  

We projected the free energy landscape onto the two following CVs: (i) the distance from the 

ligand center to the center of the [2Fe–2S] cluster and (ii) the number of hydrogen bonds (H-bonds) 

and salt bridges defined by Eq. 4: 

 𝑛 = ∑
1 − (𝑟𝑖𝑗 𝑟0⁄ )

𝑎

1 − (𝑟𝑖𝑗 𝑟0⁄ )
𝑏

𝑖𝑗

 (4) 

where 𝑎 and 𝑏 are set to 8 and 12, respectively, 𝑟0 = 2.5 Å43, and atom 𝑖 and 𝑗 represents the donor 

and acceptor atom, respectively. The coordination numbers between A (set of atoms 𝑖) and protein 

(set of atoms 𝑗 ) were defined also by using Eq. 4, with 𝑟0  = 4.5 Å, 𝑎  and 𝑏  are 6 and 12, 

respectively15.  

 

3. RESULTS AND DISCUSSION 

We consider here four complexes (I–IV, see Table 1) of the A·mNT complex, differing in the 

oxidation state and Nε@His87 protonation state the clusters. We first perform 0.5 s molecular 
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dynamics at constant temperature and pressure to equilibrate complexes I–IV. The systems appear 

equilibrated, as shown by plots of the RMSD values against simulated time (See SI, Fig. S1). Next, 

we predict the free energies of binding and unbinding by ~0.3 s volume-based metadynamics 

simulations (Fig. S3 in SI). They are calculated as a function of the spherical CVs. However, in 

the follow-up discussion, we find it more convenient to plot it as a function of distance to the [2Fe–

2S] cluster in the proximity of the ligand along with the number of H-bond and salt bridges.  

 

3.1 From the crystal to aqueous solution 

To study the changes on passing from the crystal to solution, we investigate the free energy 

landscape associated with A (un)binding in aqueous solution.† We simulate the system at the same 

temperature as that of the X-ray structure (293 K) and consider (i) the Fe-bound histidine 

deprotonated, as expected at the pH of crystallization (pH 8.011) and (ii) the oxidized state (I in 

Table 1) as in the X-ray structure.  

Five minima are identified (Table 2 and Fig. 3, Table S4 in SI) in our free-energy simulations. 

M 1 and 2 feature the lowest binding free energy ( −7.7 ± 0.8 kcal/mol and −6.1 ± 0.8 kcal/mol, 

respectively). These are consistent with the measured affinity (−6.9 kcal/mol11), within the 

following caveats: (i) A destabilize the [2Fe–2S] clusters of mNT in vitro and accelerate cluster 

release11: this phenomenon could affect the measurement; (ii) The temperature at which free 

energy has been measured (283 K) differs from that used for crystallization and in these 

simulations (293 K)11. As the cluster release is kinetically controlled7, here temperature difference 

could introduce energy inaccuracy. 

 

† The temperature is set to 293 K and Nε is considered deprotonated, as expected at pH 8.0. 
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Figure 3. Free energy associated with A binding to mNT (complex I in Table. 1) plotted as a function of 

the distance between the centers of mass of the A and of the [2Fe–2S] cluster and the number of H-

bonds/salt bridges at 293 K. The crystal binding pose is shown in the slate stick as a reference, while the 

representative binding poses are in orange. 1–5 are the five different binding poses, and U is an unbound state. 

 

Table 2. Binding free energy associated with the formation of the I complex, as calculated from volume-

based metadynamics at 293 K (∆𝑮𝒃
𝟎, kcal/mol). The experimental value at 283 K11 is −6.9 kcal/mol 

Minimum ∆𝐺𝑀𝑒𝑡𝑎𝑑 −𝑇∆𝑆 ∆𝐺𝑏
0 

1 −5.5 −2.2 −7.7 ± 0.8 

2 −3.9 −2.2 −6.1 ± 0.8 

3 −2.2 −2.2 −4.4 ± 0.8 

4 −1.0 −2.2 −3.2 ± 0.8 

5 −0.9 −2.2 −3.1 ± 0.8 

 

In these two low-energy minima, the ligand binds relatively close to the [2Fe–2S] cluster binding 

area, but the poses’ orientations differ from that of the X-ray structure. Specifically, in poses 1 
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(and 2), the ligand’s tetralin moiety forms hydrophobic interactions with Ala69, Val70, Phe82, and 

Cys83 (with Val70, Cys83, and Pro100), polar interactions with Lys68 (with Asp84 and Gly85). 

Its thiophene ring forms hydrophobic interactions with Pro100 (with Val57 and Ile102). The ligand 

phenyl ring interacts with Thr88 and Lys89 (with Asn53 and Pro54); and the amide oxygen forms 

H-bonds with a water molecule, and the later interacts to His87 (to Val57) through an H-bond. 

Besides, the carboxylate group interacts with Asp84 by H-bonding with two water molecules (by 

forming salt bridges with Lys55 and water molecules) (see Fig. 4A and B).  

 

Figure 4. The ligand-protein interaction diagrams of binding pose in Figure 3.  

Next poses 1 and 2 (Fig. 3) undergo MD simulations to investigate their variability in the absence 

of any bias. During MD simulations, A could bind to the cluster binding region, especially poses 

obtained from pose 2, as in the X-ray structure (2’ in Fig. S5, see details in the SI).  

The minimum 3 is 1.7 kcal/mol higher than minimum 2. Here, A forms hydrophobic 

interactions with Phe82, Ala69 on the β-cap (Fig. 4C). A’s thiophene ring also forms hydrophobic 

interactions with Val70, while its phenyl ring with Val57, Pro100, and Ile102. In addition, it forms 
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polar interactions with Lys55, Lys68, Gly85, and His87. The amide oxygen and carboxylate 

groups form H-bonds with water in solution (Fig. 4C). The minima 4‡ and 5 are farther ~1.2 

kcal/mol higher. Here, A forms hydrophobic interactions with L1 (Fig. 3). Specifically, in 

minimum 4 (and 5), the tetralin group forms hydrophobic interaction with Pro54 (with His48 and 

Lys78). Its thiophene ring interacts with Asn53 and Asn97 (with Ile49 and Phe80), while the 

phenyl moiety with Met44 (with Gln50). Both amide and carboxylate oxygen forms H-bonds with 

water molecules (Fig. 4D and 4E).  

As expected, the free energy of binding shows some degrees of correlation with the number of 

ligand/protein contacts (cprotein, see Methods) across the five poses identified here. This is shown 

by a plot of the absolute value of the binding free energy (|∆𝐺𝑏
0|) against cprotein (Fig. 5): Poses 4 

and 5 in water solution, which are not significantly populated according to our calculation (see 

Fig. 5A), are associated with the lowest |∆𝐺𝑏
0| and cprotein values. The ligand is highly hydrated, as 

shown by the high number of contacts of A with the solvent (cwater, Fig. 5B and 5D). Poses 1–3 are 

associated with higher  |∆𝐺𝑏
0| and cprotein values (Fig. 5A) and the ligand forms less contacts with 

water (Fig. 5B). Instead, as it might be expected, the total number of contacts (ctotal = cprotein + 

cwater) shows no correlation with the free energy (Fig. 5C). The number of contacts in the crystal 

turns out to be far larger than that of any pose in solution, because of the additional contacts of the 

complex with its images (Fig. 2). Hence, we may expect that the pose in the crystal to be rather 

different from those in solution, which is indeed what we find here. 

 

 

‡ The presence of the protein transmembrane domain (absent in the X-ray structure and in our 

simulations) may significantly affect the free energy landscape of the region around minimum 4, 

as the ligands bind close to the latter. 
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Figure 5. Correlation between ligand/protein number of contacts and the absolute value of binding free 

energy (|∆𝑮𝒃
𝟎|). Poses 1–3 are shown as the blue squares, 4–5 as red squares.  

 

3.2 Binding of the ligand at 310 K 

We evaluate here the impact of temperature on the ligand binding profile. The free energy 

associated with A binding I at physiological temperature, i.e., 310 K is shown in Fig. 6. It differs 

markedly from that at 293 K. Specifically, only 2 minima are present (out of the 5 minima found 

at 293 K) and the deepest one has a highest free energy with respect all the minima found at 293 

K. The minima 1 and 2 are associated with binding free energy of −8.2 ± 0.8 kcal/mol and −6.6 ± 

0.8 kcal/mol, respectively. 
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Figure 6. Free energy (kcal/mol) as a function of the distance between the centers of mass of A and the 

[2Fe–2S] cluster and the number of H-bonds/salt bridges at 310 K. The crystal binding pose is shown in the 

slate stick as a reference, while predicted binding poses are in orange.  

In minimum 1, the tetralin group forms a π-cation interaction with Lys51 and hydrophobic 

interactions with Met44 and Leu47. Additionally, A’s carbonyl oxygen includes an H-bond 

between His48 while the carboxylate group with water molecules (Fig. 6A, Table S5 in SI). In 

minimum 2, the tetralin group forms a π-π stacking with Phe82 and hydrophobic interactions with 

Leu65, Ala69, and Val70. Its thiophene ring and amide moiety form polar van der Waals (vdW) 

interactions with Lys78 and Lys79. Besides, carbonyl and carboxylate oxygens form H-bonds with 

water molecules (Fig. 6B, Table S5 in SI). For the sake of simplicity, we do not discuss the 

interactions with water, which are displayed in the Figures. 

We next evaluated the impact of the protonation of His87 and/or cluster reduction on the free 

energy landscape. First, let us discuss the effect of the protonation of His87, i.e., imidazole instead 

of imidazolate (complex II). The free energy landscape becomes much more complex, with as 

many as six minima, five of which (minimum 1, 3–6) are not too dissimilar in geometry to those 

of I at 293 K (Fig. 3); In minimum 1 (−6.2 ± 0.8 kcal/mol, Table 3 and S6 in SI), the thiophene 

ring of A forms π-π stacking interactions with His48, hydrophobic interactions with Ile49, and 
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interaction with Ser77 backbone unit; A’s carbonyl oxygen forms a water-mediated H-bond with 

Arg76; The carboxylate group forms a salt bridge with Lys78 and H-bonds with solvent molecules; 

at times, its phenyl group forms interaction with Glu93.  

In the next minimum (2, −5.7 ± 0.8 kcal/mol), the tetralin group forms hydrophobic interactions 

with Pro54, while the phenyl ring interacts with Val57–Ala59, Ile102; the thiophene ring interacts 

with Asn53; the carboxylate oxygens form a salt bridge with Lys55, and H-bonds with water 

molecules (Fig. 7).  

In minimum 3 (−5.6 ± 0.8 kcal/mol), the tetralin and thiophene rings form hydrophobic 

interactions with Phe80–Phe82, the carboxylate forms a salt bridge with Ly79; the carbonyl 

oxygen forms a water-mediated H-bond with Lys78.  

The next poses are not significantly populated. In minimum 4 (−4.9 ± 0.8 kcal/mol), which A’s 

tetralin group forms metastable interactions with Asp52 and Asn53; the thiophene ring forms polar 

interactions with Gln50, and the phenyl ring forms hydrophobic interactions with Leu47 and Ile49, 

and, at times, with His48; in addition, the carbonyl oxygen forms an H-bond with Lys51.  

In minimum 5§ (−4.8 ± 0.8 kcal/mol), the tetralin group interacts with Gly95 and Met44; the 

thiophene ring interact with Lys51 and Asp52; besides, the phenyl ring forms hydrophobic 

interactions with Leu47, and metastable interaction with His48; and the oxygen atoms of A are 

formed H-bonds with solvent molecules.  

In minimum 6 (−4.0 ± 0.8 kcal/mol), the tetralin group forms metastable interactions with Lys78 

while the benzene ring with Glu92 and Glu93, the thiophene ring with Lys89; its carboxylate and 

carbonyl oxygens form H-bonds with water molecules.  

 

§ As minimum 4 for I at 293 K, the poses of minima 5 and 6 are expected to be affected by the 

presence of the transmembrane domain of mNT absent in the model. 
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Figure 7. The ligand/protein interactions in II at 310 K. The crystal binding pose is shown in the slate stick 

as a reference, while the representative binding poses are in orange.  
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We finally focus on the effect of reduction (III and IV in Table 1). In the deprotonated form 

(III), the lowest binding free-energy is similar to that of I (−8.2 ± 0.8 kcal/mol, Table 3) and the 

free energy landscape features five minima (Fig. 8 and Table S7 in SI).  

In minimum 1, the ligand binds at the L2 loop of the β-cap (Fig. 8). Specifically, the tetralin 

group forms polar metastable interactions with Glu63, Lys106, Glu107, and Thr108; its thiophene 

ring interacts with Met62 and Thr108 of another chain, and carbonyl oxygen forms an H-bond 

with Lys106 of another chain. The ligand is instead found bound to L1 and L3 loops in minima 2, 

4 and 5.  

In minimum 2 (−7.2 ± 0.8 kcal/mol), the tetralin group of A forms hydrophobic interactions with 

Phe80 and Phe82, as well as, at times, interaction with Lys79; the thiophene ring forms interaction 

with Pro81 while the benzene ring interacts Ala59 and Phe60 as well as, at times, Asp61 and 

Asp64. 

A binds to the β-sheets in minimum 3 (−7.1 ± 0.8 kcal/mol); the tetralin moiety forms π-cation 

interactions with Lys104, hydrophobic interactions with Ala59, and metastable interactions with 

Asp61 and mainchain of Phe60; the thiophene ring forms hydrophobic interactions with Val57 and 

Ile102; the carboxylate oxygens form a salt bridge with Lys68; and the phenyl moiety forms 

hydrophobic interactions with Val70, Pro100, and, at times, with His87. 

In minimum 4 (5)** (both −6.2 ± 0.8 kcal/mol), the tetralin forms hydrophobic interactions with 

Ala43 and Met44 (it interacts, at times, with Lys89); the thiophene ring forms interactions with 

Thr94 and Gly95 (with Glu92 and Glu93); and the benzene ring, at times, interacts with the 

mainchain of Glu92 and Glu93.  

 

** As in the previous cases, the two poses will be affected by the transmembrane domain absent in 

the calculations. 
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Figure 8. The ligand/protein interactions of A bound to III at 310 K. The crystal binding pose is shown in 

the slate stick as a reference, while the representative binding poses are in orange. 

 

Protonation of the Fe-bound histidine (complex IV in Fig. 9, Table S8 in SI), decreases the 

lowest binding free energy (Table 3). Here, the ligand binds to the [2Fe–2S] cluster region and to 
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the L1/L3 loops. In minimum 1 (−7.5 ± 0.8 kcal/mol), the tetralin group forms hydrophobic 

interactions with Val57, Val70, Cys83, Pro100, and Ile102; the thiophene ring interacts with 

Gly85; the phenyl ring forms a π-cation interaction with Lys89; the carboxylate moiety forms a 

salt bridge with Lys55, along with H-bonds with His87, Thr88.  

In minimum 2 (−6.6 ± 0.8 kcal/mol), the tetralin group interacts, at times, with His48, Arg76 

and Trp75; and the carbonyl oxygen forms H-bond with three water molecules in which one also 

forms H-bonds with Lys78.  

In minimum 3 (−5.6 ± 0.8 kcal/mol), the tetralin group forms hydrophobic interactions with 

Ala69, Val70, Cys83 and metastable interactions with Lys68; the thiophene ring forms a π-π 

stacking with Phe82, and polar vdW interaction with the mainchain of Leu65; the carboxylate 

oxygen forms a salt bridge with Lys79.  

In minimum 4 (−5.2 ± 0.8 kcal/mol), the tetralin moiety forms hydrophobic interactions with 

Pro54. It interacts, at times, with Asn53 and mainchain of Lys55; the thiophene ring interacts with 

Gln50 and Asp52.  

In minimum 5 (−4.4 ± 0.8 kcal/mol), A binds with the L1 loop. Its thiophene ring forms 

hydrophobic interactions with Pro54; and the benzene ring forms polar vdW interactions with 

Gln50 and Asn53, and a metastable interaction with Asp52. 
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Figure 9. The ligand/protein interactions of A bound to IV at 310 K. The crystal binding pose is shown in 

the slate stick as a reference, while the representative binding poses are shown in orange. 

 

Table 3. The lowest binding free energy of A bound to mNT at 310 K 

Complex Lowest binding free energy (kcal/mol) 

I −8.2 ± 0.8 
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II −6.2 ± 0.8 

III −8.2 ± 0.8 

IV −7.5 ± 0.8 

 

4. CONCLUSIONS 

We have presented a metadynamics study on the binding poses and affinity of ligand A to human 

mNT in an aqueous solution. Different protonation states of the iron bound His87 and redox states 

(see Table 1) were considered.  

Our affinity is consistent with experiment in the same conditions. The simulations at the same 

temperature as those used for the X-ray structure of ref. 11 further suggested that crystal packing 

likely stabilizes the pose of the ligand in the cluster region at the same temperature. Indeed, in an 

aqueous solution, where such packing forces are absent, A binds not only to the [2Fe–2S] clusters 

binding region but also to the L1/L3 loops and L2 loops of β-cap with multiple binding poses. One 

of the low energy poses shares similarity with that of the X-ray structure. Here, the binding affinity 

of A fairly correlates to the intermolecular contacts formed by the ligand with the protein. When 

A binds to β-sheets and the [2Fe–2S] clusters binding region, it forms many contacts and has a 

high affinity with its target protein. Vice versa, when it binds to L1 and L3 loops, it does so with 

both low affinity and less intermolecular contacts to the target but more with the water molecules 

compared to the β-sheets and the [2Fe–2S] clusters region. In the X-ray structure, the ligand forms 

a much higher number of contacts, because it binds not only to the protein but also its images. So, 

we may expect a different binding pose, as suggested by our calculations. 

At physiological temperature, the redox and protonation states affect the free energy landscape 

in a highly non-trivial manner. In particular, the reduction on the [2Fe–2S] clusters of mNT with 
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deprotonated His87 allow A to reach the L2 loop. The protonation of iron bound His87 on oxidized 

mNT lead to binding to β1 sheet and L1 loop. The reduction has little effect on the affinity.  

Of course, the predicting power of our calculations depends crucially on the quality of the force 

field, which is challenged in multinuclear open shell systems such as Fe-S proteins. Experimental 

validation (such as NMR45) would be of great help to establish the accuracy of our predictions. 

We would like nevertheless to close with a positive note, as the calculations here have provided 

the first picture of a ligand bound to the human mNT surface in aqueous solution. This work may 

greatly help rational drug design of ligands targeting this protein, as it offers, for the first time, a 

complete and complex picture of ligands binding to one of the NEET proteins in solution. 
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