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system composed of a self-buildable device and an open-licensed application to
measure several display latency metrics. The most interesting metric is fotal
system latency: the time between an action happening in the physical world,
like a mouse being clicked, and the result being displayed on the screen, such
as a muzzle flash from a weapon in a videogame. There is currently no similar
device on the market, and this type of measurement is traditionally done man-
ually using a modified mouse and a high speed camera, but OpenLDAT can
measure it automatically using a built-in test, or interactively, allowing testing
of virtually any game or application, potentially on a separate machine. In
addition to system latency, OpenLDAT can also measure more traditional met-

1 | INTRODUCTION

One of the problems that afflict gaming enthusiasts, espe-
cially competitive players, is total system latency, that is,
the delay between an action happening in the physical
world, like pressing a mouse button, and the result being
visible on the screen.

This is not a new problem, and it has existed since
the dawn of real-time computer graphics, but many
things have changed over the years: On one side, the
introduction of technologies such as high refresh rate dis-
plays, VESA Adaptive Sync and driver optimizations for
latency-critical applications improved the situation, but
on the other side, the tremendous increase in the
complexity of graphic pipelines in videogames and the
introduction of techniques like temporal antialiasing,
checkerboard rendering, triple buffering, mouse smooth-
ing, and desktop compositors made the situation worse to
the point that some consider 60 FPS the minimum
threshold for playability because of latency.

rics, such as pixel response times.

Many different factors are involved in total system
latency, from the mouse microcontroller to the single screen
pixel, but the main contributors to latency are usually the
application, the speed of the hardware, and display used.

OpenLDAT has the following goals:

« Developing a device to measure total system latency
both automatically and interactively, in the most accu-
rate way possible and allowing comparison between
different systems and scenarios

« Allowing the device to be used on a wide range of dis-
plays, even when strong interference is present from
something like a pulse width modulation (PWM)
backlight

« Using the device to provide additional metrics that can
be measured with the same sensor, such as pixel
response times

« Making the device easy to build, using off-the-shelf,
low-cost parts, with a software that doesn't require
calibration
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 Distributing the software and the device schematics
under a free license, to allow users to use, study, mod-
ify, and improve the project

1.1 | State of the art

Instruments for measuring the quality of a display's
colors such as colorimeters and spectrophotometers have
been around for a long time and are readily available
starting at around 100$ for the cheapest models, but
measuring latencies has almost always been done
manually.’

Before OpenLDAT, total system latency was measured
by using a high speed camera and a mouse that has been
modified to turn on an LED when the left button is
pressed : When the button is pressed, the LED turns on,
and after a certain time, the image on the screen will
change (for instance, a muzzle shot will be visible if we're
using a videogame); the captured footage from multiple
runs is then analyzed by a human being to determine the
delay between the LED turning on and the image chang-
ing on the screen, and that is the total system latency. This
approach has three main disadvantages: The manual
analysis is very time consuming, the temporal resolution
of the camera is limited (usually to 1-2 ms unless an
expensive camera is used), and since a third party appli-
cation is involved, it may be difficult to replicate the
results.

Around September 2020, Nvidia sent a prototype of a
device called Nvidia LDAT," 2 short for Latency Display
Analysis Tool, to reviewers in the technical press. The
Nvidia device was not commercialized,® but it was the
inspiration for OpenLDAT. While not being a clone of
Nvidia's tool, OpenLDAT is a free and open source pro-
ject that achieves a similar goal: the measurement of
latency metrics. It is also worth mentioning that Nvidia
did not make their LDAT device available to the general
public, they only sent prototypes to a few select members
of the tech press, while OpenLDAT is free and open
source, and users can even build their own OpenLDAT
device if they want to. A comparison table between the
two products is provided in Section 4.

The Nvidia LDAT device consists in a small plastic
box with an RGB status LED in the front to show device
status and clicks, a light sensor on the back, a micro-USB
port to connect it to a computer running the proprietary
Nvidia LDAT software, a connector for a purposedly
modified mouse, a cord to easily attach it to a display,
and an audio jack that can be optionally connected to

*https://youtu.be/mOgILReDQsY

measure audio latency. Nothing is known about the
hardware inside the device, but by looking at it, the light
sensor appears to be a large photodiode or possibly a
charge coupled device (CCD, a type of camera sensor).
No teardowns of the device have been performed, so the
type of microcontroller and the other electronics inside
are unknown.

The Nvidia LDAT software implements a test to mea-
sure what Nvidia calls click-to-photon response, the time
between a mouse button being pressed and a brightness
change on the screen. Clicks can be generated by the
device itself or they can come from the modified mouse
connected at the front of the device. In either case, the
test is not fully automatic, as it requires an application,
typically a game, to respond to clicks with a flash that is
detected by the application.

The software can also measure audio latency in the
same way, using the audio jack instead of the light sen-
sor. This feature is absent in the OpenLDAT project as it
was deemed unnecessary.

During the development of OpenLDAT, a similar pro-
ject called DispLagBox"* was also being developed. Unlike
OpenLDAT, DispLagBox is a self-contained device built
around a Raspberry Pi and a light sensor: the display
being tested is plugged into the Raspberry HDMI port
and the software takes care of the rest. Because of this
approach, DispLagBox is more focused towards display
testing than OpenLDAT since it may compensate for the
constant known latencies introduced by the Raspberry
Pi, but it has some disadvantages such as being unable to
test between different PCs and OSes, being unable to test
video games, being significantly more expensive than
OpenLDAT and the fact that the Raspberry Pi doesn't
support HDMI 2.0 features such as 4 K HDR 144 Hz vari-
able refresh rate displays.

2 | DEVICE AND APPLICATION
OpenLDAT is composed of two main parts: a physical
device that can measure light very quickly and an appli-
cation that uses the device to run a set of tests.

The OpenLDAT device has essentially four functions:

« Sampling a light sensor quickly and regularly

« Generating clicks (automatically or externally
depending on the test), pretending to be a mouse to
the host PC

« Blinking an LED when clicks are generated, for man-
ual verification using a high speed camera

« Handling communication with the host PC, receiving
commands, and sending sensor data and clicks from
the virtual mouse
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The heart of the device is a Sparkfun Pro Micro
5V/16 MHz: an Arduino-compatible board based on the
ATmega 32U4° microcontroller, with a micro-USB con-
nector. This microcontroller has a 10-bit analog-to-digital
converter (ADC), and thanks to its programmable USB
controller, it can be recognized as a mouse (USB HID) as
well as a serial device (USB CDC Serial); the first inter-
face is used to send clicks (automatic or manually gener-
ated), and the second is used by the application to control
the device and receive data samples from it.

The light sensor used is the Everlight ALS-PT19,° a
phototransistor with fairly low response times (~ 0.1 ms),
good linearity, and low cost. Since this is a very small
surface-mounted component, this first iteration of the
device uses the Adafruit ALS-PT19 breakout board to eas-
ily mount it on a printed circuit board (PCB). Spectral
response is not particularly relevant for this task, but the
sensor's datasheet claims a response similar to that of the
human eye plus ultraviolet light.

By manipulating the ADC registers on the microcon-
troller unit (MCU), it is possible to significantly speed up
sampling as long as the input has a low enough imped-
ance; by combining this with buffering techniques, the
firmware on the device is able to reach sample rates up to
~ 30 kHz with 10 bits of resolution without a loss of
quality.” Depending on what the test needs, the applica-
tion can choose which features to enable on the device:
slow or fast sampling, internal or external click genera-
tion, sampling of light only or the clicks too, and so on.

The MCU and the sensor are mounted on a custom
single-layer PCB that also hosts and LED that shows
clicks for validation with a high speed camera, a connec-
tor for an external button or a modified mouse, and some
resistors that are used to control the gain level of the sen-
sor. Four levels of gain are implemented, as seen in
Table 1, and are available to the application.

Figure 1 (left) shows a top view of the OpenLDAT
device internals, with the MCU, the LED and the exter-
nal button connector on top, and the sensor at the
bottom.

The prototypes have been mounted inside a round 3D
printed case shown in Figure 1 (right). On the bottom of
the case, a felt pad prevents accidental scratching of the

TABLE 1 Gain levels
Level Gain Brightness (nits)
0 1.000 300-700
1 1.258 250-600
2 2.101 60-300
3 13.883 0-80

display being tested, and a thin microscope glass protects
the sensor from dust and accidental touches.

2.1 | Application

The OpenLDAT application is the most complex part of
this system: It uses the device to run the test and analyzes
the collected data to extract various types of information.

The application is designed to be multiplatform and
runs on Microsoft Windows, GNU/Linux, and (with
some limitations) MacOS. It has been developed using
Java SE and OpenGL and has a graphical interface as
well as a built-in manual. The screenshot in Figure 2
shows the main screen of the application, with the list of
tests on the left and instructions on the right. Some tests
also have settings that can be configured by the user,
such as duration.

During the test, the user is instructed on where to
place the sensor device. This is a massive advantage that
OpenLDAT has over the traditional high speed camera
method: Since it is almost entirely automated, the user
only needs to position the device on the display, and the
OpenLDAT software will take care of the rest, ensuring
and more reproducible results and making what used to
be a tedious manual task a 30-s job. Care should still be
taken to eliminate external sources of interference, such
as strong lights or electromagnetic fields, and all image
enhancement features of the display should also be dis-
abled while the test is running.

At the end of the test, the results are shown in the
interface, with the option of exporting them in text form
for external analysis. The screenshot in Figure 3 shows
the table of pixel response times of one of the tested
monitors.

OpenLDAT implements tests as follows:

Total system latency (automated test): This test
uses the device to automatically generate clicks at regular
intervals that are received by the application itself, which
generates a white flash in response; the software analyzes
the capture to determine the delay between the click
being sent and the flash appearing on the screen. The test
can simulate various load scenarios that can occur in a
videogame. During the test, the status LED blinks to
show the clicks being generated, allowing for manual
verification using a high speed camera. The algorithm
works by measuring the black level and by finding peaks
that are significantly above it. Each peak is associated to
the click that caused it (there will be more than one peak
per flash if PWM is present), and the delay between click
and light increase is measured. This method is not yet
compliant to the one proposed by SID in International
Committee for Display Metrology,” but the SID standard
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Input Lag
Automated test
Input Lag
Manual test
||I I Microstuttering detection
PWM / Strobing detection

i Pixel Response Time
Pixel Overdrive
Overshoot/undershoot

OpenLDAT - OpenLDAT Model 1

FIGURE 1 The OpenLDAT device

FIGURE 2 Main screen of

Input Lag measurement the OpenLDAT application

Automated test

Seizure warning
Fast flashing lights

This test measures Total System Latency, also known as
Input Lag, the time that passes between a button press and
something happening on the screen.

This test takes approximately 20 seconds to complete.

To simulate a variety of scenarios that a user might
encounter, several settings are available:

«VSync mode: Vertical synchronization prevents tearing
in the image by making sure that the GPU only sends a
new frame to the display while the display is not drawing
the previous one. This introduces a delay that depends
on the framerate, the refresh rate of the screen, and how
VSync is implemented.

«Fake CPU load: This setting simulates a load on the
CPU. Games usually take a few milliseconds per frame
for all their internal processing before rendering.

« Fake GPU load: This setting simulates a load on the

GPU. This can be used to simulate the complexity of
drawing a scene in a game.

‘ Light To Sound

will be implemented in the next version of OpenLDAT
companion software. The white-flash test is designed to
be as simple as possible to render, so that the speed of the
GPU doesn't significantly affect the accuracy of the result,
with even a low end card being able to reach and exceed
1000 FPS. That being said, tests should still at least be
performed on the same OS to have comparable results,
since there is no way to compensate for differences
between them.

Total system latency (manual test): This test
allows measurement of ftotal system latency using virtu-
ally any application (typically a game), potentially run-
ning on a completely separate machine, using a modified
mouse that can be connected to both the OpenLDAT
device and the target machine, or by using the device
itself to generate periodic clicks on the host PC like in
the automated test. The user interface allows users to

» Run test

tweak settings and displays the results. The algorithm is
essentially identical to the automated test, except that fla-
shes are generated by an external application and the
user can set the peak detection threshold.

PWM and noise detection: This test detects the
presence of a PWM backlight, as well as other types of
noise, and displays the dominant frequency (if present).
This test works by displaying a shade of gray, sampling it
for a few seconds, and running it through an FFT to
detect peaks. If strong peaks are found, a PWM backlight
is present, and its frequency is determined by the stron-
gest peak. If no peaks are found but the signal is still
noisy, then some other type of noise is present. All tests
in the application must be able to handle “holes” in the
captured signal caused by PWM/noise.

Pixel response times: This test measures the time
that pixels take to transition between many shades of
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From 32 From 64 From 96

7.40 ms

7.91 ms 7.63 ms
Method: VESA Standard (10-90%)

FIGURE 3 Pixel response times of an AOC Q2770P

gray. OpenLDAT implements the VESA standard,’® in
other words it measures the time taken to complete the
part between 10% and 90% of the transition. Future ver-
sions of the OpenLDAT software will implement other
measurement standards as well, such as the ones pro-
posed by SID in International Committee for Display
Metrology.”

This algorithm works in two phases: first, for each
shade of gray, it determines the best gain level to use
in order to avoid saturation or loss of accuracy; second,
for each couple of shades of gray, a transition is
sampled, the beginning and end of the transition are
determined, and the time difference is calculated. If
PWM or noise are present, the gaps in the signal are
interpolated; therefore, some degree of accuracy may
be lost.

Pixel overdrive: This test measures the error that
occurs during pixel transitions between many shades of
gray. This algorithm is similar to the pixel response time
test, but its focus is at the end of the transition. It finds
peaks above (if brightness is increasing) or below
(if brightness is decreasing) the expected level at the end
of the transition and measures it as an absolute percent-
age (over the entire brightness range of the display) or as
a relative percentage (over the brightness range of the
transition). If PWM or noise are present, the gaps in the
signal are interpolated. This test suffers greatly from the
presence of PWM since the peak that the algorithm is

Pixel Response Time Test - Results

From 128 From 160 From 192 From 224  From 255
5.61 ms 5.84 ms 5.79 ms 6.03 ms 6.31 ms
9.70 ms 8.76 ms 8.48 ms 8.43 ms 8.57 ms
12.81 ms
16.77 ms
0.00 ms
13.76 ms
12.53 ms
10.32 ms 11.54 ms

7.02 ms 6.97 ms 7.25 ms 7.11 ms 0.00 ms

trying to find may occur while the backlight is off; it is
therefore not recommended for this type of displays.

Microstuttering detection: This test detects the loss
or duplication of frames. This may happen for many rea-
sons, from poorly written software to incorrect display
settings, for instance, if the input signal has a non-native
refresh rate (overclock) the display may not be able to pro-
cess all frames in time. The algorithm works by dis-
playing alternating black and white frames and
measuring times between black to white transitions. If
frames are dropped or duplicated, there will be a measur-
able deviations in the timing of these transitions and
microstuttering is detected. If PWM or noise are present,
a filter is applied to remove it or at least significantly
reduce it.

Light to sound: This test allows the user to listen to
the signal captured by the light sensor and to see the
shape of the signal (similar to an oscilloscope) and
detects the dominant frequency (if present). This can be
useful for finding sources of interference, such as poorly
filtered LED lamps.

3 | MEASUREMENTS

During development, over 20 displays of different types
and eras were tested, to make sure that the system would
produce accurate measurements under all circumstances.



s | WILEY

DOSSENA anp TRENTINI

Before running the tests, the device and the applica-
tion were tested to ensure an accurate analysis and repro-
ducible results. This was done by manually analyzing the
captured signals as well as captures from an oscilloscope
and comparing the manually calculated results with the
application's output. Tests have shown a good degree of
accuracy and consistency across multiple runs. For
instance, in the automated total system latency test, vari-
ance was less than 5%, validated with a high speed cam-
era. More data on this subject will be provided in the
future if a proper study on OpenLDAT's accuracy can be
made using more sophisticated equipment which was not
available at the time of development.

31 | Inputlag

Several tests have been performed on a variety of display,
hardware, and software combinations to determine the
impact that it would have on total system latency.

The chart in Figure 4 shows how much the display
affects the total system latency. The data were collected
using the automatic test, and all displays were tested with
the same hardware and software configuration.

High refresh rate displays that are built for gaming
dominate this chart, as one would hope, while TVs sit at
the bottom. A more interesting pattern that emerged
however is the fact that some displays (like the LG
E2360) seem to be able to display the image while they're
still receiving it from the computer, similarly to old CRT

Acer Preda-
tor XB271HU
(165Hz G-Sync)

— VSync Off
% VSync On

]6.3
825
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Sharp LC-
40FG3242E
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Delay (ms)

FIGURE 4 Display input lags

displays where the incoming signal directly controlled
the electron beam without buffering or delays, ™ '° while
other displays (like the AOC Q2770P) store an entire
frame in a buffer before displaying it, possibly to apply
some kind of additional processing.

The chart in Figure 5 shows the impact that different
operating systems, GPUs, and display drivers have on
input latency. The data were collected using the auto-
matic test using different hardware and software configu-
rations on the same display (AOC Q2770P).

The Linux + Nvidia combination tops the chart, hav-
ing the lowest latency both with and without VSync,* at
least for OpenGL. This came as a surprise since Nvidia
drivers have a bad reputation in the Linux commu-
nity.>* Another interesting result is the fact that Intel is
near the bottom of the chart on both Windows and
Linux: This is caused by iGPU being significantly slower
than even a low end discrete GPU and therefore running
the test at a lower framarate.

Using the interactive input lag test, several applica-
tions were also tested to determine the impact that games
themselves have on fotal system latency. The test was per-
formed using a single hardware and software configura-
tion (Windows + Nvidia), testing several applications on
the same display (AOC Q2770P). Results are shown in
Figure 6.

In this scenario, latency is mostly affected by the
framerate of the application and how the engine works
internally. Please note that OpenLDAT only measures
total system latency here, and it has no way to know how
much time the game spent doing processing on either the
CPU or the GPU; therefore, this metric is more useful as
a “gaming” metric rather than a dislpay metric unless
those processing times are negligible. All tests in this
section were run on the same hardware so that they are
comparable.

The lowest latency here was shown by Mass Effect
Legendary Edition,! which was unexpected since it is
mostly a story based game where latency is not really an
issue. The 2007 version of Crysis  also showed very good

"https://retrocomputing stackexchange.com/a/17298

*Vertical Synchronization, the GPU buffers are only swapped during the
VBlank interval to prevent tearing and limit the framerate to the display
refresh rate.
Shttps://www.pcworld.com/article/2911459/why-nvidia-graphics-cards-
are-the-worst-for-open-source-but-the-best-, for-linux-gaming.html
Thttps://wiki.archlinux.org/title/NVIDIA/Troubleshooting
*https://www.phoronix.com/forums/forum/linux-graphics-x-org-
drivers/nvidia-linux/1149405-linux-with-nvidia- gpu-is-it-really-that-bad
Hhttps:/ /store.steampowered.com/app/1328670/Mass_Effect_
Legendary_Edition/

**https://www.gog.com/game/crysis
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FIGURE 6 Applications input lags

results thanks to its excellent engine (when it came out,
most people could not run this game at more than 20-30
FPS, so the game is optimized for these scenarios).

\
60
~~
0
\E/ 40
>
o}
—
)
Q 20 |~ ]
0 \ | |
0 2 4 6 8
Run
FIGURE 7 Inputlag validation

Unreal Tournament 2004’ showed unexpectedly high
latency despite running at over 700 FPS, but it was
quickly discovered that the Windows 10 compositor was
the cause of this problem as it was forcing the game to
run through it instead of using exclusive fullscreen. Goo-
gle Stadia** also shows a remarkable improvement com-
pared to when it was launched, with a borderline
playable 120 ms of latency, down from 180 to 300 ms. In
the last place, and above what many people would con-
sider playable, there is the 2020 remaster of Crysis*®, with
a very high latency despite running at about 45 FPS.
Crysis developers chose to force the game go through the
Windows compositor and implemented a long swapchain
to favor smoothness over latency; therefore, latency is
high unless the game is running at very high framerates.

Finally, the chart in Figure 7 shows the difference
between the total system latency values measured by
OpenLDAT (black line) and those measured manually
using the traditional high speed camera approach (red
line). The two lines are very close to each other, showing
that OpenLDAT is measuring latency correctly.

3.2 | PWM and other types of noise
This test is designed to determine the presence of PWM
backlights, and the PWM frequency if present. The test
can also detect other types of noise such as black frame
insertion and dithering.

Overall, PWM backlight was only found on low-end
displays, but the shape of the signal was wildly different
across different models. Figure 8 shows an example of

Hhttpsz //www.gog.com/game/unreal_tournament_2004_ece
https://stadia.google.com/
$¥https://store.steampowered.com/app/1715130/Crysis_Remastered/
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FIGURE 10 Pixel response times

typical PWM.

Another interesting behavior is shown in Figure 9:
On some displays (like the Samsung C34H890), the pixel
refresh cycle is visible. This is much weaker than the
flickering caused by PWM and doesn't cause loss of accu-
racy in the tests.

3.3 | Pixel response times and overdrive

The chart in Figure 10 shows the pixel respose times of a
few of the tested displays with and without overdrive. As
a reminder, overdrive is the most common name of the
technique of emphasizing transitions by overshooting
them slightly to achieve faster transition times. The pixel
respose time test generates a table of transition times in
which each cell contains the time required to perform
the transition between the two corresponding shades of
gray (an example has been shown previously in

Figure 3). Using this data, the chart in Figure 10 was cre-
ated by calculating for each display the geometric average
of its transition times (the bars) and the range in which
all the transitions lie (the horizontal lines).

When overdrive was available, it was set to the lowest
level required to have at least one transition time match
the manufacturer's declared response time (in all cases,
this was very close or equal to the maximum value, with
a significant loss of image quality).

As expected, gaming displays score higher in this
chart, especially TNs. The LG 27GL850-B is very close
with overdrive enabled despite having an IPS panel, but
this comes the cost of a tremendous loss of image quality
as shown in the next test.

Figure 11 shows the transition error committed by
the same displays with and without overdrive.
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= : TABLE 2 Feature comparison between Nvidia LDAT and
—= Overdrive On OpenLDAT
ot 225 |2 Overdrive Off
XL2420T verarive
(TN) = Nvidia
samsunz [ 4.1 LDAT OpenLDAT
C34H890
(VA) ]_0.3 Sensor Photodiode*  ALS-PT19
LG 27GL850- | | I 26-39 ; Gain levels 1 4
B (IPS HDR) ]4 0.39 Resolution 10 bit* 10 bit
AOC Q2770P 5—4—1—4—1 Sample rate ~ 1000 Hz* Up to ~ 30 kHz
(IPS) h 0.17 LED for validation Yes Yes
Octigen Click generation Yes Yes
M19W (TN)
l" 0.25 External button Yes Yes
MacBook
Eio i‘; | Audio input Yes No
7 (IPS .22 -
2017 ( ) h 0 Test: automatic input No Yes
\ lag
0 20 40 Test: manual input Yes Yes
Transition error (absolute %) lag
Test: PWM No Yes
FIGURE 11 Transition errors Test: microstuttering No Yes
Test: response times No Yes
With overdrive disabled, all displays have virtually no et Graiiie No Yes
transition error, but with overdrive, significant errors Light to sound No Yes
start to appear, with the worst offender being the LG —_ — — L
. . . atforms indows indows, Linux,
27GL850-B. This error creates a visual artifact usually MacoS
called inverse ghosting, where moving objects on the . )
. . .. License Proprietary Free
screen leave a trail of the opposite color. A transition
Cost N/A ~ 15

error higher than 1%-2% is noticeable to the user.

The overdrive results may seem low,

since there is no standard on how to measure the
transition error

it is possible that OpenLDAT measures it differently
from what other researchers define as “overdrive.” The
authors solicit feedback from other researchers who built
OpenLDAT and reproduced these results.

3.4 | Microstuttering

Microstuttering is an irregularity in frame times causing
dropped or duplicate frames. This is usually caused by
software (for instance, a game loading from disk while
playing) or by incorrect display settings (for instance,
using the wrong refresh rate).

Out of all tested displays, none has shown micro-
stuttering when running at native refresh rate or when
using VESA Adaptive Sync. Some displays like the AOC
Q2770P show microstuttering when running at non-
native refresh rates; this is presumably due to the internal
processing performed by the display, which runs the
panel at a constant 60 Hz regardless of the frequency of
the input signal, therefore causing dropped or duplicate
frames.

4 | CONCLUSIONS

The project has shown satisfactory performance, reaching
its goals and providing some interesting results on the
way that may be subject of further study. With
OpenLDAT, the tedious task of using a modified mouse,
a high speed camera, and a game to capture and manu-
ally analyze footage to measure input lag is now an auto-
mated, standardized, and easy task that virtually anyone
can perform with an inexpensive device that can be
bought or self-built.

During development and testing, areas of improving
emerged, as well as ideas for future iterations of the
OpenLDAT project. Since the project is completely free!
and anyone can easily build the device, reproduce our
results and improve OpenLDAT, it is likely that some
contributions will come from the community.

Possible future developments include improvements
to the device to allow the implementation of more tests
(especially tests specific to HDR displays) and

https://www.gnu.org/philosophy/free-sw.html
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improvements to the existing ones, as well as the addition
of a colorimeter to also run traditional color accuracy
tests.

Table 2 shows a comparison between the features of
Nvidia LDAT and OpenLDAT. Since Nvidia didn't pro-
vide official specifications for their device and did not
make their device commercially available, some of the
data provided may be incorrect as it is the result of obser-
vation done by the author of this paper, looking at videos
and articles about their device. Uncertain values have
been marked with “*.”

Hardware diagrams, documentation, and all the soft-
ware of the OpenLDAT project can be found here:

- https://openldat.fdossena.com (website)

- https://github.com/adolfintel/OpenLDAT (repo)

The OpenLDAT project (hardware, firmware, and
software) is distributed under the GNU GPL v3 license.””
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