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#### Abstract

Small-angle X-ray and neutron scattering (SAXS/ SANS) provide valuable insights into the structure and dynamics of biomolecules in solution, complementing a wide range of structural techniques, including molecular dynamics simulations. As contrastbased methods, they are sensitive not only to structural properties but also to solvent-solute interactions. Their use in molecular dynamics simulations requires a forward model that should be as fast and accurate as possible. In this work, we demonstrate the feasibility of calculating SAXS and SANS intensities using a coarsegrained representation consisting of one bead per amino acid and three beads per nucleic acid, with form factors that can be corrected on the fly to account for solvation effects at no additional  computational cost. By coupling this forward model with molecular dynamics simulations restrained with SAS data, it is possible to determine conformational ensembles or refine the structure and dynamics of proteins and nucleic acids in agreement with the experimental results. To assess the robustness of this approach, we applied it to gelsolin, for which we acquired SAXS data on its closed state, and to a UP1-microRNA complex, for which we used previously collected measurements. Our hybrid-resolution small-angle scattering (hySAS) implementation, being distributed in PLUMED, can be used with atomistic and coarse-grained simulations using diverse restraining strategies.


## 1. INTRODUCTION

Small-angle scattering (SAS) techniques based on X-rays (SAXS) or neutrons (SANS) are established, valuable, and widely used tools in structural biology for the characterization of biomolecules in solution. These methods allow the size, shape, stoichiometry, and dynamics of biomolecules to be assessed under near-physiological conditions, using reasonable concentrations, and without the need of labeling agents. ${ }^{1,2}$ Moreover, the size and the disorder level of the system are not a limitation, enabling the study of diverse biomolecular species. ${ }^{3-5}$ Indeed, SAS techniques can efficiently complement nuclear magnetic resonance (NMR) spectroscopy and fluorescence resonance energy transfer (FRET) measurements to provide global features when studying multidomain proteins, intrinsically disordered proteins, and larger complexes. ${ }^{6}$ Furthermore, SAS is particularly suitable for the analysis or the integration with molecular dynamics (MD) simulations, using either reweighing or restraining techniques. ${ }^{7}$ This compatibility arises from the relative simplicity of calculating the forward model from the coordinates of an atomic resolution structure.
Briefly, the SAS intensity of a randomly oriented, $N$-atom, molecule in a vacuum can be calculated by the Debye equation

$$
\begin{align*}
I(q)= & \langle I(\mathbf{q})\rangle=\left\langle\sum_{i=1}^{N} \sum_{j=1}^{N} f_{i}(q) f_{j}(q) \exp \left(i \mathbf{q} \times \mathbf{r}_{i j}\right)\right\rangle \\
& \cong \sum_{i=1}^{N} \sum_{j=1}^{N} f_{i}(q) f_{j}(q) \frac{\sin \left(q r_{i j}\right)}{q r_{i j}} \tag{1}
\end{align*}
$$

The intensity is described as a function of the momentum transfer $q=|\mathbf{q}|=4 \pi(\sin \theta / \lambda)$, where $2 \theta$ is the scattering angle, $\lambda$ the source wavelength, and $r_{i j}=\left|\mathbf{r}_{i j}\right|=\left|r_{i}-r_{j}\right|$ is the distance from the atom $i$ to the atom $j$, which represents the relative position of atoms $i$ and $j$ in the sample. The notation $\langle\cdots\rangle$ refers to the spherical average, required to integrate the scattered intensity over all directions that have the same magnitude of $q$. In the case of SAXS, the radiation-matter interaction between the X-ray photon and the electron cloud of
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atom $i$ is described by the atomic scattering factor $f_{i}(q)$, which can be approximated with the Cromer-Mann equation
\[

$$
\begin{equation*}
f_{i}(q)=\sum_{k=1}^{4} a_{k} \exp \left[-b_{k}(q / 4 \pi)^{2}\right]+c=f_{i}^{\text {atomic }}(q) \tag{2}
\end{equation*}
$$

\]

The empirical and atom-type specific parameters $a_{k}, b_{k}$, and $c$ are available in the International Tables for Crystallography. ${ }^{8,9}$ To account for the solvent effects, each atomic scattering factor $f_{i}(q)$ is modified by subtracting a spherical Gaussian which depends on $\rho_{0}$, the electron density of the solvent (e.g., 0.334 e $\AA^{-3}$ for bulk water), and $\nu_{i}^{10}$ the volume of the solvent displaced by the atom $i$, following the expression

$$
\begin{align*}
f_{i}^{\prime}(q) & =f_{i}(q)-\nu_{i} \rho_{0} \exp \left(-\frac{q^{2} v_{i}^{2 / 3}}{4 \pi}\right) \\
& =f_{i}^{\text {atomic }}(q)-\rho_{0} f_{i}^{\text {solvent }}(q) \tag{3}
\end{align*}
$$

Since the neutron wavelength is significantly larger than the nucleus dimension, in the case of SANS, the neutron scattering amplitude results to be isotropic, i.e., independent of the scattering angle. Therefore, eq 2 can be approximated to $f_{i}^{\text {atomic }}(q)=b_{i}$. The $b_{i}$ constants, which are available in the literature, ${ }^{11,12}$ depend on the number of neutrons and protons that constitute the nucleus. Consequently, isotopes of the same element with different numbers of neutrons, such as hydrogen and deuterium, have different neutron scattering lengths. This feature provides the basis of the contrast variation technique ${ }^{13}$ a powerful advantage of neutron scattering over X-rays, which is usually achieved by using mixtures of hydrogenated and deuterated water in varying proportions. To account for this combination in solvent composition, eq 3 is modified to

$$
\begin{equation*}
f_{i}^{\prime}(q)=f_{i}^{\text {atomic }}(q)-\eta \rho_{0} f_{i}^{\text {solvent }}(q) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=0.1\left(b_{\mathrm{O}}+2\left(b_{\mathrm{H}}(1-d)+d b_{\mathrm{D}}\right)\right) \tag{5}
\end{equation*}
$$

with $b_{\mathrm{O}}, b_{\mathrm{H}}$, and $b_{\mathrm{D}}$ as the neutron scattering amplitudes of oxygen, hydrogen, and deuterium, respectively, and $d$ as the deuterium concentration (from 0 to 1 , which corresponds to a percentage range of $0-100 \%$ ). The coefficient 0.1 serves as a scaling factor to account for the 10 electrons per water molecule when converting from electron to molecule density. It should be noted that this modification does not consider the possible effects of hydrogen-deuterium exchange between the solvent and the solvent-exposed residues of the biomolecule.

Although eq 1 accounts for the solvent displaced by the solute in the calculation of the scattering signal, it does not consider the contribution of the solvation shell. This layer depends on solvent-solute interactions and is typically more electron-dense than that of the bulk solvent. For example, the hydration layer has been reported to be up to $20-25 \%$ more electron-dense than bulk water. ${ }^{14-16}$ This phenomenon can result in an apparent increase in the radius of gyration of the solute. ${ }^{17}$ The contribution of the solvation layer can be included in calculations through explicit solvent modeling, as implemented in software such as WAXSiS ${ }^{18,19}$ and Capriqorn ${ }^{20}$ or implicitly like in CRYSOL ${ }^{21} /$ CRYSON, ${ }^{14}$ FoXS, ${ }^{22}$ and Pepsi-SAXS. ${ }^{23}$ The explicit solvent methods consider the positions of the solvent atoms in the surrounding shell while calculating the scattering signal of the molecule in solution. However, this approach is computationally expensive due to
the large number of solvent atoms that must be considered in addition to those of the molecule. Furthermore, it may still be inaccurate because of the limitations of the force field (FF) in the description of water-water and water-solute interactions. ${ }^{24,25}$ Implicit solvent modeling methods, on the other hand, allow the calculation of the solvation layer contribution to the scattering signal without the need to model the solvent atoms explicitly. This reduces the computational cost but results in an approximate representation of the shell. ${ }^{26}$ In general, implicit solvent methods require the introduction of a solvation layer term in eq 3

$$
\begin{equation*}
f_{i}^{\prime}(q)=f_{i}^{\text {atomic }}(q)-\rho_{0} f_{i}^{\text {solvent }}(q)+f_{i}^{\text {solvation layer }}(q) \tag{6}
\end{equation*}
$$

The way the $f_{i}^{\text {solvation layer }}(q)$ is calculated is slightly different depending on the software used. For example, in CRYSOL 2.x, ${ }^{27}$ this term depends on the contrast between the border layer, which is considered as an envelope of fixed width surrounding the particle, and the bulk solvent.

Equation 1 requires the evaluation of all of the pairwise interatomic distances within the molecule of interest, thus resulting in $N^{2}$ calculations, where $N$ is the number of the atoms involved, making it highly demanding for large biomolecules. This problem is exacerbated when multiple evaluations of the scattering profile are required, as in the case of MD simulations restrained by SAS data, resulting in severe performance degradation. A successful strategy to mitigate this computational burden is to coarse-grain the representation of the molecule. ${ }^{28-32}$ This simplification can be achieved by combining the scattering behavior of groups of atoms into larger beads while preserving the overall scattering properties of the molecule. This is made possible by the intrinsically lowresolution nature of SAS data, which are more sensitive to the overall shape and size of the molecule rather than its atomic level details. Depending on the specific coarse-graining method used, both the criteria for assigning atoms to beads and the placement of their center can vary significantly. In general, for a coarse-grained system, eq 1 becomes

$$
\begin{equation*}
I(q) \cong \sum_{i=1}^{M} \sum_{j=1}^{M} F_{i}(q) F_{j}(q) \frac{\sin \left(q R_{i j}\right)}{q R_{i j}} \tag{7}
\end{equation*}
$$

where $M$ is the number of beads, $R_{i j}$ is the relative distance between the center of the bead $i$ and the center of the bead $j$, and $F(q)$ is the bead form factor, which mirrors the scattering intensities of individual beads. There are several approaches to calculating $F(q)$; among them, the single-bead approximation (SBA) proposed by Yang et al. ${ }^{28}$ has proved to be one of the most computationally streamlined methods, which is fast but dependable. According to SBA

$$
\begin{equation*}
F_{j}(q)=\left[\sum_{i \in j} \sum_{k \in j} f_{i}^{\prime}(q) f_{k}^{\prime}(q) \frac{\sin \left(q r_{i k}\right)}{q r_{i k}}\right]^{1 / 2} \tag{8}
\end{equation*}
$$

where $f_{i}^{\prime}(q)$ and $f_{k}^{\prime}(q)$ are the atomic scattering factors of the atoms $i$ and $k$ belonging to bead $j$, which are modified to include only the solvent-excluded volume term as in eqs 3 and 4, for SAXS and SANS, respectively. Niebling et al. ${ }^{32}$ have effectively applied the SBA with the Martini $2.2^{33}$ coarsegrained scheme to derive SAXS bead form factors for proteins, and we have further extended it to nucleic acids. ${ }^{34}$ With this forward model, we used SAXS data to restrain simulations based on the Martini force field ${ }^{35}$ but also based on atomistic
force fields, for both proteins and nucleic acids. In this latter hybrid scheme, called the hySAXS approach, the simulation is performed at atomic resolution, while the SAXS intensity of the respective frames is calculated on a coarse-grained model. ${ }^{36-39}$
Even when the Martini representation is used to determine the scattering intensity with hySAXS, the study of relatively large systems can be challenging. Furthermore, this approach was not designed to account for possible corrections due to the solvation layer effects. Here, we present a novel hySAS method for proteins and nucleic acids that is faster and more accurate with the inclusion of a solvent layer contribution and extended to the calculation of SANS intensity. As a case study, we applied the hySAS approach to determine the conformational ensemble of human gelsolin (GSN). This 83 kDa protein (reviewed by Nag et al. ${ }^{40}$ ) is composed of six homologous domains (named G1 to G6) connected by flexible linker regions and is considered a master regulator of actin dynamics, thanks to its severing and capping activities. ${ }^{41}$ GSN and the other members of the superfamily play an important role in several physiological processes, such as cell division and mobility, trafficking, signal transduction, immunomodulation, and inflammation. ${ }^{42,43}$ GSN is also responsible for a hereditary amyloidosis, ${ }^{44}$ and it is involved in several other diseases, particularly cancer (reviewed by Li et al. ${ }^{45}$ ). Each GSN domain harbors a $\mathrm{Ca}^{2+}$ binding site, and binding to the ion triggers local changes and domain rearrangements that shift the protein from a closed to an open conformation. ${ }^{46}$ In the absence of $\mathrm{Ca}^{2+}$, the actin binding sites are buried, limiting the ability of the GSN to interact with actin filaments. In this inactive state, GSN can be crystallized, ${ }^{47}$ but the resolution is relatively low and several stretches of the protein are too flexible to be modeled; such flexibility has been shown to be relevant for GSN physiopathology. ${ }^{48-50}$ In this work, we have determined the ensemble of gelsolin structures in the closed and inactive state using SAXS data measured in the absence of calcium. Furthermore, as a second example of the applicability of hySAS, we refined a previously published protein-RNA complex. This newly introduced hySAS and our previous implementations are already available in the ISDB ${ }^{51}$ module of PLUMED ${ }^{52,53}$ software, an open-source software designed to enhance and extend various MD engines or to be used as a stand-alone package to perform a wide range of advanced analysis of complex biomolecular systems.

## 2. THEORY AND METHODS

2.1. SAS Form Factors with the Solvation Layer Contribution. Here, we introduce a novel hySAS method for proteins and nucleic acids where we use a single-bead (1B) representation to describe the scattering behavior of an amino acid and a three-bead (3B) mapping for a nucleotide, one for the phosphate group, one for the pentose sugar, and one for the nitrogenous base. This choice allow us to achieve better performance and to alleviate a source of inaccuracy in the Martini representation, specifically the need to extrapolate the bead form factor when it assumes negative values. ${ }^{32}$ Importantly, to include the solvent layer contribution for small $q$ values, we reformulate the SBA $F(q)$ as the sum of three terms

$$
\begin{align*}
F_{i}(q)= & {\left[\sum_{k \in i} \sum_{l \in i} f_{k}^{\text {atomic }}(q) f_{l}^{\text {atomic }}(q) \frac{\sin \left(q r_{k l}\right)}{q r_{k l}}\right.} \\
& +\rho^{2} \sum_{k \in i} \sum_{l \in i} f_{k}^{\text {solvent }}(q) f_{l}^{\text {solvent }}(q) \frac{\sin \left(q r_{k l}\right)}{q r_{k l}} \\
& -\rho \sum_{k \in i} \sum_{l \in i}\left[f_{k}^{\text {atomic }}(q) f_{l}^{\text {solvent }}(q)+f_{k}^{\text {solvent }}(q)\right. \\
& \left.\left.f_{l}^{\text {atomic }}(q)\right] \frac{\sin \left(q r_{k l}\right)}{q r_{k l}}\right]^{1 / 2} \\
= & {\left[F_{i}^{\text {atomic }}+\rho^{2} F_{i}^{\text {solvent }}-\rho F_{i}^{\text {mixed }}\right]^{1 / 2} } \tag{9}
\end{align*}
$$

This approximation allows the $F_{i}^{\text {atomic }}, F_{i}^{\text {solvent }}$, and $F_{i}^{\text {mixed }}$ terms to be precalculated separately and for each bead type, regardless of the solvent-specific $\rho_{0}$ (and the deuteration fraction in the case of SANS). Therefore, in addition to the option of using a buffer other than bulk water, it is possible to assign modified solvation densities to different beads as a proxy for the effect of the solvation shell. More precisely, the $\rho_{0}$ value of the beads exposed to the solvent can be adjusted to implicitly include the solvation layer contribution (SLC) through a user-defined parameter. This correction can be described as $\rho=\left(\rho_{0}-\right.$ SLC parameter $)$. For this purpose, the solvent-accessible surface area (SASA) for each amino acid, nucleotide sugar, phosphate group or base is calculated on the fly during the MD simulation or only for a single frame using the efficient LCPO method. ${ }^{54}$ Of note, in the case of SANS, the hydrogen-deuterium exchange is also considered. To achieve this result, we have precalculated the three terms of eq 9 for each bead type using both deuterium $f^{\text {atomic }}(q)$ and hydrogen $f^{\text {tomic }}(q)$. For the beads exposed to the solvent, each time eq 9 is solved, the terms obtained with deuterium $f^{\text {ptomic }}(q)$ are used instead of those obtained with hydrogen $f^{\text {atomic }}(q)$, with a probability equal to the deuterium concentration in the buffer. For the same bead type, folvent $(q)$ is identical for SAXS and SANS, both for hydrogenated and deuterated beads, as it depends exclusively on the parameter $\nu$. The $\rho_{0}$ value, the SLC parameter, the SASA threshold to consider a residue solvated, and the deuterium fraction in SANS can be defined by the user.
2.2. Bead Form Factor Parametrization and Validation. We computed the $F_{i}^{\text {atomic }}, F_{i}^{\text {solvent }}$, and $F_{i}^{\text {mixed }}$ terms of eq 9 for all of the amino acids, as well as for nucleic acid bases, the pentose sugars, and the phosphate group, for both SAXS and SANS. Concerning proteins, the three terms per amino acid were calculated and averaged over 1000 frames extracted at equidistant intervals from a $2.7 \mu \mathrm{~s}$ MD trajectory of GSN. The heterogeneous structural composition of this 755-residue protein makes it an ideal model for a comprehensive conformational sampling. Indeed, in addition to encompassing all of the standard amino acids, GSN features an IDP-like Nterminal region of $\sim 25$ residues and six structured domains rich in $\alpha$-helices and $\beta$-sheets, connected by flexible linkers. To validate the transferability of the GSN terms to other systems, we generated two additional independent term sets, derived from a 270 ns MD simulation of the B1 immunoglobulinbinding domain of streptococcal protein G (B1), and from a $1.35 \mu \mathrm{~s}$ trajectory of the green fluorescent protein (GFP). The three components of the bead form factors of all of the standard amino acids have been calculated. Furthermore, we have also included the scattering behavior of the histidine with
both the $\delta$ - and $\varepsilon$-nitrogen of the imidazole ring protonated. A different strategy was employed for nucleotides. Considering the lower accuracy of the FF for nucleic acids, ${ }^{55}$ we preferred to calculate and average the terms from nonredundant molecular structures obtained from the Protein Data Bank (PDB). We used a set of 167 noncomplexed DNA structures ${ }^{56}$ and a set of 75 RNA structures ${ }^{57}$ that we had already prepared and used in our previous work. ${ }^{34}$ To validate the parameters, 120 DNA and 43 RNA structures with no missing heavy atoms were selected from these repositories as the training subset, while the remaining structures were used as the validation subset. The final terms were computed on the two complete repositories (Table S1). We derived the form factor components of the five nucleobases (adenine, cytosine, thymine, uracil, and guanine), the phosphate group, and the DNA and RNA pentose sugars. In addition, we included two other DNA/RNA bead types for the $5^{\prime}$-end and the $3^{\prime}$-end pentose sugar with a hydroxyl moiety at carbon $\mathrm{C} 5^{\prime}$ and $\mathrm{C} 3^{\prime}$, respectively. Finally, each term belonging to either a protein or nucleic acid was fitted to a sixth-order polynomial. This means that $F_{i}^{\text {atomic }}, F_{i}^{\text {solvent }}$, and $F_{i}^{\text {mixed }}$ are described by a total of 21 parameters.
2.3. Computational Details. Protein bead form factor parametrization was performed on mature human GSN. The initial model was determined from the PDB entry 3FFN, whose missing loops and N -terminus were reconstructed using AlphaFold2. ${ }^{58}$ Regarding the 56 residues B1, and the 230 residues GFP, the structures are based on PDB entries 1PGB and 1GFL, respectively. All of the structures were prepared with the following procedure. The histidine orientation and protonation states were optimized using Schrödinger Maestro Suite, release 2021-4. ${ }^{59}$ The topology was built using DESAmber ${ }^{59}$ FF and the system was solvated with the TIP4P-D ${ }^{60}$ water model in a dodecahedron box with a NaCl concentration of 100 mM . After two preliminary minimization steps (steepest descent and conjugate gradient algorithms), a 2 ns long NPT simulation was performed with the protein atoms restrained to their minimized positions. For GSN, 675 ns of classical MD simulation was computed for each of the 4 replicas, collecting a total of $2.7 \mu \mathrm{~s}$. For GFP, we ran a single replica MD simulation of $1.35 \mu \mathrm{~s}$, while for B 1 , we ran 4 replicas for 67.5 ns each, reaching 270 ns .

The plain MD simulations of GSN, B1, and GFP were also used to evaluate the performance and accuracy of calculating SAS intensities at different resolutions. For nucleic acids, we followed the previous procedure to prepare and perform a 35 ns simulation of the 1,187 nucleotides large subunit ribosome fragment (PDB ID 1Z58) and a 14 ns simulation of singlestranded 12-mer RNA (AGUAGAUUAGCA). The former was used to assess the timing of the SAS intensity calculation and the latter to assess the accuracy.
For the GSN refinement, driven by SAXS-restrained MD simulation, the previous structure was modified. Since the experimental SAXS measurements were collected on a fulllength GSN fused to a N-terminal $\mathrm{His}_{6}$-tag, we modeled an additional 23 residues, corresponding to the sequence "MGSSHHHHHHSSGLVPRGSHMAS", resulting in a 778residue protein that was prepared as described previously. We ran $2 \mathrm{x} 1 \mu$ s metainference ${ }^{61}$ multireplica simulations (10 replicas, 100 ns each), one with and one without the solvation layer correction enabled. The representative SAXS intensities selected as restraints range between the $q$ values of $0.01 \AA^{-1}$
and $0.25 \AA^{-1}$ with a stride of $0.015 \AA^{-1}$. The analysis was performed over the last 50 ns of each trajectory.

Regarding the protein-RNA complex refinement, we adopted the MD input files prepared in our previous work. ${ }^{34}$ In summary, AMBER14SB ${ }^{62}$ FF with parmbsc1 ${ }^{63}$ parameters and the TIP3P ${ }^{64}$ water model were used to build the topology. To preserve the protein-RNA interface, we introduce harmonic biases on the distances between the phenylalanine residues and bases involved in nonbonded interactions; furthermore, we also added a restraining potential on the secondary structures of the protein, following the same procedure described by Kooshapur et al. ${ }^{65}$ The metainference simulations were performed for 4.5 ns with and without the solvation layer correction activated, using 35 selected SAXS intensities with $q$ values between $0.008 \AA^{-1}$ and $0.3 \AA^{-1}$ as restraints.
All of the simulations were performed using GROMACS 2021.6, ${ }^{66}$ PLUMED2, ${ }^{52,53}$ and the PLUMED-ISDB ${ }^{51}$ module. Plots were generated using the matplotlib ${ }^{67}$ 3.6.0 package, while the open-source software $\mathrm{VMD}^{68}$ and $\mathrm{PyMOL}^{69}$ were used for structural visualization of biomolecules. Relevant input files and trajectories are available on Zenodo ${ }^{70}$ and the PLUMED-NEST as plumID:23.029.
2.4. Gelsolin Expression, Purification, and SAXS Data Collection. Recombinant full-length GSN protein, carrying an N -terminal $\mathrm{His}_{6}$-tag, was produced as previously described. ${ }^{90,71}$ Briefly, the human plasma isoform of GSN devoid of the signal peptide (mature form) was produced in Escherichia coli SHuffle cells (New England Biolabs) upon addition of 0.5 mM IPTG and incubation for 16 h at $18{ }^{\circ} \mathrm{C}$. Cells were lysed in a Basic Z Bench top (Constant Systems Limited, U.K.) at 25 kPSI , and the clarified extract passed through a HisTrap HP column (all chromatographic media from GE-Healthcare). Further polishing was obtained by anion exchange (Resource Q ), followed by size-exclusion chromatography (HiLoad 16/600 Superdex 200). For SAXS analysis, the protein was diluted to 2.01 $\mathrm{mg} / \mathrm{mL}$ in 20 mM HEPES, $\mathrm{pH} 7.4,100 \mathrm{mM} \mathrm{NaCl}$, and 1 mM EDTA. GSN batch data were collected at the B21 BioSAXS beamline of the Diamond Synchrotron (Didcot, Oxfordshire, UK). ${ }^{72}$ Data and model are deposited in the SASBDB ${ }^{73}$ as SASDSN7.

## 3. RESULTS AND DISCUSSION

3.1. Single-Bead Mapping for Amino Acids and Three-Bead Mapping for Nucleotides Are Fast and Accurate for Small $\boldsymbol{q}$ Values. To assess the impact of the number of elements in a system on the speed of the SAS intensity calculation, we compared the time required by PLUMED to determine intensities from MD trajectory frames. We used different resolutions, including all-atom (AA), Martini scheme with transferable parameters (MT), and single-bead per amino acid (1B)/three beads per nucleotide (3B) mappings with the corresponding transferable parameters. For the analysis, we selected a GSN trajectory consisting of 6442 frames to evaluate the performance on proteins and a 500 frames trajectory of a large subunit ribosome fragment to evaluate nucleic acids. The intensities were calculated for $31 q$ values, in the range $1 \times 10^{-10}$ to $0.3 \AA^{-1}$, every $0.01 \AA^{-1}$. As expected, the resolution had a dramatic effect on the calculation time. For proteins, it took approximately 5 days to determine the SAS intensity at AA details (11,558 atoms). The same calculation was achieved in about 143 min ( 48.4 -fold speedup) using the MT mapping ( 1627 beads) and


Figure 1. SAS intensity calculation timings. (A) The 6442 frame MD trajectory of 755 residues GSN was used as input for PLUMED-ISDB plugin to calculate the corresponding SAS intensities for $31 q$ values, using different mapping resolutions. The time required for completion at AA details ( 11,558 atoms) is $416,594 \mathrm{~s}$ and with MT mapping ( 1627 beads) is $8,615 \mathrm{~s}$, while for 1 B ( 755 beads) is 1925 s . 1 B and MT are 216 times and 48 times faster than AA, respectively. As an example, five residues are shown at atomistic (ball and sticks visualization) and 1B resolution (light blue beads). (B) The 500 frames MD trajectory of 1187 nucleotide RNA strand was used to calculate the corresponding SAS intensities for $31 q$ values. The time required for completion at AA resolution ( 38,287 atoms) is $432,022 \mathrm{~s}$ and for MT mapping ( 7796 beads) is $15,912 \mathrm{~s}$, while for 3 B ( 3,560 beads) is 3263 s .3 B and MT are 132 times and 27 times faster than AA, respectively. As an example, four nucleotides are shown at atomistic (ball and sticks visualization) and 3B resolution (nucleobase in blue, pentose sugar in violet, phosphate group in orange). The timings were evaluated under the same conditions on a single core of a workstation equipped with an Intel Xeon E5-2660v3 CPU.


Figure 2. Validation of the $1 \mathrm{~B} / 3 \mathrm{~B}$ mappings in the calculation of scattering intensities. The SAS profile of each frame from MD trajectories was calculated at atomic and coarse-grained resolution, for $201 q$ values ranging from $1 \times 10^{-10}$ to $0.5 \AA^{-1}$. (A) Average and standard deviation on 6442 GSN frames of the SAXS residuals between MT and AA (green) and between 1B and AA (orange). (B) Average and standard deviation on 7256 12 -mer RNA frames of the SAXS residuals between MT and AA (green) and between 3B and AA (orange). (C) Average and standard deviation on 6442 GSN frames of the SANS residuals between 1B and AA (orange). (D) Average and standard deviation on 7256 12-mer RNA frames of the SANS residuals between 3 B and AA (orange).


Figure 3. Solvation layer contribution in the $1 B / 3 B$ SAXS intensity calculation. (A) Upper panel: logarithm of the SAXS profile of a representative, randomly selected, GSN frame calculated using 1B mapping (blue), 1B mapping with the best combination of SLC ( 0.08 ) and SC ( $0.6 \mathrm{~nm}^{2}$ ) found for this frame (orange), and using WAXSiS (black). Bottom panel: residuals of 1B (blue) and 1B with SLC (orange) using the WAXSiS intensity as the reference. (B) Upper panel: logarithm of the SAXS profile of a representative, randomly selected, 12 -mer RNA frame calculated using 3B mapping (blue), 3B mapping with the best combination of SLC ( 0.120 ) and SC ( $1.0 \mathrm{~nm}^{2}$ ) found for this frame (orange), and using WAXSiS (black). Bottom panel: residuals of 3 B (blue) and 3B with SLC (orange) using the WAXSiS intensity as the reference. All of the SAXS intensities were calculated for $101 q$ values, up to $0.3 \AA^{-1}$.
approximately 32 min (216.4-fold speedup) using the 1 B representation ( 755 beads) (Figure 1A). Similarly, for nucleic acids, the calculation time reduced from around 5 days at AA resolution ( 38,287 atoms) to about 265 min ( 27.2 -fold speedup) using MT mapping ( 7796 beads) and about 54 $\min (132.4$-fold speedup) using the 3B representation (3560 beads) (Figure 1B).
In addition to performance evaluation, we also assessed the accuracy of $1 B / 3 \mathrm{~B}$ mappings and parameters in the calculation of scattering intensities. For this benchmark, we selected 6442 equidistant frames from the GSN MD simulation, 6502 from B1, 9622 from GFP, and 7256 from the 12-mer RNA strand and calculated the SAXS and SANS intensity in both coarsegrained and atomistic details for $201 q$ values, in the range of 1 $\times 10^{-10}$ to $0.5 \AA^{-1}$, every $0.0025 \AA^{-1}$. For each frame and each $q$ value, the intensity calculated with $1 B / 3 \mathrm{~B}$ was compared with the corresponding intensity at atomistic resolution, which was taken as the reference. For SAXS we also included the comparison between MT and AA. The GSN SAXS intensities calculated with 1B mapping showed better agreement with those obtained with AA resolution than with MT up to 0.3 $\AA^{-1}$, since the difference (residuals) between 1 B and AA intensities is smaller than the difference between MT and AA for the same set of $q$ values (Figure 2A). A similar behavior has been observed also for B1 (Figure S1A, left panel) and GFP (Figure S1B, left panel) SAXS intensities. This phenomenon, which is probably amplified by the approximation introduced in the calculation of the MT bead form factors, shows that for small $q$ values, the atomic details are not critical in the determination of the intensity. Considering B1, which is the worst case scenario we observed, the SAXS intensity computed with 1 B differs by less than $0.5 \%$ from that calculated at atomistic resolution in the range $0-0.3 \AA^{-1}$. Regarding the SANS intensity calculation with 1 B mapping, the results obtained for GSN (Figure 2C) and GFP (Figure S1B, right
panel) were comparable to those of SAXS, whereas for B1, the accuracy decreased, with a maximum difference between 1B and AA scattering profiles of about $1.5 \%$ (Figure S1A, right panel). As for the proteins, the calculation of the SAXS intensity on RNA with 3B mapping also proves to be accurate, with better agreement with AA resolution than with MT (Figure 2B). Finally, the difference between the RNA SANS intensity computed with 3 B and that computed with AA shows a level of accuracy close to that observed for SAXS (Figure 2D). These results were obtained without considering the solvation layer contribution. To assess the transferability and validate the 1B parameters obtained from GSN, we generated additional independent sets of parameters from B1 and GFP. Using the 1 B parameters obtained from B 1 , we calculated the SAXS intensities on the B1 trajectory frames and compared them with the corresponding AA intensities. The same B1 frames were employed to calculate the 1B intensity using the parameters obtained from GSN, and these intensities were also compared with the AA profiles. The two obtained residuals are nearly superimposable (Figure S2A), differing from each other by less than $0.1 \%$ at most. We followed the same procedure with GFP, and similarly, the residuals calculated with the 1B parameters from GFP are in strong agreement with the residuals calculated with the 1B parameters from GSN (Figure S2B). To validate the 3B parameters, the nucleic acid repositories previously described in Section 2 were divided into two subsets. We selected 120 DNA and 43 RNA PDB files as the training set to compute the 3 B form factor parameters since all of the heavy atoms are solved in these structures. We calculated the SAXS intensity of each structure belonging to this set with 3B mapping and at AA resolution and evaluated the respective residuals. We performed the same analysis using the 3B parameters obtained from the training set on the remaining 47 DNA and 32 RNA structures, which we considered as the validation subset. The average of the


Figure 4. Agreement between hySAS, experimental SAXS data, and WAXSiS for the gelsolin ensembles. (A) Left panel: comparison between the logarithm of the average GSN SAXS profile calculated using 1B mapping without SLC (blue) and the logarithm of the experimental SAXS data (black dots). Right panel: comparison between the logarithm of the average GSN SAXS profile calculated using 1B mapping with SLC (orange) and the logarithm of the experimental SAXS data (black dots). (B) Left panel: comparison between the logarithm of the average GSN SAXS profile calculated using 1B mapping without SLC (blue) and the logarithm of the average WAXSiS profile (black dashed line). Right panel: comparison between the logarithm of the average GSN SAXS profile calculated using 1B mapping with SLC (orange) and the logarithm of the average WAXSiS profile (black dashed line). All of the residuals are calculated as the difference between the two intensities considered.
residuals from the training set and the average of the residuals from the validation set differed by a maximum of $0.12 \%$. Furthermore, although the residuals from the validation set are more dispersed, the average is closer to the reference than the average of the residuals from the training set (Figure S3).
3.2. Inclusion of the Solvation Layer Contribution Allows Matching the SAXS Intensity Calculated by WAXSiS. The 1 B and 3B form factors can be modified to include the solvation layer contribution in the SAS intensity calculation. Whether for a single PDB file or an MD trajectory, this process requires the calculation of the SASA to assess which beads are exposed to the solvent. This procedure is performed by the $\mathrm{LCPO}^{54}$ algorithm implemented ${ }^{74}$ in PLUMED. The reliability of the method was verified by
comparing the results obtained with LCPO with the results obtained for the same frames with the sasa module ${ }^{75}$ integrated in GROMACS (Figure S4). To evaluate the SLC, we used as a reference the intensities calculated by WAXSiS (Wide Angle Xray Scattering in Solvent), a web server hosted at Saarland University, which allows the calculation of SAXS/WAXS profiles based on short MD simulations in an explicit solvent. ${ }^{18,19}$ We extracted 10 equidistant frames from each of the previously described trajectories of GSN, B1, GFP, and 12mer RNA. For all of these frames, we calculated the SAXS intensity using $1 \mathrm{~B} / 3 \mathrm{~B}$ mapping with the SLC parameter set to $0.04,0.06,0.07,0.08,0.09,0.095,0.10,0.11$, and 0.12 and with the SASA cutoff (SC) of $0.4,0.6,0.7,0.8,1.0$, and $1.2 \mathrm{~nm}^{2}$, in all of the possible combinations. The same frames were used as


Figure 5. Radius of gyration and probability density histograms of GSN ensembles. The probability density distribution of the radius of gyration was calculated over 10,000 frames obtained using hySAS with SLC, colored in orange, while the distribution calculated over 10,000 frames obtained using hySAS without SLC is colored in blue. The area under each histogram integrates to 1 .


Figure 6. RMSF analysis of the GSN ensemble (with SLC). The flexibility of the protein was assessed by calculating the root-mean-square fluctuation of all residues. The residue numbering sequence on the $x$-axis includes the $N$-terminal $\operatorname{His}_{6}$-tag (from -23 to -1 ) and the full-length human plasma isoform of GSN ( 1 to 755). The domains sharing the highest sequence and structural similarity are shown with the same color code: G1 and G4 are colored in orange, G2 and G5 in purple, and G3 and G6 in blue. The linkers and tails are colored in light gray, while the His ${ }_{6}$-tag is colored in yellow. On the left, 50 equidistant frames from the analyzed trajectories are superimposed as a representative example of the conformational ensemble. The GSN structure on the right is that obtained by X-ray crystallography (PDB ID: 3FFN).
input to calculate the SAXS profiles with WAXSiS. We specified in the web server options an explicit solvent envelope of $7 \AA$ from the surface of the biomolecule, and we selected the maximum available simulation length $\left(2 \times 10^{6} / N^{-0.77}\right.$ frames, where $N$ is the approximate number of atoms in the hydration layer). As in the previous analyses, we calculated the residuals between the intensity computed with $1 \mathrm{~B} / 3 \mathrm{~B}$ and the intensity computed with WAXSiS, that we consider as the reference. Although some combinations of SLC and SC gave surprising results, leading to SAXS profiles practically identical to those calculated by WAXSiS (Figures 3 and S5), we found that using any of the indicated values of SLC and SC gave a better agreement with WAXSiS intensity than using 1B/3B without

SLC. For a clearer overview, we computed the root-meansquare error (RMSE) between the logarithm (base 10) of the SAXS intensity calculated with AA, MT, and $1 \mathrm{~B} / 3 \mathrm{~B}$ (with all of the SLC/SC combinations) and the logarithm of the SAXS intensity calculated with WAXSiS. The results obtained from all of the extracted frames were averaged for each system (Table S2). This analysis showed that the 1B/3B with SLC gave better results than $1 \mathrm{~B} / 3 \mathrm{~B}$ without SLC but also compared to MT and AA resolution. For GSN, B1, and GFP, the SLC values that lead to the best results are generally between 0.08 and 0.1 with the SC of $0.7-0.8 \mathrm{~nm}^{2}$. Instead, for the $12-\mathrm{mer}$ RNA, an SLC greater than 0.1 with SC between 0.8 and $1 \mathrm{~nm}^{2}$ is more in agreement with the reference.


Figure 7. Comparison between hySAS, experimental SAXS data, and WAXSiS for UP1-RNA complex models. (A) Left panel: comparison between the logarithm of the protein-RNA complex SAXS intensity calculated using 1B/3B mapping without SLC (blue) and the logarithm of the experimental SAXS data (black dots). Right panel: comparison between the logarithm of the protein-RNA complex SAXS intensity calculated using 1B/3B mapping with the SLC (orange) and the logarithm of the experimental SAXS data (black dots). The upper right section of each panel shows the protein-RNA complex frame responsible for the relative intensity profile (purple/cartoon representation for UP1, blue/ribbon representation for 12 -mer RNA). (B) Left panel: comparison between the logarithm of the protein-RNA complex SAXS intensity calculated using $1 \mathrm{~B} / 3 \mathrm{~B}$ mapping without SLC (blue) and the logarithm of the WAXSiS profile (black dashed line). Right panel: comparison between the logarithm of the protein-RNA complex SAXS intensity calculated using 1B/3B mapping with the SLC (orange) and the logarithm of the WAXSiS profile (black dashed line). All of the residuals are calculated as the difference between the two intensities considered.

### 3.3. Solvation Layer Contribution Results in a Smaller

 Radius of Gyration and an Overall Decrease in the Fluctuations of Gelsolin. The size and large structural variability of GSN made it an excellent candidate to provide a realistic evaluation of our method and to assess its applicability to practical scenarios. Specifically, we generated two independent GSN conformational ensembles through metainference multireplica simulations, using experimental SAXS data as a restraint and the 1 B mapping and parameters to compute the forward models. One of the two ensembles was obtained by enabling SLC with a value of 0.08 and with the SC of $0.7 \mathrm{~nm}^{2}$. We selected these settings based on the result of the analyses reported in the previous paragraph, as well asbeing particularly appropriate for GSN, this combination was also reasonable for B1 and GFP (Table S2). To define the ensembles, we considered only the second half of the trajectory of each replica, where the correlation between the forward model and the experimental intensity was stably close to 1 , with a constant metainference score. From each ensemble, we extracted 1,000 equally distant frames, recalculated the SAXS profile using PLUMED with 1B mapping, and determined the average profile. For the ensemble frames with hydration layer correction, we used the same SLC and SC settings as those for the refinement. The two average profiles, representing the two ensembles, were directly compared with the experimental SAXS data (Figure 4A). We observed that both profiles show
good agreement with the experimental SAXS data, with a chisquared of 0.8 and 1.4 without and with the SLC term, respectively. To verify that our hydration layer correction is working properly, we also calculated the SAXS intensities using the WAXSiS web server and determined the corresponding average profiles. We compared the PLUMED profile with the WAXSiS profile of the ensemble obtained without SLC (Figure 4B, left panel) and the PLUMED profile with the WAXSiS profile of the ensemble obtained with SLC (Figure 4B, right panel). In this case, we found that the agreement between PLUMED and WAXSiS is higher when comparing the intensities calculated from the ensemble with SLC (RMSE: $1.7 \times 10^{-2}$ ) than when comparing the intensities calculated from the ensemble without SLC (RMSE: $6.4 \times 10^{-2}$ ). This indicates that although the hydration layer contribution in the SAXS intensity calculation is not critical to match the experimental data, hySAS can match WAXSiS with the appropriate SLC/SC settings. We analyzed both the ensembles in terms of radius of gyration and root-mean-square fluctuations (RMSFs) to gauge the effect of the SLC on the resulting conformations. Although both the ensembles showed a bimodal distribution of the radius of gyration, the one obtained with the inclusion of the SLC was, as possibly expected, more compact with an average radius of gyration of 3.05 nm , compared to the one generated without the SLC, which showed an average radius of gyration of 3.14 nm (Figure 5). Interestingly, a similar behavior was observed regarding the RMSF. The ensemble calculated applying the SLC shows systematically lower fluctuations, with an average RMSF of 0.26 nm , compared to the other ensemble, which has an RMSF of 0.38 nm (Figures 6, S6, and S7). Focusing on the SLCcorrected ensemble, the main contribution to the radius of gyration and the RMSF comes from the long N-terminal disordered region with significant fluctuations also found in the two main linkers connecting the G2 domain to the G3 domain and the G3 domain to the G4 domain (Figure 6). Referring to high-resolution data for some of the isolated domains (also in the presence of $\mathrm{Ca}^{2+}$ and/or actin), ${ }^{76-78}$ GSN appears reasonably stable, suggesting that the model with smaller fluctuations is preferable.
3.4. Solvation Layer Contribution Results in a Lower Radius of Gyration in the Refinement of a Protein-RNA Complex. In addition to generating conformational ensembles, hySAS can also be used to refine single structures to enhance consistency with experimental SAS data. As an example of the latter application, we choose to improve a model of a previously published protein-RNA complex. ${ }^{65}$ This system consists of the 199 -residue unwinding protein 1 (UP1) interacting with a 12 -mer single strand derived from the primary transcript of the $18 a$ microRNA. The complex was originally refined using metainference, SAXS, and NMR data as restraints and successively tested with hySAXS and the Martini bead form factors. ${ }^{34}$ Here, we repeated the latter test using the same input files and data but 1 B and 3 B mapping to compute the forward models. We generated a short trajectory with and without SLC with a value of 0.12 and an SC of $0.8 \mathrm{~nm}^{2}$. From each trajectory, we obtained a refined structure with a chisquared of 1 with respect to the SAXS data (Figure 7A). As for the GSN, to verify our method, we compared the intensities computed from the two selected conformations with the corresponding intensities recalculated with the WAXSiS web server. We obtained an RMSE of $6.4 \times 10^{-2}$ between the PLUMED and the WAXSiS logarithm of the intensities
(Figure 7B, left panel) when using the conformation generated without employing the hydration layer correction. However, when using the conformation calculated with the SLC, the RMSE drops to $1.2 \times 10^{-2}$ (Figure 6B, right panel). Therefore, also in this case, the use of our SL allows us to obtain SAS profiles in agreement with WAXSiS.

Comparing the two resulting refined structures, it is possible to observe a difference in their radius of gyration, with the one obtained without using the SLC characterized by a radius of 2.26 nm as observed in our previous work, ${ }^{65}$ and the one obtained using the SLC term by a radius of 2.20 nm . This difference is the result of more relaxed terminal regions of UP1.

## 4. CONCLUSIONS

The integration of experimental data in simulations is a powerful approach to increase the resolution of the former and the accuracy of the latter. ${ }^{79-81}$ This integration is based on two elements: (i) a forward model for the calculation of an experimental observable, given a conformation and (ii) an integration strategy (e.g., restraints or reweighting based on either the maximum entropy principle or Bayesian inference ${ }^{82,83}$ ). The forward model should be accurate and computationally efficient when the goal is to apply a restraint in a simulation. In this work, we have presented an implementation of a SAXS and SANS forward model that efficiently exploits the limited resolution of these experimental techniques. In particular, it allows protein and nucleic acid scattering to be represented by a single-bead per amino acid and a three-bead per nucleic acid residue, and more importantly, it enables the effective on-the-fly inclusion of solute-solvent scattering corrections at no cost. We showed that the inclusion of this correction modifies the resulting conformations by mildly decreasing their radius of gyration, as expected, and matching WAXSiS, a more accurate but expensive forward model. The method presented here is already deployed in PLUMED, thus allowing its use in combination with different molecular dynamics engines, restraining strategies including metainference ${ }^{61}$ and maximum entropy ${ }^{84,85} /$ caliber $^{86}$ approaches or enhanced sampling techniques such as metadynamics ${ }^{87}$ and umbrella sampling. ${ }^{88}$
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