
DEPARTMENT OF PHYSICS

PHD SCHOOL IN PHYSICS, ASTROPHYSICS AND APPLIED PHYSICS

CICLE XXXIV

Structure, dynamics and phase
transitions of biological matter

Disciplinary Scientific Sector FIS/03

Director of the School: Prof. Matteo PARIS

Supervisor of the Thesis: Prof. Stefano ZAPPERI

PhD Thesis of:

Linda RAVAZZANO

A. Y. 2021-2022



Commission of the final examination:

External Members:
Prof. Giampaolo Mistura
Prof. Paolo Biscari

Internal Member:
Prof. Stefano Zapperi

Final examination:

13 April 2022
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List of Figures

1.1 Examples of active matter systems (a) Fluorescence image of human breast
cancer cells; (b) a flock of birds; (c) a school of fishes; (d) A common
type of artificial microswimmers: Janus colloids. In the picture a Scan-
ning Electron Microscopy image spherical silica beads half coated by a
platinum layer. Dashed lines show the Janus boundaries. In this case the
platinum layer transforms the chemical fuel H2O2 added in the environ-
ment in which Janus particles moves into water and oxygen, giving rise
to a self phoretic propulsion of the colloids. Scale bar is 1µm. (e) A way to
obtain systems of active particles at the mesoscale is using vibrated polar
disks. The white part of the particle is made of copper-berylium, while the
grey part is made of nitrile. The design gives the disks a built-in polarity.
When vibrated, the disks self-propelled. Scale bar is 4mm. Panel (d) is an
adaptation from Xiaolu Wang et al. [105], panel (d) is an adaptation from
Julien Deseigne et al. [24] Copyright 2012 with permission of The Royal
Society of Chemistry. 4

1.2 Active Brownian Particles (a) Example of an active Brownian particle in
2D. The vector v indicates the particle velocity while the angle ϕ defines
particle orientation; in (b), (c), (d) and (e) the simulated 10s long trajec-
tories of four ABPs starting from the same point are shown for different
values of the self-propulsion: V = 0µm

s
so simple Brownian particles,

V = 1µm
s

, V = 2µm
s

and V = 3µm
s

respectively. With increasing values
of v, the active particles move over longer distances before their direc-
tion of motion is randomized. The whole figure comes from the review
of Clemens Bechinger et al. [6], is reprinted with permission, Copyright
2016 by The American Physical Society. 5
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1.3 Phase transitions in active matter (a) Snapshots of N≈ 7× 105 simulated
ABPs at different packing fractions φ0. The colorbar represents the den-
sity field. Motility induced phase separation is clearly visible, with dense
regions colored in yellow and diluted regions colored in violet. (b) Phase
diagram of ABPs, depending on activity (Peclet number Pe) and packing
fraction φ. In the inset, an enlargement over the low Pe-high φ regime
highlights the connection with 2D melting. In the black area there is co-
existence, in the blue hexatic order and the orange one is an active solid
phase. Panel (a) is an adaptation from Joakim Stenhammar et al. [96].
Panel (b) is reproduced from Pasquale Digregorio et al [25] with permis-
sion, Copyright 2018 by the American Physical Society. 6

1.4 A qualitative phase diagram for jamming The jammed region, near the
origin, is enclosed by the depicted surface. The line in the temperature-
load plane is speculative, and indicates how the yield stress might vary
for jammed systems in which there is thermal motion. The figure comes
from Andrea J. Liu and Sidney Nagel [62], reproduced with permission of
Macmillan Magazines Ltd. Copyright 1998 8

2.1 Chlamydomonas reinhardtii (a) Scanning electron microscope image show-
ing an example of the unicellular algae Chlamydomonas reinhardtii. The
flagella they use to swim are clearly visible. Scalebar is 10 µm. Courtesy
of the Dartmouth Electron Microscope Facility. (b) Scheme of a Chlamy-
domonas reinhardtii alga where the eyespot sensitive to light is colored in
red. Since the eyespot is localized near the cell equator, the alga tend to
rotate around its center trying to span the surrounding envinroment with
the eyespot. Panel (b) is an adaptation from William Guilford et al. [39]. 11

2.2 Chlamydomonas reinhardtii in the low density regime and their re-
sponse to stress Typical snapshots of C. reinhardtii suspensions (scale bars
50 mm) at low density with (b) and without (a) the stress induced by the
presence of NaCl are shown together with a boxplot of cluster areas (c),
the distribution of the absolute value of the linear velocities P (|v|) (d) and
the distribution of the angular velocities P (ω) (e). 17

2.3 Active rotators in the low density regime (a) Snapshots of the simula-
tions at low density φ = 0.14 in presence of active torque (τz = 10) with
adhesion (Acc = 3950). Particles are coloured according to their angular
velocity ωz . The formation of clusters is clearly visible. In the inset a
zoom of a portion of the simulated box is shown, together with the veloc-
ity vectors of the particles. In particular it is easy to see a system of three
collectively rotating particles. We also show a boxplot of cluster sizes (b)
and the distributions of velocities (c) and angular velocities (d) with and
without adhesion. All the quantities are dimensionless as explained in
Section 2.2.2 18

2.4 Chlamydomonas reinhardtii in the high density regime (a) Typical snap-
shot of a C. reinhardtii suspension at high density (scale bars 100 mm); (b)
corresponding map of angular velocities obtained by PIV. Vortex-like be-
haviour is visible. In (c) we report the plot of the probability distribution
of the angular velocity P (ω) and in (d) the plot of the absolute value of
the linear velocity P (|v|). 19
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2.5 Rotators in the high density regime (a) Typical snapshots of the system
of active rotators at high density for different values of the active torque.
Below we show the corresponding plots of the distributions of angular
velocities P (ωz) (b) and of the linear velocities P (|v|). All the quantities
are dimensionless as explained in Section 2.2.2 20

2.6 Rotational unjamming (a) Trajectories of randomly selected algae for ex-
perimental conditions similar to those reported in Fig. 2.4.a. (b) Mean-
square displacement of the experimental trajectories, showing diffusive
behaviour. (c) Selected trajectories obtained in simulations for the sys-
tem in the jammed phase (τz = 500 in the inset) and in the system in
the unjammed phase (τz = 8000, main plot). In both plots, the coordi-
nates are rescaled using the length of the simulation box L. (d) The time
evolution of the mean-square displacement averaged over all the disks
belonging to the system of active rotators is shown for different values
of the active torque, showing a clear increase for increasing values of the
disks self rotation. (e) The same plot as in (d) is reported also in logarith-
mic scale. (f) The diffusion coefficient, obtained from a linear fit of the
long time region of the mean square displacement is plotted. The increase
after a critical value of the active torque τz is associated to a crossover
from a jammed/solid-like phase to an unjammed/flowing phase of the
system. All the quantities in panels (c),(d),(e) and (f) are dimensionless as
explained in Section 2.2.2. 21

2.7 The role of adhesion The mean square displacement of the system in the
unjammed phase (τz = 6000) and high density (φ = 0.87) is shown for
different values of the Hamaker constant Acc , that defines the intensity
of the adhesive potential among the particles. Results are reported in (a)
logarithmic and (b) linear plots. Increasing the strength of the adhesion,
the mean square displacement decreases. (c) The effective diffusion co-
efficient averaged on all the disks is extracted from the linear fit of the
mean square displacement. Here the crossover from the unjammed to the
jammed phase is clearly visible as the diffusion coefficient rapidly drops
to zero for large adhesion strengths. All the quantities are dimensionless
as explained in Section 2.2.2. 22

2.8 Effective diffusion coefficient (a) Effective diffusion constant Deff as a
function of the active torque τz at constant self-propulsion V = 25. (b)
Deff as a function of the self-propulsion V with no self-rotation (τz = 0).
All the quantities are dimensionless as explained in Section 2.2.2. 23

2.9 Phase diagram for active rotators A qualitative phase diagram can be ob-
tained by plotting logDeff as a function of V and τz . Notice the peculiar
role of the self-rotation that can both induce jamming and unjamming,
depending on the presence of self-propulsion. The color plot is obtained
by interpolating the estimated values of logDeff . All the quantities are
dimensionless as explained in Section 2.2.2. 24

3.1 Scheme of the simulated channel Snapshot obtained with Ovito [97] of
the simulation box. The jammed active particles are showed in blue and
red and the channel of width d is clearly visible. 30
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3.2 Examples of different invasions Snapshots at t = 10 time units obtained
for particle self-propulsion V = 300 and adhesionAcc = 3 (left) andAcc =
1000 (right) respectively. It can be observed as an higher value of adhesion
promotes the formation of clusters that detach from the jammed bulk of
active particles and invade the channel. 31

3.3 Pre-invasion snapshots Snapshots obtained for self-propulsion V = 150
and adhesion strength Acc = 3, Acc = 100 and Acc = 1000 respectively.
The time at which the snapshots have been acquired is different for each
of the three cases and it precedes the beginning of channel invasion, with
particles that detach from the bulk. Particles coloured in blue rotates
clockwise while particles coloured in red rotates counter-clockwise. 32

3.4 Example of invasion curve Invasion curve for self-propulsion V = 300
and adhesion Acc = 100. The invasion curve shows a rapid growth to-
ward an equilibrium value. The snapshot in A shows what happens at
the beginning of the invasion curve: the active particles are invading the
channel and their number consequently increases with time. In snapshot
B the equilibrium condition is illustrated: the channel is completely filled
and the number of invading particles remains constant. 33

3.5 Example of invasion curve Invasion curve for self-propulsion V = 150
and adhesion Acc = 1000. Looking at the curve, it oscillates around a
small number of invading particles for nearly half of the time, then it
grows up to higher values. Looking at the snapshots in A it is possible
to understand what happens in the first part of the invasion curve: some
small clusters detached from the bulk and are oscillating up and down in
the channel (the end of the channel is closed, so particles bounce back).
This is why the curve is so jagged. In snapshot B instead it is clear what
happens in the long time region of the invasion curve: the channel is al-
most completely filled by a huge group of particles aggregated by the high
inter-particle adhesion. 34

3.6 Averaged invasion curves in the high velocity regime Invasion curves
for V = 150 and different values of adhesion. The blue line represents the
invasion curve averaged over the 10 different initial configurations. Grey
shadows represent the standard error. 35

3.7 Averaged invasion curves in the low velocity regime Invasion curves for
V = 1.5 and different values of adhesion. The blue line represents the
invasion curve averaged over the 10 different initial configurations. Grey
shadows represents the standard error. 36
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3.8 Averaged invasion curves for same self-propulsion and different adhe-
sion (a) Invasion curves averaged on 10 initial configurations for self-
propulsion V = 15 and different values of adhesion Acc. It should be
noted that the curve for Acc = 3 (green) at a certain point overlaps the
curve for Acc = 0.0 (red), suggesting that a small but non null adhesion
promotes the invasion. Then further increasing the adhesion the invasion
curves goes to zero. The anomalous behaviour of the curve for Acc = 300
could be due to statistical fluctuations. (b)Invasion curves averaged on 10
initial configurations for self-propulsion V = 150 and different values of
adhesion Acc. Again the invasion is promoted by a small but non null ad-
hesion, in facts the curve for Acc = 3 (green) reaches the equilibrium very
fast, much before the curve for Acc = 0.0 (red). From Acc = 600 onwards
the invasion curves start to be jagged, showing evidence of cluster forma-
tion and do not reach any more the full channel condition. Both in (a) and
(b) the shadows represent the standard error computed with a Jackknife
resampling procedure applied on the 10 different initial configurations. 37

3.9 Plot of invasion rate as a function of the adhesion strength Curves of the
invasion rateR as a function of the inter-particle adhesionAcc for different
values of the self-propulsion V . 38

3.10 Qualitative phase diagram for invading active particles A qualitative
phase diagram can be obtained by plotting the invasion rate R as a func-
tion of self-propulsion V and adhesionAcc. Two region are clearly visible:
one in which practically no invasion occurs (light blue) and one in which
active particles invade the channel like a fluid (dark blue). An additional
intermediate region dominated by cluster invasion appears in blue. The
color plot is obtained by interpolating the values of R. Axis and colorbar
are in logarithmic scale. 39

4.1 Schemes and images of NPCs location and structure (a) Scheme of the
nucleus of an eukaryotic cell. The inner part containing the genetic mate-
rial (chromatin is clearly visible) is divided from the outside cytoplasm by
the nuclear envelope (NE); inserted on it, nuclear pores are clearly visible;
(b) portions of experimental images of several nuclear pores in Xenopus
laevis oocyte obtained using high-resolution field-emission scanning elec-
tron microscopy. Scalebar is 0.5µm; (c) vertical section of a nuclear pore,
illustrating in a schematic way its inner structure. Panel (b) is an adap-
tation from Hans Ris [85] Copyright 1997 with permission of Foundation
for Advances in Medicine and Science, Inc. , panel (c) is an adaptation
from Daniel H. Lin et al. [61] Copyright 2019 with permission of Annual
Reviews; 44
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4.2 First attempts of analysis of NPCs spatial distribution in different cell
conditions (a) Electron microscopy image of the outer nuclear envelope
of a rat kidney cell nucleus; white lines represent some of the computed
distances among nuclear pores; (b) Histogram of NPCs distances com-
pared to other spatial distributions of points: A represents the distribu-
tion of random points, B (in grey) represents the histogram obtained from
hexagonally arranged points; C is the histogram of the distances between
pore centers computed for a rat kidney nuclear envelope (the number of
pore-to-pore distances is expressed as a per cent of all distances calcu-
lated, class interval is 100 Å). It can be noticed that some of the peaks
of the experimetal distribution are found in correspondance of the ones
of the hexagonally arranged points, but the overall distribution of NPCs
is way more complex, showing for example even a minor maximum at
a distance compatible with the diagonal of squarely arranged pores. (c)
Electron microscopy image of the nucleus of a gonocyte from the testis
of a 5-day-old guinea-pig. Clusters of densely packed nuclear pores are
clearly visible, separated by pore-free areas. (d) Electron microscopy im-
age of Sertoli cell nuclei from adult guinea-pig testis. The pore complexes
are numerous and apparently random in their distribution. Panel (a) and
(b) are an adaptation from Gerd G. Maul et al. [67], panel (c) and (d) are
from Don W. Fawcett et al. [33], Copyright 1979 with permission of Elsevier. 47

4.3 More recent images of NPCs spatial distribution in different cell condi-
tions (a) Nuclear pores distribution in apoptotic HL60 human leukemia
cells, observed by freeze-fracture electron microscopy. Pore-free areas ap-
pear separated from dense pore clusters (colored in yellow); (b.1) Scan-
ning electron microscopy image of a nuclear surface of freeze-fractured
HeLaS3 cells (human cancer cells) during the eraly G1 phase, the first
phase of the cell cycle that takes place in eukaryotic cell division. Dur-
ing G1 phase, the cell synthesizes mRNA and proteins in preparation for
subsequent steps leading to mitosis. Many nuclear pores are clearly visi-
ble with a large pore-free island. (b.2) Immunofluorescence image of G1
HeLaS3 cell nucleus shows an accumulation of the inner nuclear mem-
brane protein lamin A/C in the pore-free islands. (c) Direct Stochastic Op-
tical Reconstruction Microscopy (dSTORM) images of nuclear envelopes
from Xenopus laevis oocytes at different stage of development (respectively
at stage II for figure (c.1), stage IV for figure (c.2) and stage VI for figure
(c.3)). The central channel of each pore (visualized as a green spot on the
images) is labelled with the fluorescent protein WGA − Alexa647. Scale
bar is 5µm. In the insets, instead, stereomicroscope images of the whole
oocyte respectively at stage II, IV and VI is represented with a scale bar of
50µm. Panel (a) is an adaptation from Elisabetta Falcieri et al.[32] Copy-
right 1994 with permission of Chapman & Hall, panels (b.1) and (b.2) are
an adaptation from Kazuhiro Maeshima et al. [65], panels (c.1),(c.2) and
(c.3) are an adaptation from Julien Sellés et al. [93]. 48
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5.1 Details of the simulated nuclear pores (a) Detached pore complexes re-
leased onto the microscope grid from a nuclear envelope immersed in low
salt medium containing 0.1% Triton X − 100, from which the octagonal
shape is clearly visible. Scalebar is 0.25 µm. Panel (a) is an adaptation
from Unwin et al. [102]. (b) Visualization of a single simulated nuclear
pore through Ovito [97]. (c) and (d) potential energy surfaces obtained
from the modelled interaction between a pore and a corner of a neigh-
bouring pore: blue areas mark strongly repulsive regions, while red areas
mark trapping centres. The two images represent the full LJ potential case
for the vertex-vertex interaction term (c) and the purely repulsive case (d),
respectively. 52

5.2 Visual comparison of real nuclear pores coming from experimental im-
ages and simulated nuclear pores (a) and (b) portions of experimental
images of nuclear pores in Xenopus laevis oocyte at different developmen-
tal stages, Stage II (a) and Stage VI (c), respectively, obtained using super-
resolution microscopy. Panel (a) and (b) are adaptations from Sellés et
al. [93]; (c) and (d) two configurations of nuclear pores obtained from sim-
ulations, for comparison with experimental data. The density is 36NPC/µm2

for (c) and 20NPC/µm2 for (d). Scalebars are 1 µm. 53
5.3 Schemes of the techniques used for the statistical analysis of nuclear

pores distribution (a) Scheme of the radial distribution function g(r) of
a solid (top panel) and of a glass (bottom panel). The g(r) peaks in the
crystalline materials represent the positions of the shells of neighbours;
in the amorphous case the function show broad peaks in correspondence
of coordination shells. (b) Scheme illustrating the way in which local or-
der parameters are computed, in order to detect ordered regions inside a
material. (c) Scheme of the Voronoi tessellations; red dots represents the
analysed particles. 55

5.4 Radial distribution functions of the experimental distributions of nu-
clear pores The g(r) of the nuclear pores is reported for three different
developmental stages of Xenopus laevis oocytes. In particular the curves
are obtained from the experimental images for Stage VI - (a), Stage IV -
(b), Stage II - (c). The dashed red lines represent the theoretical expecta-
tion for second peaks positions in the assumption of regular square (a) or
hexagonal (c) structures. 56

5.5 Radial distribution functions of simulated nuclear pores The g(r) is
reported for three different densities of the nuclear pores. Blue curves
are from averages over ten simulations with attractive octagon potential.
Dashed red curves are obtained from the experimental images for Stage II
- (a), Stage IV - (b), Stage VI - (c). 57

5.6 Local order parameters coloured maps for experimental pore configura-
tions Snapshots of pores coloured as a function of the local order param-
eter. Each row of figures shows a different Stage of development of the
Xenopus laevis oocytes; the two columns show the local order parameters
ψ4 and ψ6 respectively. 58

5.7 Local order parameters coloured maps for simulated pore configura-
tions Snapshots of pores coloured as a function of the local order param-
eter. Each row of figures shows a different simulated density of nuclear
pores; the two columns show the local order parameters ψ4 and ψ6 respec-
tively. 59
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5.8 Distributions of local order parameters The distribution of the local order
parameters at different pores densities is reported for (a),(b) experimental
samples and (c),(d) for simulated configurations; (e) the average |ψ6| and
|ψ4| values as a function of the density. The dashed lines report the values
obtained from the simulations, with shadows highlighting the respective
standard deviation. The points represent the values computed from the
experimental samples, with vertical errorbars for the standard deviation,
and horizontal errorbars reporting the error on the density, as described
in the paragraph ’Tracking of Nuclear Pores’ 61

5.9 Voronoi tessellation applied to experimental nuclear pores In (a), (b) and
(c) examples of Voronoi tessellation are given for experimental samples at
Stage II, IV and VI respectively. 61

5.10 Voronoi tessellation applied to simulated nuclear pores Examples of
Voronoi tessellation are given for simulated configurations of nuclear pores
at different densities. 62

5.11 Number of neighbours and Voronoi cells size calculated for experimen-
tal and simulated nuclear pores In (a) and (c) the histogram of the num-
ber of nearest neighbours computed counting the facets of the Voronoi
cells are represented. In (b) and (d) we plotted the distributions of the
volume, expressed in µm2, of the Voronoi cells at different densities. 63

5.12 Radial distribution functions obtained with alternative models for pore-
pore interaction. (a) The radial distribution function for different interac-
tion potential: attractive octagonal potential (red curve), repulsive octago-
nal potential (green curve) and simply spherical repulsive potential (blue
curve). Data are relative to simulations with a density of 36NPC/µm2,
and compared with the g(r) from experimental images of Stage II oocytes
(black dashed line); (b) the same results are shown for simulated densities
of 20NPC/µm2 and experimental samples on stage VI; (c) the position of
the first g(r) peak as a function of the density. 64
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Introduction

Motivation

Biological systems astonish us for their variety and richness. They show a degree of
complexity that usually overcomes what can be found in systems that have been so far
the standard object of classical physics investigation. To have an intuitive idea, let us
think to the complexity of bacterial colonies or even of a single eukaryotic cell, with
all its molecular mechanisms, with respect to ideal gas particles, confined in a box at a
fixed temperature and pressure. Classical physics has been revolutionized by the idea
proposed by Ludwig Boltzmann in the 19th century of linking the macroscopic prop-
erties of a system composed of several particles with the microscopic configurations of
the individual particles. This approach suggests that even in complex biological systems
it could be possible to connect emergent behaviours with parameters describing local
properties. Furthermore, it has been observed that in many biological systems, physical
and even mechanical aspects are of crucial importance. Just to give some examples, let
us think of the ability of stem cells differentiating in muscle, bone or other types of cells
according to the rigidity (clearly a physical property) of the environment [51]. Let us
consider the fact that cancer cells have peculiar physical characteristics, since they are
softer than normal ones [73]. Moreover, cells can tune their trajectories and movements
(physically their dynamics) as a finding strategy to look for nutrients in the surrounding
environment [59]. The awareness of the centrality of physical and mechanical interac-
tions in many biological processes, has opened the way to a multidisciplinary approach
in dealing with complex biological issues, such as the study of cancer formation and pro-
gression [53]. In this field some interesting attempts of describing tumours with mathe-
matical models that take into account cell properties have been made [26]. A soft-matter
physics approach can be attempted for biological systems such as groups of algae, cells
confined in narrow channels or protein complexes such as nuclear pores on the nuclear
envelope of eukaryotic cells. The main idea underlying this Thesis is to investigate the
properties of biological matter, gaining insight on its dynamics and structure and look-
ing for phase transitions. To reach this goal, we will describe complex biological systems
with simplified mathematical models, that take into account peculiar properties, such as
the ability of living matter to self-sustain its motion, or specific particle interactions. The
advantage of such an approach lies in the ability of describing a complex biological sys-
tem with only few key parameters, such as particle mobility or inter-particle adhesion.
Those models could be used to implement computer simulations and to study in silico
phenomena such as phase transitions, collective migration or spatial organization, as
a function of parameters changes. When proposing a model, some approximations and

xv
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assumptions should always been made. This is the most difficult and delicate part of this
modelling process, that requires carefully taking into account our biological knowledge
of the problem. With proper attention, this multidisciplinary approach can deepen our
understanding of complex biological systems. On the other side, this approach can ex-
pand our knowledge of physics, since it forces us to deal with non equilibrium systems,
lacking a complete theoretical description of their dynamics and thermodynamics.

Thesis structure

The present Thesis consists of two Parts, for a total of five Chapters. Part I spans from
Chapter 1 to Chapter 3 and deals with different biological systems that can be described
using models of interacting active matter, focusing on phase transitions and invasion
properties. Part II is composed of Chapters 4 and 5 and addresses the study of nuclear
pores spatial distribution on the nuclear membrane, in a soft matter perspective.
Chapter 2 has already appeared as refereed publication in a scientific journal; Chapter
5 has been submitted to a peer reviewed scientific journal and is under revision. Some
minor variations have been made in the presentation of previously published results, to
maintain consistency of style and content structure throughout the manuscript.

Chapter 1: Active matter systems and phase transitions We set the stage by intro-
ducing active matter and its role in describing systems of biological interest. We
explain a single particle model widely used to describe active matter: Active Brow-
nian Particles (ABP). Then we deal with phase transitions in active matter, dis-
cussing the state of the art and focusing, in particular, on the jammed-unjammed
phase transition.

Chapter 2: Unjamming of Active Rotators From a statistical physics point of view,
one of the most interesting features of active particles assemblies is the richness of
dynamical phases they can undergo when varying internal parameters, such as
density, adhesion strength or self-propulsion. Most theoretical studies of active
matter consider self-propelled particles driven by active forces. The observation of
the motion of Chlamydomonas reinhardtii algae, in which the active particles have
not only the ability of self-propel, but also to self-rotate, suggests, however, that
active torques may also play an important and yet unexplored role. Inspired by
this experimental example, we build a model for interacting active matter based
on ABPs and we simulate the dynamics of a system of interacting active 2D disks
endowed with active torques and self-propulsive forces. This work has been pub-
lished as an article in Soft Matter ([82]), on which the Chapter is based.

Chapter 3: Active matter invasion in narrow channels In this chapter, we apply
the single particle model for interacting active matter developed in Chapter 2 to
study the invasion properties of bulk of jammed active matter in the vicinity of
a narrow open channel. Our aim is to characterize how few parameters such as
self-propulsion strength and inter-particle adhesion can influence the way active
particles invade. In this case, the rotation of particles is not explicitly imposed
by applying an active torque, but it can emerge as a consequence of the particle-
particle interaction. This work is currently in preparation for submission to a sci-
entific journal

Chapter 4: Nuclear Pores In this chapter, we introduce nuclear pores, vast pro-
tein assemblies inserted in the nuclear envelope of eukaryotic cells that act as main



Introduction xvii

gates for communication between nucleus and cytoplasm. We specify their struc-
ture and functions and describe the state of the art about their spatial distribution
on the nuclear envelope.

Chapter 5: Spatial organization of nuclear pores in Xenopus laevis oocytes Nu-
clear pores have been extensively studied to determine their structure and com-
position, yet their spatial organization and geometric arrangement on the nuclear
surface are still poorly understood. Here, we analyse super-resolution images of
the surface of Xenopus laevis oocyte nuclei during development, and characterize
the arrangement of nuclear pores using tools commonly employed to study the
atomic structural and topological features of soft matter. To interpret the experi-
mental results, we hypothesize an effective interaction among nuclear pores and
implemented it in extensive numerical simulations of octagonal clusters mimick-
ing typical pore shapes. This work has been submitted as an article in Soft Matter
([81]), on which the Chapter is based.
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Active Matter





CHAPTER 1

Active matter systems and phase transitions

1.1 Introduction

One of the aims of this thesis is to investigate the dynamics and phase transitions of
biological matter, using tools and techniques typical of soft matter matter physics. A
particularly interesting question is to determine collective and emergent properties of a
system composed by biological units, starting from an appropriate mathematical model
of the motion of a single particle. An approach that is reminiscent of an atomistic de-
scription. To reach this goal, it is crucial to consider a fundamental characteristics that
is common in most biological systems: the ability of the units composing the system of
converting biochemical energy into motion. This is an intrinsic characteristics of living
systems: cells use nutrients as fuel to sustain their activity and movement, algae per-
form photosynthesis to obtain the energy necessary to move using their flagella, animals
feed themselves and transform food in energy necessary to swim, to fly, to crawl or to
walk. This ability of converting stored or ambient energy into systematic movement, is
what defines active matter: a system composed of self-driven units. The detailed study
of those systems, together with the attempts of theoretically model self-propelled parti-
cles, gave rise to active matter as an entire new field in soft matter physics. This field
has strong interdisciplinary connection with biology, materials science and engineering
for what concerns the experimental part [70]. One of the most commonly used model
to describe self-propelled particles was proposed by Vicsek et al. [104], to study swarm
behaviour of animals in 1995. In the Vicsek model, particles tend to align with the av-
erage direction of motion of their neighbours. That work stimulated a growing interest
in the peculiar properties of active matter systems [66],[80], also inspired from the ob-
servation of natural phenomena such as the movements of flocks of birds [14], schools
of fishes or cell populations [70]. The field was pushed forward by new technological
achievements that allowed the production of active colloids [112], Janus particles [105]
[45], artificial microswimmers [21] and also experimental systems of self-propelled par-
ticles at the mesoscale, such as vibrated polar disks [24] or small robots [22].

The reason for the great interest shown by physicists in active matter relies on the fact
that those systems do not respect thermodynamic equlibrium because of the continuous
injection of energy in the system, becoming excelent case studies for out of equilibrium
systems. Due to this far from equilibrium nature and to their intrinsic complexity, ac-
tive matter systems display a variety of collective properties, emergent phenomena and
large-scale pattern formation [66],[80]. Notable examples are the emergence of vortices
when active particle assemblies found themselves in confined geometries [7], the forma-
tion of clusters [58] and active cristals [6], and phase transitions that differ from the ones
typical of passive particles, as we will see in the following.

3
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Figure 1.1: Examples of active matter systems (a) Fluorescence image of human breast cancer
cells; (b) a flock of birds; (c) a school of fishes; (d) A common type of artificial microswimmers:
Janus colloids. In the picture a Scanning Electron Microscopy image spherical silica beads half
coated by a platinum layer. Dashed lines show the Janus boundaries. In this case the platinum
layer transforms the chemical fuel H2O2 added in the environment in which Janus particles moves
into water and oxygen, giving rise to a self phoretic propulsion of the colloids. Scale bar is 1µm.
(e) A way to obtain systems of active particles at the mesoscale is using vibrated polar disks. The
white part of the particle is made of copper-berylium, while the grey part is made of nitrile. The
design gives the disks a built-in polarity. When vibrated, the disks self-propelled. Scale bar is
4mm. Panel (d) is an adaptation from Xiaolu Wang et al. [105], panel (d) is an adaptation from
Julien Deseigne et al. [24] Copyright 2012 with permission of The Royal Society of Chemistry.

1.2 Active Brownian Particles

Among the different models used to describe the motion of active particles, we focus
on a basic and effective model that will represent the starting point for our study: Ac-
tive Brownian Particles (ABPs). The Brownian motion of passive particles is driven by
equilibrium thermal fluctuations, due to random collisions with the surrounding fluid
molecules. The ABPs model extends the Brownian motion to include the ability of a
particle to self propel. Self-propelled Brownian particles exhibit an interplay between
random fluctuations and active swimming driving them into a far-from-equilibrium
state [6]. When dealing with cells, bacteria and microswimmers the assumption of over-
damped dynamics is valid, since they usually perform their motion at small Reynolds
numbers [6]. In this case, inertial forces are much smaller than the viscous ones and
therefore can be neglected in the equations of motion. With this assumption, the equa-
tion of motion (e.o.m.) for an ABP in 2D, moving in free space becomes:

dx(t)

dt
= V

v(t)

|v| +
√

2DT ξ(t) (1.1)
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dϕ

dt
=
√
2DRξϕ(t) (1.2)

where DT and DR represent the translational and rotational diffusion coefficients. In 2D
ξ(t) = (ξx(t), ξy(t)). The terms ξx(t), ξy(t) and ξϕ(t) describe independent white noise
stochastic processes with 〈ξ(t)〉 = 0 and 〈ξ(t′)ξ(t”)〉 ∝ δ(t′ − t”). The ABP tends to

move in the direction in which it was already moving (see the term V v(t)
|v| , in which the

direction is given by the unitary vector of the velocity i.e. v(t)
|v| ) until rotational diffusion

changes the direction of motion. The intensity of the self propulsion is described by the
term V. In Figure 1.2, the trajectories of some simulated ABPs are shown for different
values of the self-propulsion intensity V . This simple mathematical model is able to
describe the motion of active particles of biological interest. Liang Li et al., investigating
the optimal search strategies of eukaryotic cells, observed that the unicellular amoeba
Dictyostelium discoideum perfoms trajectories compatible with persistent random walks.
This allows the cells to cover more territory in a given number of steps than they would
do if they were following simple random walk [59].

Figure 1.2: Active Brownian Particles (a) Example of an active Brownian particle in 2D. The vector
v indicates the particle velocity while the angle ϕ defines particle orientation; in (b), (c), (d) and
(e) the simulated 10s long trajectories of four ABPs starting from the same point are shown for
different values of the self-propulsion: V = 0µm

s
so simple Brownian particles, V = 1µm

s
, V =

2µm

s
and V = 3µm

s
respectively. With increasing values of v, the active particles move over longer

distances before their direction of motion is randomized. The whole figure comes from the review
of Clemens Bechinger et al. [6], is reprinted with permission, Copyright 2016 by The American
Physical Society.

This model can be easily extended to describe also chiral active matter, in which the
particle orientation ϕ also rotates with angular velocity ω. For ABPs in 2D the term ω
should be added to Eq. 1.2, and the sign of ω indicates the particle chirality (clockwise or
counterclockwise)[6]. The reasons behind the choice of considering chiral active particles
and a more detailed model to describe them, will be illustrated in Chapter 2.

1.3 Phase transitions in active matter

Once that the equations of motion for a single ABP have been defined, the goal is to
study what happens to systems composed by multiple active particles, that can inter-
act among themselves. As already mentioned before, in active matter systems, their far
from equilibrium nature and the complexity due to multiple interactions give rise to a
variety of emergent phenomena. In particular, we will focus on phase transitions in ac-
tive matter and on their onset as a function of ABPs parameters, highlighting similarities
and differences with phase transitions in ordinary matter.
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Figure 1.3: Phase transitions in active matter (a) Snapshots of N≈ 7 × 105 simulated ABPs at
different packing fractions φ0. The colorbar represents the density field. Motility induced phase
separation is clearly visible, with dense regions colored in yellow and diluted regions colored in
violet. (b) Phase diagram of ABPs, depending on activity (Peclet number Pe) and packing fraction
φ. In the inset, an enlargement over the low Pe-high φ regime highlights the connection with 2D
melting. In the black area there is coexistence, in the blue hexatic order and the orange one is an
active solid phase. Panel (a) is an adaptation from Joakim Stenhammar et al. [96]. Panel (b) is
reproduced from Pasquale Digregorio et al [25] with permission, Copyright 2018 by the American
Physical Society.

One of the first researchers to study phase transitions in active matter was Vicsek. He
considered a system of self-propelled particles driven with a constant absolute velocity.
Those active particles feel an aligning interaction and, at each time step, tend to assume
the average direction of motion of the particles in their neighbourhood. Furthermore,
random noise is added to the system. He observed that at high density active particles
undergo a kinetic phase transition, from random movement when the noise is high to
ordered motion on a macroscopic scale (flocking). In the flocking state, when the noise is
small, all the particles move in the same spontaneously selected direction[104]. Later on,
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it has been observed that self-propulsion itself can induce phase separation in active mat-
ter systems. Considering self-propelled disks without alignment rule, with only steric
interactions among them, it has been observed that above a certain packing fraction φc
the systems separates into dense and diluted phases, exhibiting giant number fluctua-
tions [34]. This behavior is reminescent of what happens in liquid-gas transitions [86],
even if for active matter this behaviour is driven by density and particle motility, rather
than temperature. In 2D, as phase separation occurs, domains characterized by differ-
ent densities of active particles are formed. The system evolves from a phase of isolated
dense droplets in a dilute background, when the overall density is low, via an almost bi-
continuous phase at intermediate packing fractions, to a phase exhibiting dilute droplets
in a dense background at higher densities [96] (see Figure 1.3(a)). Very interestingly, this
behavior has been observed not only in simulations but also in experiments involving
colloids. In particular this is the case of carbon-coated Janus particles able to self-propel
thanks to diffusiophoresis. Even in systems where the density is high, the suspension
undergoes a phase separation into large clusters and a dilute gas phase. Furthermore, it
has been reported that the mean cluster size increases linearly as a function of the self-
propulsion strenght [11]. More recently, Pasquale Digregorio et al. obtained the com-
plete phase diagram of ABP with no alignment interaction in 2D, spanning broad ranges
of activity and density. The activity has been quantified by the dimensionless Péclet
number Pe, which compares the times needed for diffusive and active motion along a
certain distance [110]) while the density has been measured in terms of packing fraction
φ (see Figure 1.3(b)). At very low activity the melting behavior follows what already
found for passive hard disks [46]: a two step process, in which increasing φ the transi-
tion from liquid to solid passes trough an intermediate hexatic phase, characterized by
quasi-long-range orientational order and short-range positional one. Moving along the
phase diagram they found, increasing φ at low Pe, a coexistence region between active
liquid and hexatic phases. Afterwards, going up in density, a fully active hexatic phase
is observed, even for higher value of self-propulsion. When the packing fraction is even
higher, an active solid phase emerges, for all the values of Pe. Noticeably, the authors
observed that the self-propulsion destabilizes the ordered phases, shifting the transition
lines at higher φ when Pe increases. For high activity, they retrieve a motility induced
phase separation (MIPS), in which dilute phase regions cohexist with high density re-
gions that can either be liquid, hexatic or even solid[25]. Examples of phase coexistence
between regions with hexatic order and regions in the liquid or gas phase, have been
observed also in active purely repulsive dumbbells systems [20].

1.3.1 Jamming

Among all the phase transitions that can occur in a condensed matter system, we focus
our attention in particular on the jamming-unjamming transition. When a system jams,
it undergoes a transition from a flowing fluid-like state, to a rigid solid-like one. Despite
this important change in the dynamics, the internal structure of the system remains dis-
ordered both in solid as well as in fluid phase, remarking a fundamental difference with
the well known crystallization process [63]. In our everyday experience, we meet a vari-
ety of systems that jam. Examples include granular materials flowing through a hopper,
that at some point stop flowing due to jamming; or vacuum-packed rice, that due to
the close packing of rice grains behaves like a solid, but once we open it (and the rice
density decreases) behaves like a fluid. Inspired by the observation of several granular
materials, M.E.Cates et al in 1998 suggest that those jammed systems constitute a new
class of fragile materials, that resemble solids but have completely different mechanical
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properties and an intrinsic disordered nature. No crystalline structure is present, and
particles are driven into a jammed state by compressive stress. When jammed, the dis-
ordered system is caught in a small region of phase space with no possibility of escape.
For Cates et al., what distinguish jammed systems from conventional solids, was that
applying even a small stress in a certain direction, the system unjams and particles start
to flow. In particular this happens if the direction of the applied stress does not coincide
with the direction of the stress that previously caused jamming in the system [13]. But
that was only a part of the story. In the same year, Andrea J. Liu and Sidney R. Nagel ex-
tended the idea of jammed systems, to include also microscopic systems with attractive
interactions, which unjam as the temperature raises. They had in mind supercooled liq-
uids, for which the viscosity increases rapidly, below the freezing point. For this reason,
the supercooled liquid can fall out of equilibrium into a disordered glassy state, where
it only explores a small part of phase space, just as in the case of a jammed granular
material [62].

Figure 1.4: A qualitative phase diagram for jamming The jammed region, near the origin, is en-
closed by the depicted surface. The line in the temperature-load plane is speculative, and indicates
how the yield stress might vary for jammed systems in which there is thermal motion. The fig-
ure comes from Andrea J. Liu and Sidney Nagel [62], reproduced with permission of Macmillan
Magazines Ltd. Copyright 1998

A new phase diagram has been proposed to unify those behaviors (see Figure 1.4),
with interesting physical implications. Looking at the diagram, we observe that jam-
ming occurs only when the density is high enough. Furthermore, there are several ways
of unjamming a system, either by raising temperature (so as to increase thermal fluctia-
tions) or by applying a stress. The behavior of particles close to the jamming point was
further investigated, to better understand the nature of this phase transition. O’Hern et
al. observed systems of repulsively interacting particles at zero temperature and zero ap-
plied stress. They found that at low density, the system is not jammed and each particle
can move without impediment from its neighbors. Then, increasing the packing frac-
tion, there is a jamming threshold φJ at which particles can no longer avoid each other,
and the bulk and shear moduli simultaneously become nonzero, clearly remarking the
occurence of a phase transition [74]. We focus our attention on this peculiar phase tran-
sition because it has been observed to occur, not only in granular and simulated glassy
systems, but also in active matter systems of biological interest, like groups of cells[88].
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The study on human bronchial epithelial cells (HBECs) derived from non-asthmatic and
asthmatic donors, to get insight on the mechanical basis of this disease, carried out by Jin-
Ah Park et al.[76] is, in this respect, emblematic. The authors found that increasing the
pressure on a layer of HBECs, applying a compressive stress mimicking bronchospasm
(as it happens in asthma), causes a phase transition in the cells layers, that move from a
solid-like jammed phase to a fluid-like unjammed phase. After the response to the stress,
the authors hypothesize that the bronchial cells can explore various possible configura-
tions while in the flowing phase, and then resettle into an adaptive quiescent, jammed,
solid-like state, effecting a sort of self-repair in that remodelled state. Interestingly, they
observed that the onset of this ’quiescent’ jamming transition is delayed in patients af-
fected by asthma, revealing a difference in physical properties between cells coming
from healthy and ill patients. In a recent paper by Oleksandr Chepizhko et al., the au-
thors studied the collective invasion of human cancer cells (HeLa cells). They found
that boundary conditions (in this case the free space due to a wound opened in a cells
layer) can cause a transition from a jammed to an unjammed flowing state, where cells
can collectively migrate [17]. In Chapter 2 we will investigate the jamming-unjamming
transition in a system of active rotators and in Chapter 3, inspired also by wound heal-
ing experiments, we will study the invasion properties of a system ABPs in a jammed
phase.





CHAPTER 2

Unjamming of Active Rotators

2.1 Introduction

Studies on active matter systems typically consider self-propelled particles, for which the
activity is modeled as a force that, at each step, pushes the single particle in the direction
of its previous motion, sustaining a translational movement of the particle, as showed in
Chapter 1 for ABPs. However, observing some natural examples of active matter, such
as bacteria [56] and spermatozoa [106] swimming near surfaces, it is possible to notice
that, beside translational motion, they are able to perform circular trajectories. Those
are not the only cases in which rotational motion plays a key role in biological active
particles motion. In our study, we were inspired by an alga, often used as model system,
called Chlamydomonas reinhardtii: a micron-sized unicellular alga that moves thanks to
two flagella (see Figure 2.1.a). Experimental observation of Chlamydomonas reinhardtii
have shown that those organisms not only self-propel to perform translational motion
in space, but they also have the ability to sustain a rotational motion around their centre,
so to self-rotate.

Figure 2.1: Chlamydomonas reinhardtii (a) Scanning electron microscope image showing an ex-
ample of the unicellular algae Chlamydomonas reinhardtii. The flagella they use to swim are clearly
visible. Scalebar is 10 µm. Courtesy of the Dartmouth Electron Microscope Facility. (b) Scheme
of a Chlamydomonas reinhardtii alga where the eyespot sensitive to light is colored in red. Since the
eyespot is localized near the cell equator, the alga tend to rotate around its center trying to span
the surrounding envinroment with the eyespot. Panel (b) is an adaptation from William Guilford
et al. [39].

11



12 2.2 Materials and Methods

This peculiar behavior is due to the morphology of this alga, that has an ’eyespot’
sensible to light located near the cell equator. Rotating around its own axis, the alga al-
lows the eyespot to better scan the surrounding envinroment, looking for light needed
to perform photosyntesis [18]. As a starting point, we have performed some observa-
tions of the behavior of Clamydhomonas rheinardtii; the analysis of videos obtained from
experiments on algae, including PIV analysis of algae velocities, will be showed in the
following paragraphs. Interestingly, we observed both single algae rotation and the for-
mation of rotating clusters, in analogy to what observed for model systems of active
rotating particles in 2D passive media [2]. Starting from this natural evidence, we de-
cided to study a system composed by 2D disks with the ability to self-rotate, to exten-
sively study the role of self-rotation in active matter systems. This is similar, in some
ways, to what is considered in the studies about chiral active fluids, in which the single
particles are spinning with a defined chirality, and for this reason show peculiar physi-
cal characteristics. Those include an odd (or Hall) viscosity due to breaking both parity
and time-reversal symmetries [4] and the emergence of active turbulence behaviour [50].
However, our aim is to investigate the phase transitions that such system of active ro-
tators can undergo. In particular, we focus on a specific kind of phase transition: the
jammed-unjammed one. This transition, described in more detail in Chapter 1, is similar
to a glassy transition, but driven by density, not by temperature. Increasing the density,
the system goes from an unjammed liquid-like phase to a jammed solid-like state, char-
acterized by limited mobility and slow relaxation [62]. Since this kind of transition has
been observed to take place also in systems of living cells and to have a role in biological
processes (such as inside the epithelial tissues of patients affected by asthma [76] or in
the migration of cancer cells in wound healing experiments [17]), with our work we want
to determine if and how self-rotation influences the jamming-unjamming transition.
To reach this goal, we simulated a system of interacting bidimensional active disks and
we modelled self-rotation as an active torque applied at each particle. With our model,
we performed extensive molecular dynamics simulations using LAMMPS (http://
lammps.sandia.gov.) [100], to characterize the role of self-rotation on the jamming-
unjamming phase transition of a system of bidimensional disks. The description of the
method, the results and their discussion are the objects of the following paragraphs.

2.2 Materials and Methods

2.2.1 Experiments

Thanks to the multidisciplinary of the Center for Complexity and Biosystems, it was
possible to compare the results, obtained with our 2D model of interacting active discs,
with the quantitative observations made on the algae Chlamydomonas reinhardtii. The
following section details the procedure used to obtain the experimental images and to
analyse them.

C. reinhardtii culture growth and exposure to stress conditions

C. reinhardtii cells were growth in TAP medium (Invitrogen) as batch cultures until they
reached 1 − 2 × 106cells/ml (corresponding to mid-exponential phase of growth). The
cells were cultured under continuous cool-white fluorescent lamps (≃ 100µmolphotons/m2s)
within a 110rpm shaking incubator, at 25◦C. For palmelloid analysis, 5ml of cells was
spun at 1100g/5min/25◦C and resuspended in 20ml of TAP medium containing 150mM
NaCl or in fresh TAP growth medium (control condition) for 6 hrs. 200 µl of cultured
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cells for each experimental condition were seeded in a 96 well and time-lapse imaged
immediately. For study of motility at different densities, 200 µl of cultured cells (2 ·
106cells/ml and 106cells/ml respectively) were let sediment on the bottom of a 96 well
before imaging. Images were acquired with DMi8 (Leica), using bright field objective
at 20x at 0.5 − 6 frames per second. Experiments have been performed by the Oncolab
group at the Center for Complexity and Biosystems.

Image segmentation

Image segmentation is done using standard Matlab functions for the image processing.
First, the image is thresholded using the edge function in two steps: the automatic
threshold is identified, and then lowered to achieve better edge detection. The detected
edges are dilated using the imdilate function. Then, the closed areas are filled with the
infill function, to remove black spots inside detected algae. Finally, beaware open is
used to remove small noise. The result is a mask that selects only regions occupied by
algae.

Particle image velocimetry (PIV)

The measurements of the velocity and vorticity fields were done using PIVlab app for
Matlab [99]. The method is based on the comparison of the intensity fields of two con-
sequent photographs of algae. The difference in the intensity is converted into velocity
field measured in px/frame and then converted to µm/h [16]. To avoid spurious noise
PIV was applied after image segmentation only on the regions occupied by algae. PIV
analysis has been performed by our collaborator Oleksandr Chepizhko at University of
Innsbruck.

Cell tracking

The tracking and motion analysis of algae in 2D is performed using Trackpy: a particle-
tracking toolkit written in Python, available at https://zenodo.org/record/3492186.
The original implementation of the tracking algorithm is reported in the work of J.C.
Crocker and D.G. Grier [19]. The first step of the tracking procedure consists in the loca-
tion of the algae in each image to extract their coordinates. For this purpose we set the
function locate, performing a band pass and a threshold, with the following parame-
ters: diameter=17, minmass=105, separation=5, invert=True. The function annotate

allows the direct visualization of the detected particles. Afterwards, the algorithm links
the coordinates in time to extract the trajectories (function link with parameters: search
range=3, memory=5). The drift motion is then computed and subtracted away (using
the compute drift function) and the final trajectories are obtained. The trajectories
are analysed with the msd function to compute the ensemble mean square displacement
(MSD) of all the algae. The cell tracking procedure has been performed in our group by
Silvia Bonfanti.

2.2.2 Simulations

Model for interacting 2D active disks

We performed Molecular Dynamics simulations of a system made of active self-rotating
particles using LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)[100].
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We build our model such as each particle (described as a 2D disk) has the following
physical properties:

• it is an active particle and it has the ability to both self propel, to move in a straight
direction, and to self-rotate around its center

• it is moving on a viscous medium, performing a Brownian motion

• it interacts with the nearest neighbor other particles via a granular potential (Hertzian
potential) to which we add an adhesion term (Derjaguin-Muller-Toporov Model[23]).
This is done to take into account the adhesion properties of cells.

The equations of motion describing the center of mass position xi(t) and the rotational
angle θi(t) of the two dimensional disk i at time t are given by:

d2xi(t)

dt
=

1

m
[Γi(t) + χi(t) +Φi(t) +

∑

n.n.

Ψ
n
ij(t) +

∑

n.n.

Λij(t)] (2.1)

d2θi(t)

dt
=

1

Iz
[Υi(t) + Θi(t) + τ iz(t)−

∑

n.n.

(Ri ×Ψ
t
ij(t))z] (2.2)

Here the sums are over the nearest neighbour (n.n.) disks and Ri is a vector normal
to the disk surface and of amplitude equal to the disk radius. It should be noticed that
we have considered in our system particles with two different radii in order to avoid
crystallization. The quantities in Eq. 2.1 and 2.2 are dimensionless because units are
set to Lennard-Jones units in LAMMPS. It is, however, always possible to convert them
to real units, by setting the disk radius to the typical algae radius. Since the particle is
moving in a viscous environment, the term Γi(t) takes into account the friction due to
the surrounding medium. Its value is:

Γi(t) = −m
β
v(t) (2.3)

As we can see, this term is proportional to the linear velocity v(t) of the particle and
to the particle mass m. The input parameter β is inversely proportional to the fluid
viscosity. Since cells moving in a medium are usually in an overdamped regime, we
set β = 0.1 so that Brownian dynamics can effectively be considered as an overdamped
Langevin dynamics.
Friction enters also in the rotational motion of our 2D disks, since we have a friction term
proportional to the angular velocity and to the moment of inertia I of the disks, given
by:

Υi(t) = −10

3

I

β
ω(t) (2.4)

Next, we consider in equation 2.1 and 2.2 a term representing random noise, described
by χi(t) and Θi(t). From the fluctuation/dissipation theorem, the magnitude of χi(t) is

proportional to
√

KbTm
dtβ

, where Kb is the Boltzmann constant, T is the temperature, m is

the mass of the particle, dt is the timestep, and β is the damping factor. In the case of
Θi(t), the mass in the previous equation is substituted by the moment of inertia I . The
random noise is uncorrelated with 〈ξ(t)〉 = 0 and 〈ξ(t′)ξ(t”)〉 ∝ δ(t′ − t”).
Since our aim is to describe active particles, we include in 2.1 and 2.2 terms taking into
account the ability of the particle to self sustain its motion. The term Φi(t) takes into
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account the ability of the cell to self-propel. The biological mechanisms that allow the
cell to move, like cytoskeleton rearrangements, are simply modelled as a force with a
constant modulus, pointing in the direction in which the particle was already moving,
considering a characteristic time until the particle can change direction:

Φi(t) = V
v(t)

|v| (2.5)

The term τ iz(t) takes into account the self rotation of the particle, adding a constant torque
along the ẑ direction at each time step for each particle. At the beginning of the simula-
tion, particles are endowed with an initial angular velocity, either clockwise or counter-
clockwise. The torque term initially follows the direction of rotation, so that a particle
that moves clockwise at the beginning, continues to rotate in that direction under the self
rotation effect. Of course, changes of rotation direction (i.e. from clockwise to counter-
clockwise) can arise due to interaction among particles. In order to study the effect of
rotation on the collective properties of our system, we performed simulations for differ-
ent values of the active torque τz .
In the overdamped limit, Eq. 2.1 and 2.2 without the interaction terms can be recon-
ducted to the Active Brownian Particle model described in Chapt. 1. Then we have to
consider the interaction terms, calculated for the nearest neighbour particles. The term
Ψij(t) describes contact interactions between the particles, according to the Hertzian
model [8] [94]. In particular the form of the force is:

Ψij(t) =
√
δ

√
RiRj

Ri +Rj

[(knδn̂ij −meffγnvn)+

− (kt∆st +meffγtvt)]

(2.6)

where Ri and Rj are the radii of the interacting disks. In our simulations, disks have
two different radii R1 = 1.96 and R2 = 1.4, to avoid crystallization. The force is divided
in two components: the force that is normal to the contact surface between the two par-
ticles and the one that is tangential. The normal force has two terms, a contact force and
a damping force. Here δ is the overlap distance between two particles, kn is the elas-
tic constant for the normal contact, n̂ij is the unit vector along the line connecting the
centres of the two interacting disks, γn is the viscoelastic damping constant for normal
contact and vn is the normal component of the relative velocity of the two particles. This
component of the force enters in 2.1, influencing the equation of motion of the center of
mass of the disk.
The tangential force also has two terms: a shear force and a damping force. The shear
force contains an ”history” effect, that accounts for the tangential displacement between
the particles for the duration of the time they are in contact. Here kt is the elastic constant
for tangential contact and ∆st is the tangential displacement vector between two parti-
cles. In the tangential damping force, the term γt is the viscoelastic damping constant for
tangential contact and vt is the tangential component of the relative velocity of the two
particles. This tangential component of the Hertzian interaction enters in the rotational
part of the e.o.m, via the torque −Ri ×Ψ

t
ij(t).

Then, to study the role of adhesion between particles, typical of many biological
systems, a term taking into account the adhesion is inserted in 2.1. This is done using
the Derjaguin-Muller-Toporov model [23] [5], where the adhesive force has the form

Λij(t) = −AccRijn̂ij

6ǫ2 , where Acc is the Hamaker constant that takes into account the

coefficient of the particle-particle pair interaction, Rij =
RiRj

Ri+Rj
is the effective radius
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of the two touching particles and ǫ is the least possible spacing between the contact
surfaces. In particular, the adhesion force is calculated in the LAMMPS code pair-dmt
distinguishing between two cases. If the distance among the centres of two disks is
bigger than the sum of the radii r > R1 +R2, the adhesion force takes the form Λij(t) =

− AccRijn̂ij

6[r−(Ri+Rj)+ǫ]2 ; otherwise the adhesion force becomes Λij(t) = −AccRijn̂ij

6ǫ2 .

The adhesion is simply represented by a spring force, when two particles overlap. In the
following we studied the role of adhesion, performing simulations with different values
of the Hamaker constant Acc.
Integrating the Equations 2.1 and 2.2, it is possible to update positions and velocities of
the particles at each time step of our simulation.

Parameters used for the simulations

We used 1000 2D disks, 500 with radius R1 = 1.96 and 500 with radius R2 = 1.4. The
density of the disk is set to d = 0.46 (so mass m = d · πR2). We used a time step of
0.0001 in LJ units and run the simulations for 106 steps, covering 100 time units. The
temperature is constant during the integration of the equation of motion and equal to
T = 1. The parameters used to define the interaction potentials are listed in Tab. 2.1,
together with all the other parameters used in the simulations. All the quantities are
dimensionless since units are set to Lennard-Jones units in LAMMPS.

Table 2.1: Parameters used for the simulations

Parameter Value Comments
radius R1 1.96
radius R2 1.4

d (density) 0.46 mass = d · πR2

neighbor bin 0.2
kn 400000 kt =

2
7kn

γn 100 γt =
1
2γn

xµ 0.5 static yield criterion
cDMT R1 and R1 5.88 cutoff of the DMT potential (center to center)
cDMT R1 and R2 5.04 cutoff of the DMT potential (center to center)
cDMT R2 and R2 4.2 cutoff of the DMT potential (center to center)

Acc from 39.5 to 39500 Hamaker constant
σ 1.0 interatomic distance

timestep 0.0001
number of steps 106

V 0.0 self propulsion amplitude
τz from 0 to ±10000 self rotation

Tstart = Tstop 1.0 same temperature of the initial configuration
β 0.1

The values illustrated in Table 2.1 have been chosen to properly show different be-
haviours of the system of interacting active particles, spanning the adhesion and self-
rotation strength parameters. For a better comparison with experimental results, it is
possible to convert the above unitless LJ parameters into physical quantities defining
reference values for mass, distance and energy. Typical values for mass and size of the
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cells we want to describe with our active matter model can be easily obtained from liter-
ature and experimental data, and used as conversion factors. Yet the difficult part is to
set a typical energy scale in an out-of-equilibrium system where friction is also present.
From the experimental side, data on typical interaction energies for Chlamydomonas rein-
hardtii are not available and, more in general, quantitative data on cells interaction ener-
gies are fairly rare. The value of the Hertzian constant kn have been chosen to describe
quite rigid objects and to follow the suggestions of LAMMPS example code for granular
particles.

2.3 Results

2.3.1 Active rotators in the diluted limit

Figure 2.2: Chlamydomonas reinhardtii in the low density regime and their response to stress
Typical snapshots of C. reinhardtii suspensions (scale bars 50 mm) at low density with (b) and
without (a) the stress induced by the presence of NaCl are shown together with a boxplot of cluster
areas (c), the distribution of the absolute value of the linear velocitiesP (|v|) (d) and the distribution
of the angular velocities P (ω) (e).

To quantify self-rotation in C. reinhardtii, we first consider the diluted limit, shown
in Fig. 2.2, and perform a PIV analysis to reconstruct the probability distributions for
linear and angular velocities (also reported in Fig. 2.2.d and 2.2.e). The plots show that
the distributions of the absolute value of the linear velocities follows a Rayleigh-like dis-
tribution, while the angular velocity distribution has a Gaussian-like behaviour. When
algae are stressed by adding 150 mM NaCl added to the medium, we observe the for-
mation of rotating clusters because these algae tend to aggregate in response to stress.
The probability distributions obtained under stress indicate that aggregation leads to a
decrease of velocity and angular velocity fluctuations. To explain these experimental ob-
servations and gain insight on those systems of active rotators, we perform simulations
in LAMMPS, using the model described in the model section.

We consider a low density system with a packing fraction φ =
Vparticles

VTOT
= 0.14 and ac-

tive torque τz = 10. When adhesion is switched off (Acc = 0), the active particles do not
form clusters and rotate mostly individually (see Fig. 2.3.b). When adhesion is present,
however, particles aggregate into clusters as shown in Fig. 2.3.a and 2.3.b (obtained for
Acc = 3950). From the simulations, we also extracted the probability distributions for
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Figure 2.3: Active rotators in the low density regime (a) Snapshots of the simulations at low
density φ = 0.14 in presence of active torque (τz = 10) with adhesion (Acc = 3950). Particles are
coloured according to their angular velocity ωz . The formation of clusters is clearly visible. In
the inset a zoom of a portion of the simulated box is shown, together with the velocity vectors of
the particles. In particular it is easy to see a system of three collectively rotating particles. We also
show a boxplot of cluster sizes (b) and the distributions of velocities (c) and angular velocities (d)
with and without adhesion. All the quantities are dimensionless as explained in Section 2.2.2

the linear and angular velocities of the particles, in the cases with and without adhesion
(see Fig. 2.3.c and 2.3.d ). The distributions obtained from the model are very similar
to those observed in experiments (see Fig. 2.2), suggesting that our model can capture
some important features of those biological system.

2.3.2 Active rotators in the dense regime

After comparing model and experiments in the dilute regime, we investigate how the
self-rotation of the disks can affect the phase behaviour of a dense system of interacting
rotators. We first analyse, with PIV, the motion of C. reinhardtii at higher densities. We
find that increasing the density, the algae became more motile, since the linear velocity
peak is shifted toward higher values and the variance of the angular velocity distribution
increases (compare the distributions in Fig. 2.2 and Fig. 2.4 ). Visual inspection of the
velocity and vorticity maps obtained by PIV shows that algae rotate and tend to form
rotating clusters and vortex like behaviour (see Fig. 2.4).

The experimental observation that the density increase leads to higher mobility can
not easily be explained by the model. If we only increase the density, keeping all the
other parameters constant, the mobility progressively decreases until the system jams.
This is the typical behaviour expected for inactive jamming phenomena [62]. In this
active system, however, a possible explanation is that algae respond to crowding by in-
creasing their active torque. We therefore study numerically the effect of self-rotation
in a dense system of active rotators. To improve the statistics, our numerical results are
averaged over ten initial configurations, initially placed into a jammed phase. To this
end, we create a simulation box with 1000 disks in random positions (500 with radius
R1 = 1.96 and 500 with radius R2 = 1.4, corresponding to a binary mixture with diam-
eter ratio of 1.4, as in previous studies on jamming of a 2D disk packing [71],[74] ). We
then performed subsequent steps of box reduction and energy minimization, monitor-
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Figure 2.4: Chlamydomonas reinhardtii in the high density regime (a) Typical snapshot of a
C. reinhardtii suspension at high density (scale bars 100 mm); (b) corresponding map of angular
velocities obtained by PIV. Vortex-like behaviour is visible. In (c) we report the plot of the prob-
ability distribution of the angular velocity P (ω) and in (d) the plot of the absolute value of the
linear velocity P (|v|).

ing the behaviour of the pressure of the system as a function of the packing fraction φ.
It is already known from previous studies on random packing of frictionless particles
that φ at which the pressure becomes non zero is the same as the jamming threshold,
when also the static shear modulus becomes non-zero [71]. This can be understood by
thinking that when the packing fraction is small, particles do not touch and the internal
pressure is zero. Increasing the particle density via box reduction, the system reaches a
state in which the particles touch and are blocked into a rigid structure. At this point,
further increase of the packing fraction will lead to a pressure increase. Hence, pressure
is a good indicator of the jamming point.

In our case, we observe that the pressure is zero until φ ⋍ 0.78 and increasing rapidly
for larger values of φ. To ensure that the system is in the jammed state, we chose initial
configurations with φ = 0.87. Previous work on packing and jamming of 2D bidisperse
hard disks at T = 0 shows that the value for random close packing φRCP (maximum
density with- out crystallization) is φ = 0.84 [74]. Here, we are considering friction so
that jamming is reached at a density lower than φRCP . Furthermore, we are considering
a system that is not at zero temperature. Thus, as suggested by the jamming diagram
proposed by Liu e Nagel [62], the jamming transition is expected to occur at a higher
density. These facts justify the value we found for the onset of jamming. Recent obser-
vations found that the critical value of the density at which the jamming transition takes
place can depend also on the conditions in which the system has been prepared and
varies also within the same material [52], making it hard to find a well defined value of
the packing fraction for the onset of jamming. Furthermore, we have to consider that our
2D disks are not hard: their ’hardness’ is controlled by the kn coefficient in the Hertzian
potential. Thus, they can overlap and elastically deform, reaching higher values of pack-
ing fractions. We perform MD simulations starting from the initial jammed configura-
tions and increasing the value of the active torque τz . When self-propulsion is switched
off (V = 0) together with the adhesion term (Acc = 0), we noticed that, at low active
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Figure 2.5: Rotators in the high density regime (a) Typical snapshots of the system of active
rotators at high density for different values of the active torque. Below we show the corresponding
plots of the distributions of angular velocities P (ωz) (b) and of the linear velocities P (|v|). All the
quantities are dimensionless as explained in Section 2.2.2

torques, the system stays in a jammed phase, characterized by a very low mobility of the
active disks. Above a critical value of the active torque, the system switches to a flowing,
unjammed phase, characterized by a high mobility of the disks. Fig. 2.5.a reports typical
snapshots of the simulations for different values of the active torque, highlighting the
internal rotations of the disks. We then analysed the probability distribution of linear
and angular velocities and, as shown in Fig. 2.5.b and Fig. 2.5.c , we observe that disks
increase their velocities in response to the active torque. The distribution of the linear ve-
locities is qualitatively similar to the experimentally measured one (Fig. 2.4.d), while the
distribution of angular velocity displays two peaks, reflecting the constant active torque
used in the simulations. The active torque in algae is likely not constant, explaining the
difference between simulations and experiments.

2.3.3 Rotational induced unjamming transition

To gain insight on the mobilization of the jammed active disks, we studied individual
trajectories of the disks, computing their mean square displacement (MSD). We first con-
sider the experimental data and perform tracking of individual algae. Fig. 2.6.a reports
an example of the recorded trajectories which displays a diffusive behaviour, as show in
Fig. 2.6.b.

We then perform a similar analysis on the simulations, and in Fig. 2.6.c, we show that
in the jammed phase trajectories are localized (see inset of Fig. 2.6.c), while for higher
values of the active torque they spread. The mean square displacement is close to zero for
low torques, while it grows linearly for larger values of the self-rotation (Fig. 2.6.d and
2.6.e). From a linear fit of the long time region of the MSD, we also extracted an effective
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Figure 2.6: Rotational unjamming (a) Trajectories of randomly selected algae for experimental
conditions similar to those reported in Fig. 2.4.a. (b) Mean-square displacement of the experi-
mental trajectories, showing diffusive behaviour. (c) Selected trajectories obtained in simulations
for the system in the jammed phase (τz = 500 in the inset) and in the system in the unjammed
phase (τz = 8000, main plot). In both plots, the coordinates are rescaled using the length of the
simulation box L. (d) The time evolution of the mean-square displacement averaged over all the
disks belonging to the system of active rotators is shown for different values of the active torque,
showing a clear increase for increasing values of the disks self rotation. (e) The same plot as in
(d) is reported also in logarithmic scale. (f) The diffusion coefficient, obtained from a linear fit
of the long time region of the mean square displacement is plotted. The increase after a critical
value of the active torque τz is associated to a crossover from a jammed/solid-like phase to an
unjammed/flowing phase of the system. All the quantities in panels (c),(d),(e) and (f) are dimen-
sionless as explained in Section 2.2.2.

diffusion coefficient, that clearly shows a sharp increase at (τz = 4000), suggesting a
crossover towards a flowing state (Fig. 2.6.f). Since we have seen that the self-rotation
can lead from a jammed to an unjammed state, it is interesting to investigate the role
of adhesion. This is present in many cellular systems, including C. reinhardtii where it
could be triggered by stress. As discussed in the Model section, adhesion is modelled
using the Derjaguin– Muller–Toporov model; the parameter used to tune the intensity
of the adhesion force in the simulations is the Hamaker constant Acc .

We performed simulation with τz = 6000, so starting in the unjammed phase and
switching on the adhesion term. Analysing the mean square displacement and, as be-
fore, the effective diffusion coefficient, it emerges that increasing the adhesion strength
the system remains unjammed until a critical value (Acc ∼ 1500–2000) at which diffusion
is strongly reduced, unveiling a transition to a jammed phase (Fig. 2.7).
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Figure 2.7: The role of adhesion The mean square displacement of the system in the unjammed
phase (τz = 6000) and high density (φ = 0.87) is shown for different values of the Hamaker
constant Acc , that defines the intensity of the adhesive potential among the particles. Results
are reported in (a) logarithmic and (b) linear plots. Increasing the strength of the adhesion, the
mean square displacement decreases. (c) The effective diffusion coefficient averaged on all the
disks is extracted from the linear fit of the mean square displacement. Here the crossover from the
unjammed to the jammed phase is clearly visible as the diffusion coefficient rapidly drops to zero
for large adhesion strengths. All the quantities are dimensionless as explained in Section 2.2.2.

2.3.4 Self-rotation and self-propulsion

We next consider the interplay between self-propulsion and self-rotation, exploring the
behaviour of the system in terms of two parameters τz , the active torque and V , the
self-propulsion. We consider a system of disks placed at the jamming density (φ = 0.87)
without adhesion. We scan the parameter space and record the trajectories of disks. We
then compute the mean-square displacement and estimate the effective diffusion con-
stant Deff for each case. Fig. 2.8.a reports the variation of the effective diffusion con-
stant as a function of the active torque, in presence of a relatively weak self-propulsion
(V = 25). The curve shows that increasing self- rotation leads to a rapid reduction of
diffusion. Further increase in the self-rotation, however, induces an increase in the dif-
fusion. This non-monotonic behaviour is due to the fact that, in absence of self- rotation,
self-propulsion leads to coherent directed motion. We have checked that this coherent
motion is not an artefact of periodic boundary conditions, but persists also for closed
boundary conditions. Self-rotation breaks the coherence of the self-propelled motion,
inducing jamming. Rotational-induced unjamming is then observed for higher values
of the active torque. In absence of self-rotation, unjamming is driven by self-propulsion
(see Fig. 2.8.b), as already observed in many active particle models. All the numerical
simulations can then be summarized into a qualitative phase-diagram, reported in Fig.
2.9, where we plot the effective diffusion constant as a function of V and τz .

2.4 Discussion and Conclusions

Our work was inspired by the observation of a natural example of active rotators like
C. reinhardtii. Quantification by image segmentation and PIV analysis shows that this
kind of algae can not only self-rotate [18], but also aggregate forming collectively rotat-
ing clusters. The formation of these aggregates is observed both in high density limit,
and at low density in presence of a stress agent, such as NaCl. Starting from these simple
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Figure 2.8: Effective diffusion coefficient (a) Effective diffusion constantDeff as a function of the
active torque τz at constant self-propulsion V = 25. (b) Deff as a function of the self-propulsion
V with no self-rotation (τz = 0). All the quantities are dimensionless as explained in Section 2.2.2.

observations, we built and simulate a model of 2D active disks, that have the ability to
self-rotate and interact with each other. We found that in the low density limit (φ = 0.14)
and in presence of an adhesion term among the disks, the active rotators tend to ag-
gregate and form rotating clusters, in analogy with what is observed in algae. Similar
rotating clusters were observed in confined cellular assemblies in vitro [92] and in glan-
dular tissues [98], as well as in previous simulations of a model of self-propelled particles
[57]. In particular, we saw that the adhesion term plays a crucial role in the formation
of clusters, suggesting that a form of attraction should also be present in the case of C.
reinhardtii. A possible explanation could rely on the inclusion of hydrodynamic interac-
tions among particles (not considered in our model), that could induce effective short
ranged interactions among algae. Nevertheless, this effective attractive interaction can
origin from multiple biological and physical aspects of the complex system of algae in
a suspension, and the investigation of its nature is beyond the scope of this study. An
interesting feature of the clusters is that they rotate collectively, but also show internal
particle rotations that are not always synchronized with the global rotation of the clus-
ter. A similar behaviour is observed in C. reinhardtii and also in previous studies on
2D active spinners embedded in passive colloidal monolayers [2]. In the latter case, the
presence of a passive monolayer that behaves elastically as a solid-like material, induces
an attractive interaction between the active rotating particles, which results in aggrega-
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Figure 2.9: Phase diagram for active rotators A qualitative phase diagram can be obtained by
plotting logDeff as a function of V and τz . Notice the peculiar role of the self-rotation that can both
induce jamming and unjamming, depending on the presence of self-propulsion. The color plot is
obtained by interpolating the estimated values of logDeff . All the quantities are dimensionless as
explained in Section 2.2.2.

tion of spinners [2]. We also mention here another related experiment, where an active
granular material composed of spinning disks is confined within a circular area [107].
The authors revealed an interesting transition in the collective circulation of the spin-
ning disks [107]. Furthermore, we studied with our simulations the role of self-rotation
in a jammed system. We observed that self- rotation alone can lead to a crossover, from
a jammed solid-like state to an unjammed, flowing phase. In the past, the role of active
forces has been investigated, studying both 2D soft disks and active dumbell systems
with different packing fraction and Péclet number [20]. The phase diagram of 2D soft
disks exhibits a liquid phase with giant number fluctuations at low packing fraction φ
and high self- propulsion V and a jammed phase at high φ and low V [42]. These stud-
ies, however, did not consider self-rotations as we did. We also studied the effect of
adhesion and investigated its role when combined to the self-rotation of the disks. We
revealed how adhesion can act in the opposite direction with respect to self-rotation,
promoting jamming. Increasing the adhesion strength, we can move the system from a
flowing unjammed phase to a jammed one. It would be interesting to observe a simi-
lar phase transition in experiments controlling self-rotation and adhesion, for instance
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in chiral active fluids made of super-paramagnetic particles in a magnetic field [2]. A
better characterization of the key features of this jamming- unjamming transition in ac-
tive particles systems could be very useful to deeper understand biological processes in
which the involved cells have the ability to self-rotate, both at a single particle level or as
collective rotation. For example, experiments involving epithelial cells confined in nar-
row channels showed the formation of vorticity, suggesting a possible role for rotations
in collective cell migration [103]. Another context in which the mechanical properties of
tissues gain a peculiar interest is in the study of cancer cells, and in particular in the for-
mation of metastasis. It has been observed that cancer cells are softer than non-cancerous
ones [73], divide more often than healthy cells and, as in the case of the epithelial-to mes-
enchymal transition (EMT), they decrease the cell–cell adhesion, potentially allowing for
rotational motion. All those features contribute to fluidize a confluent tissue of cancer
cells, favouring the unjamming transition and so the formation of diffusing groups of
cells (for a review see ref. [54]). Hence, our theoretical study of a model system of active
rotators reveals how self-rotation of the active particles is a parameter that can control
the jamming–unjamming transition, besides already well studied mechanisms such as
self-propulsion [42] or density. This could hopefully help in better understanding phys-
ical aspects of cancer cell invasion [53].





CHAPTER 3

Active matter invasion in narrow channels

3.1 Introduction

Having investigated the role of self-rotation and adhesion in active matter systems at the
jammed-unjammed transition (see Chapter 2), we want to move a step further. In partic-
ular we want to study what happens when interacting active particles are in the vicinity
of a narrow channel, to understand if and how they invade it. This work, again, is in-
spired by the observation of biological phenomena: cells filling a void left by a wound
during an healing process, or cancer cells that detach from a solid tumour and invade
small blood vessels forming metastasis. Because of this close connection with well stud-
ied, but not yet fully understood biological issues, and because of the growing interest
of physicists in active matter that has emerged in last years, the topic of active matter in-
vasion has been the subject of some recent computational and theoretical works. In 2019
Felix Kempf et al. [48] studied active matter invasion, using a continuum model that de-
scribes a two-phase system consisting of an isotropic fluid phase and an active nematic
phase. Such description of active matter accounts for hydrodynamics, orientational ef-
fects, and growth. The latter plays a role in biological systems such as cell monolayers
or bacterial colonies. Using this approach, they simulate active matter invading capil-
laries and, interestingly, they observed that particle activity controls not only how deep
active matter penetrates in the narrow channel, but also how the invasion takes place.
They found three different regimes. When the activity is low the interface between active
matter and isotropic fluid in the channel is flat and advances steadily in the channel. At
intermediate activity the surface starts to deform and, for high activity, clusters of active
material detach from the main body of the active phase and protrude deeper in the chan-
nel [48]. Another recent work by Adam Wysocki et al. showed that active matter can rise
in thin tubes or invade a porous matrix against gravity, in analogy with classical capil-
larity in attractive fluids [108]. This fact is non trivial, since capillarity usually emerges
as a consequence of attractive interactions between liquid particles and a wall or among
liquid particles themselves. In the study, nevertheless, they used a lattice model of scalar
active matter (Active Lattice Gas) with only repulsive interactions. The observation of a
capillary behaviour is explained with the active particles slowing down due to the col-
lisions, responsible also for wall accumulation, that acts as an effective attraction [108].
Nevertheless, those results, obtained solving hydrodynamic equations, do not consider
individual particles and therefore it is not possible to study phenomena acting at the sin-
gle particle level. This is the case of the investigation of the role of specific inter-particles
potential in interacting active matter systems. In 2021 Debarati Sarkar et al. [90] showed,
using a model of ABPs with attraction (simulated using a Lennard-Jones potential with
a wider attractive basin), the coexistence of a bulk of active particles in the liquid phase
with vacuum outside (no active particles detaching), in analogy to what is observed in
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monolayered cell colonies. They derived an interesting phase diagram depending on
particle activity and attractive interaction, showing a variety of behaviours from jam-
ming to fluid-vacuum cohexistence, from cluster detachment to MIPS [90]. Inspired by
those recent works, we apply our single particle model for interacting active particles de-
scribed in Chapter 2 to study the invasion properties of active particles when they are in
contact with a narrow channel in 2D. The aim is to characterize how few parameters such
as self-propulsion strength and inter-particle adhesion can influence the way active par-
ticles invade. To do this, we run MD simulations starting from jammed configurations
and spanning the parameters space. In contrast to what previously done for rotators,
in this case the rotation of particles is not due to an active torque but it emerges as a
consequence of the particle-particle interaction. This choice is motivated by experiments
on living cells in confined environments, such as epithelial cell sheets under geometrical
constraints that force cells in channel of different width [103] or Madin-Darby canine kid-
ney (MDCK) cells confined in circular micropatterns [92]. In both cases, the formation of
vortexes and collective cell rotation arise from the interaction with the environment and
from cell-cell interaction. For this reason, we do not consider active rotation. With those
assumptions, we obtain a qualitative phase diagram that describes different invasion be-
haviour for active matter (such as cluster formation or full-channel invasion) according
to the values of two key parameters: the self-propulsion strength of the active particles
and the intensity of the adhesion force acting among them.

3.2 Materials and Methods

3.2.1 Simulations

We perform Molecular Dynamics simulations of a system made of interacting self-propelled
particles that invade a region of space characterized by the presence of a narrow channel
using LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)[100]. In
the following paragraph, we describe the model and the detailed procedures used for
the simulations.

Modelling active particles

To study the invasion properties of active particles, we used the model for 2D active
disks extensively described in Chapter 2. The model is based on the well studied ABPs
model, to which we added two interaction terms: a contact interaction based on the
Hertzian model [8], that includes friction , and an adhesion term based on the Derjaguin-
Muller-Toporov model [23] [5] acting like a spring when two particles overlap. The
only difference to the model described in Chapter 2 is that the self-rotation term is not
included in the model, namely no active torque is injected in the system. This means
that particles can rotate due to interaction with their neighbours, but they are not forced
to continuously rotate. The equation of motion describing the center of mass position
xi(t) of the two dimensional disk i at time t is the same of Eq. 2.1, while the equation
for the rotational angle θi(t) is equal to Eq. 2.2, where the term τ iz(t) is deleted. All the
quantities are dimensionless because units are set to Lennard-Jones units in LAMMPS.
Integrating the Equations of motion it is possible to update positions and velocities of
the particles at each time step of our simulation.
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Obtaining initial configurations

Our focus is on the role that an open channel can exert in particular on a jammed sys-
tems of active particles, inspired by wound healing experiments [17] and by biological
processes such as metastasis detaching from a solid tumour and invading a blood ves-
sel. For this reason, we want to start our simulations from initial configurations in the
jammed phase. To reach this goal we started from a random distribution of 1000 bidis-
perse particles (500 with radius R1 = 1.96 and 500 with radius R2 = 1.4 in LJ units) in a
square box with size L = 300, and then we iteratively performed 104 steps of continuous
box reduction followed by 5 · 104 steps of energy minimization until the system reaches
a packing fraction of φ = 0.87. This value (as explained in detail in Chapter 2) has been
chosen monitoring the value of the pressure and ensures that the system is in a jammed
phase. The initial configurations obtained in this way have a size L = 102. To improve
the statistics, we built 10 different initial configurations obtained starting from different
random positions of the particles.

Building the channel

Once that we have our different initial jammed configurations, we double the length of
our simulation box to obtain a rectangle of size L×2L. The new region of space obtained
in this way is filled with particles of radiusR = 1.4 in a square lattice with Lennard-Jones
reduced density 0.15. But the space added to the simulation box is not entirely filled with
particles, a narrow channel of width d is left free.

The particles that constitute the channel sides have the same mass and radius of the
invading particles, but they are excluded from the systems dynamics via the LAMMPS
command fix freeze, that zeroes out the forces and torques on the selected granular
particles. Furthermore, the channel particles interact with the invading active particles
via an Hertzian potential with the same parameters used for the inter-particle interaction
(for detailed values see Tab. 2.1 in Chapter 2). The adhesive term, instead, is not present
in the interaction with the channel walls. Finally, to complete the simulation setup, we
close the box boundaries so that the active particles cannot escape. Two fixed particles
have been placed in the low right and low left corners, to avoid particle escaping from
the box corners. The close boundaries interact with the active particles always via an
Hertzian potential. In this way, the invading active particles that reach the end of the
channel are repelled by the fixed box boundary. We performed preliminary tests with
different channel widths, in particular d = 6, d = 12 and d = 16. When not specified, the
results described in the following paragraphs have been obtained for d = 12, that allows
the simultaneous passage of 3 to 4 particles.

Parameters used for the simulations

For the simulations we used 2D disks of radius R1 = 1.96 and R2 = 1.4 and density
of the disk d = 0.46 (for which the mass is m = d · πR2). The parameters used for the
Hertzian potential and for the DMT adhesion are the same already described in Tab. 2.1
Chapter 2. The temperature is constant during the integration of the equation of motion
and equal to T = 1. The time step is of 0.0001 in LJ units. Since we are interested in the
study of the invasion process, the idea was to set the simulations time so that complete
channel invasion can be observed. Nevertheless, since we are varying as a parameter the
particle self-propulsion strength V , we should expect that more active particles reach the
end of the channel sooner respect to slowest ones. For this reason, we run simulations
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Figure 3.1: Scheme of the simulated channel Snapshot obtained with Ovito [97] of the simulation
box. The jammed active particles are showed in blue and red and the channel of width d is clearly
visible.

for 3 · 107 steps (covering 1000 time units) in the high self-propulsion regime and for
3 · 108 steps (covering 10000 time units) in the low self-propulsion regime.

3.3 Results

3.3.1 Qualitative results

We performed simulations for different values of particle self-propulsion V and adhe-
sion strength Acc and observed using OVITO [97] what happens in the channel region.
These qualitative results are illustrated in the following paragraph.

Different kind of invasion

From the observation of invasion snapshots, we notice that not all the invasion processes
looked the same. It is clear from Figure 3.2 that two different behaviours appears: inva-
sion performed by single particles (resembling the invasion of a fluid) and cluster inva-
sion, in which groups of active particles detach from the bulk and flow in the channel.
As expected, the formation of invading clusters is due to higher values of the particle-
particle adhesion strengthAcc. The snapshot in the left panel of Figure 3.2 is obtained for
Acc = 3 while the one on the right panel that displays cluster formation is obtained for
Acc = 1000. This fact will be taken into account in the interpretation of the quantitative
results obtained in the following paragraphs.
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Figure 3.2: Examples of different invasions Snapshots at t = 10 time units obtained for particle
self-propulsion V = 300 and adhesion Acc = 3 (left) and Acc = 1000 (right) respectively. It can be
observed as an higher value of adhesion promotes the formation of clusters that detach from the
jammed bulk of active particles and invade the channel.

The role of rotation

An interesting issue to be considered is the role that particle rotation plays in the invasion
process. As already mentioned in the Material and Methods section, no active torque,
namely no self-rotation is added to our active particles. Nevertheless they can acquire
non zero angular velocity through interaction with neighbours. To underline particle
rotation, we coloured the simulated active particles according to their angular velocity
along the ẑ direction (our 2D system lies on the xy plane). The majority of particles show
low angular velocity, and often the presence of rotation is localized and transient, associ-
ated with local rearrangements. Interestingly, we notice that the particles located close to
the channel opening just before the beginning of the invasion process display significant
angular velocity, rotating much more than the active particles in the bulk. This fact can
be appreciated in Figure 3.3, for different values of inter-particle adhesion. Those parti-
cles, due to the presence of an opening, are able to move more than the particles in the
bulk, that are in a dynamically arrested state because of the high density of surrounding
neighbours. It is interesting to underline that the rotational degrees of freedom in a sys-
tem of interacting frictional active particles play a role in fluidizing the system, allowing
the onset of channel invasion.
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Figure 3.3: Pre-invasion snapshots Snapshots obtained for self-propulsion V = 150 and adhesion
strength Acc = 3, Acc = 100 and Acc = 1000 respectively. The time at which the snapshots have
been acquired is different for each of the three cases and it precedes the beginning of channel
invasion, with particles that detach from the bulk. Particles coloured in blue rotates clockwise
while particles coloured in red rotates counter-clockwise.

3.3.2 Analysis of the invasion curves

To study in detail and in a more quantitative way the invasion behaviour of our active
particles system, we scanned the parameters space with simulations at different self-
propulsion V and adhesion Acc and computed proper invasion curves for each case.
Inside the channel of length L, we set a threshold corresponding to L/4; if a parti-
cle exceeds this threshold it is counted as an invading particle. The choice of setting
a threshold for channel invasion was made to avoid counting particles that move to the
beginning of the channel opening only as a consequence of small rearrangements of the
initial configurations. The invasion curves are obtained plotting the number of invading
particles present in the channel at each timestep of the simulation. In Figures 3.4 and
3.5 examples of such curves are showed. More in detail, in Figure 3.4, the growing part
of the curve is associated with a channel invasion reminiscent of a fluid invasion; the
equilibrium is reached when the channel is completely filled. Even more interestingly,
in Figure 3.5 the first part of the curve, characterized by discrete oscillations, is associ-
ated with the presence of invading clusters of active particles. It is thus clear how the
inspection of those invasion curves allows us to understand the invasion process.

We computed the invasion curves for each set of parameters (V = {1.5, 15, 150, 300, 450}
and Acc = {0.0, 3, 30, 100, 300, 600, 1000, 1300, 1500, 2000, 3000, 5000, 7000, 9000, 11000})
and for each initial configuration. Then we averaged the invasion curves over the 10
different initial configurations, to reduce the influence of the initial particles positions
on the invasion process. It has to be noticed that a different number of timesteps have
been employed in simulations with different values of self propulsion, since faster par-
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Figure 3.4: Example of invasion curve Invasion curve for self-propulsion V = 300 and adhesion
Acc = 100. The invasion curve shows a rapid growth toward an equilibrium value. The snapshot
in A shows what happens at the beginning of the invasion curve: the active particles are invading
the channel and their number consequently increases with time. In snapshot B the equilibrium
condition is illustrated: the channel is completely filled and the number of invading particles
remains constant.

ticles fill the channel faster than slower ones. For simplicity, we divided the simulations
in two categories, low velocity ones (V = {1.5, 15}) that we run for 3 · 108 timesteps
and high velocity ones (V = {150, 300, 450}), that we run for 3 · 107 timesteps. Those
selected times do not guarantee the reaching of equilibrium in all the considered cases,
since, especially for high adhesion, the channel is far from being completely filled. Yet
in those time scales the invasion behaviour driven by particle activity, rather than sim-
ple diffusive behaviour, can emerge in a clear way. In Figure 3.6, the averaged invasion
curves in the high velocity regime (V = 150) are showed for different values of the adhe-
sion. When the adhesion is low, the invasion is dominated by single particles that flow
in the channel like a liquid, until they completely fill it (equilibrium condition reached
at long times when # of invading particles ≈ 67). When the adhesion increases (here
from Acc = 1000 onward), the curve starts to become more jagged, showing discrete
oscillations due to the formation of clusters of invading particles. In this condition, the
channel is not completely filled. Increasing the adhesion, the number of invading parti-
cles decreases because detaching from the jammed bulk becomes more difficult. When
the adhesion is too high, no particle can detach and invasion does not occur.

In Figure 3.7, instead, the averaged invasion curves in the low velocity regime (V =
1.5) are showed. Here, the self-propulsion is not enough to significantly promote full
channel invasion. When the adhesion is low, only few particles detach from the bulk and
then migrate in the channel mainly guided by the thermal fluctuations of the Brownian
motion. Very soon, when the adhesion becomes Acc = 100, the invasion completely
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Figure 3.5: Example of invasion curve Invasion curve for self-propulsion V = 150 and adhesion
Acc = 1000. Looking at the curve, it oscillates around a small number of invading particles for
nearly half of the time, then it grows up to higher values. Looking at the snapshots in A it is
possible to understand what happens in the first part of the invasion curve: some small clusters
detached from the bulk and are oscillating up and down in the channel (the end of the channel is
closed, so particles bounce back). This is why the curve is so jagged. In snapshot B instead it is
clear what happens in the long time region of the invasion curve: the channel is almost completely
filled by a huge group of particles aggregated by the high inter-particle adhesion.

stops. Weakly active particles do not manage to unjamm the region near the channel
opening, when significant adhesion is present.

To deepen our understanding of the role of adhesion in the invasion process, it is use-
ful to show in the same plot averaged invasion curves for the same self-propulsion ve-
locity and different adhesion, as we did in Figure 3.8. Looking at the low velocity regime
(see Figure 3.8.a ), the most interesting feature is that the curve forAcc = 3 reaches higher
values in term of number of invading particles with respect to the curve forAcc = 0. This
means that a small, but not null, adhesion among the particles promotes the invasion.
The same trend can be observed also for particles with higher motility, see Figure 3.8.b.
Also in the high velocity regime the curve for Acc = 3 reaches the saturation (corre-
sponding to full channel filling) sooner than the curve for Acc = 0.0, suggesting that a
small adhesion helps the invasion process. In the low velocity regime, further increase
of the adhesion stops the invasion (see Fig. 3.8.a). For V = 150, instead, the scenario
is more complicated: increasing the adhesion leads to full channel invasion at differ-
ent times, sometimes earlier, sometimes later. Only for really high value of adhesion
(Acc = 1000 and Acc = 1300) the invasion curve clearly change its shape, not reaching
the complete channel fill (see Fig. 3.8.b). It has to been noticed that for the comparison
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 Averaged invasion curves: high velocity regime

Figure 3.6: Averaged invasion curves in the high velocity regime Invasion curves for V = 150
and different values of adhesion. The blue line represents the invasion curve averaged over the 10
different initial configurations. Grey shadows represent the standard error.

plots in Fig. 3.8 we applied a Jackknife resampling procedure to estimate the standard
error on the averaged invasion curves. This technique allowed us to estimate the error
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 Averaged invasion curves: low velocity regime

Figure 3.7: Averaged invasion curves in the low velocity regime Invasion curves for V = 1.5
and different values of adhesion. The blue line represents the invasion curve averaged over the 10
different initial configurations. Grey shadows represents the standard error.

on the averaged curves using the values of the averages obtained leaving out an initial
configuration at a time from the 10 we considered. Jackknife analysis have been per-
formed using the python function astropy.stats.jackknife [3] and the obtained
standard errors are represented as shadows in Fig. 3.8.

Phase diagram for invading active matter

We used the invasion curves to characterize the different ways in which active particles
can invade the narrow channel. The aim is to build a diagram that defines the invasion
properties according to the two key parameters we are considering: particle activity
V and inter-particle adhesion Acc. We performed a fit of the invasion curves with the
following non linear function:

f(t) = α · [1− exp(− t

τ
)] (3.1)

For t → +∞ the function converges to the parameter α, that represents the number of
particles in the channel at the end of the simulations. When the saturation is reached,
it represents the number of particles that completely fill the channel. The parameter
τ describes the characteristic time of the channel invasion process. A large value of
τ means that the active particles need a long time to invade the channel, while a low
value of τ indicates high effectiveness of the invasion process. In this way, the quantity
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Figure 3.8: Averaged invasion curves for same self-propulsion and different adhesion (a) Inva-
sion curves averaged on 10 initial configurations for self-propulsion V = 15 and different values
of adhesion Acc. It should be noted that the curve for Acc = 3 (green) at a certain point over-
laps the curve for Acc = 0.0 (red), suggesting that a small but non null adhesion promotes the
invasion. Then further increasing the adhesion the invasion curves goes to zero. The anomalous
behaviour of the curve for Acc = 300 could be due to statistical fluctuations. (b)Invasion curves
averaged on 10 initial configurations for self-propulsion V = 150 and different values of adhe-
sion Acc. Again the invasion is promoted by a small but non null adhesion, in facts the curve for
Acc = 3 (green) reaches the equilibrium very fast, much before the curve forAcc = 0.0 (red). From
Acc = 600 onwards the invasion curves start to be jagged, showing evidence of cluster formation
and do not reach any more the full channel condition. Both in (a) and (b) the shadows represent
the standard error computed with a Jackknife resampling procedure applied on the 10 different
initial configurations.

R = 1
τ

defines the invasion rate (measured in [time−1] units) for the active particles in the
channel. In Figure 3.9, we plotted the quantity R obtained from the fits of the invasion
curves as a function of the adhesion Acc for different values of the self-propulsion V .
The curves for V = 150, V = 300 and V = 450 clearly show a decrease associated with
the increase of the adhesion, meaning that in this context, inter-particle cohesion hinders



38 3.3 Results

invasion. Nevertheless, an exception to this trend is found in the low adhesion limit.
Here the peaks of the curves are not in correspondence toAcc = 0, but they are found for
low but non null adhesion. This means that, in our system of interacting active particles,
a small inter-particle adhesion favours the invasion process with respect to no adhesion
at all. The curves for V = 1.5 and V = 15 show a different behaviour: they are very
close to zero, meaning that the invasion rate is almost null. In this low velocity limit,
an extremely long time is needed for channel invasion, since the process is dominated
by thermal fluctuations and the probability of a particle detaching from the bulk and
performing invasion is low.

Figure 3.9: Plot of invasion rate as a function of the adhesion strength Curves of the invasion
rate R as a function of the inter-particle adhesion Acc for different values of the self-propulsion V .

Putting together the information coming from the fits, we build a phase diagram that
has on the x axis the self-propulsion V , on the y axis the adhesion Acc and in which the
regions of space are coloured according to the values of the invasion rate R. The result
is illustrated in Figure 3.10, where the axis and the colorbar are in logarithmic scale. For
low adhesion and low activity of the invading particles, the invasion rate is close to zero,
and no invasion occurs (light blue region). Instead, for high self-propulsion V the inva-
sion rate is high for a huge range of adhesion values (dark blue region). In this region,
that we named of fluid invasion, particles flow in the channel like a fluid, completely
filling the channel in relatively short times. An intermediate region in terms of invasion
rate appears (blue region) for high values of adhesion, when the motility is high or even
for low adhesion for intermediate values of the particle activity. In this region, as we can
show from the analysis of the invasion curves shapes (jagged or not) and from the ob-
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servation of particles configurations, the invasion is dominated by clusters of invading
active particles.

Figure 3.10: Qualitative phase diagram for invading active particles A qualitative phase diagram
can be obtained by plotting the invasion rate R as a function of self-propulsion V and adhesion
Acc. Two region are clearly visible: one in which practically no invasion occurs (light blue) and one
in which active particles invade the channel like a fluid (dark blue). An additional intermediate
region dominated by cluster invasion appears in blue. The color plot is obtained by interpolating
the values of R. Axis and colorbar are in logarithmic scale.

3.4 Discussion and Conclusions

Applying our model, based on ABPs, to the study of interacting active matter invading
narrow channels, we can investigate the role of single particle properties in determin-
ing the invasion behaviour. In particular, we hypothesized an Hertzian interaction that
includes friction among active particles and a specific adhesion term (described via the
DMT model). We reported different invasion modes, according to adhesion strength
and particle self-propulsion. Previous work using a continuous hydrodynamic model
to describe growing active matter, found three different invasion modes progressively
increasing particles activity: mode I, characterized by a flat interface between invading
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active matter and the isotropic fluid that fills the channel, mode II, with an S-shaped in-
terface and mode III, where clusters of active matter detach from the bulk, overcoming
surface tension, and migrate in the channel. Interestingly, the authors reported that clus-
ters penetrate deeper in the channel, even if they have no influence on the total amount
of active material that invades the capillary [48]. Our system has some substantial dif-
ferences with the previous model:

• we are explicitly adding an adhesion term;

• we start our simulations from a jammed phase;

• we are not accounting for growth (the number of particles is kept constant).

Keeping in mind those differences, we also observed three different invasion behaviours:

• no invasion, when particles activity is too low to unjam the system and particles are
mainly driven by thermal fluctuations, or when adhesion is very high and prevents
particles to detach from the bulk;

• fluid invasion, when the self-propulsion is high and adhesion is low;

• cluster invasion, when the adhesion is quite high and groups of particles detach
from the jammed bulk.

Those regimes could be appreciated both from the direct observation of the invasion
curves (see Fig. 3.6,Fig. 3.7 and Fig. 3.8) and from the phase diagram in Fig. 3.10,
built using the penetration rate R and inspired by results obtained for attractive ABPs
in free space [90]. The formation of clusters of invading particles is of particular in-
terest for the connection with biological problems. In tumours, the metastatic process
starts from group of cancer cells that detach from the primary site. In this context, it
has been observed that changes in proliferation and cell death which increase the rate at
which cells migrate, promote tumour growth [29]. The fact that we could define differ-
ent invasion modes by controlling just two parameters, the particles self-propulsion and
the inter-particle adhesion, could be extremely interesting when comparing with exper-
iments. Previous experiments on cancer cells, performed in vivo and in vitro, revealed
that jamming-unjamming transitions between jammed solid, active fluid and active ne-
matic phases (described by measuring fluctuations in the velocity and vorticity) could
be tuned by controlling the density and the adhesion[43]. Furthermore, cells that per-
form the epithelial–mesenchymal transition (EMT) (going from polarized epithelial state
(E), to mesenchymal (M) state in which they are able to migrate), can induce a jamming-
unjamming phase transition through the reduction of cell–cell adhesion [55]. This fact
suggests the key role of adhesion strength in determining the phase behaviour of a sys-
tem of cells. Another interesting qualitative result we obtained from our simulations,
is the high rotation of particles located near the channel just before the invasion start.
This fact confirms the role of rotational degrees of freedom in unjamming the system
[82]. A recent computational study that uses single particle model (Cellular Potts Model)
for studying active matter invasion in a narrowing channel, revealed accumulation and
reflux of cells near the channel bottleneck (particles moving backwards) [47]. This sug-
gests that in this pre-channel regions, collective particles rotation could play a role and is
favoured by the peculiar boundary conditions. The investigation of the role of rotation
at the beginning of the invasion process deserve further quantitative analysis.
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CHAPTER 4

Nuclear Pores

4.1 What is a Nuclear Pore

In eukaryotic cells, genetic information is well protected inside the cell nucleus, divided
by the outside cytoplasm by a lipid bilayer membrane called nuclear envelope (NE), the
most prominent nuclear scaffold. This segregation has the great advantage of protecting
the genome from external sources of damage. On the other hand, communications based
on exchange of macro-molecules, such as messenger RNAs (mRNA) or transcriptomic
factors, are of vital importance during all the cell life cycle, to control protein synthe-
sis and instruct gene expression [49, 85]. Nuclear pore complexes (NPCs), vast protein
assemblies embedded in the nuclear envelope, play this crucial role. NPCs control the
bidirectional transport of proteins and ribonucleoparticles and act as unique gateways
for molecular exchange between the cell nucleus and the cytoplasm [49], [35].

4.1.1 Structure

Since the discovery of nuclear pores in the 1950s, considerable effort has been devoted
to determine and understand their rich and peculiar structure. In particular, much of
our current understanding on this topic comes from microscopy studies of Xenopus lae-
vis (a frog) oocyte NPCs, using a variety of electron microscopy techniques and sample
preparations. The choiche of Xenopus l. oocytes as popular model system for experimen-
tal studies on NPCs, is due to practical reasons. Each oocyte has a very large nucleus
(about 0.4mm in diameter), that is easy to isolate and manipulate manually. It contains
a high density of NPCs( 50NPC/µm2) and the dimensions of its NPCs (a diameter of
110nm and an height of 70nm) are almost the same of human ones [49]. This allowed
experimentalists to obtain good images and catch important features of NPCs with this
technique [75]. More recently (from 2003 onwards), cryo–electron tomography (cryo-ET)
and subtomogram averaging have been utilized to generate 3D reconstructions of intact
NPCs in different species, deepening our understanding of their structure [61]. As can be
seen in Figure 4.1 b), the NPCs appear at a first glance as small ”holes” on the nuclear en-
velope, enclosed by a protein scaffold. It was already clear from early observations, that
nuclear pores were modular assemblies, composed by discrete constituents arranged
with octagonal symmetry around a central axis [102], [83]. Later on, those discrete el-
ements have been identified with multiple copies of about 34 protein subunits (called
nucleoporins), organized in a small number of biochemically defined subcomplexes that
work as building blocks to create the huge structure of the NPC. Very interestingly, those
building blocks are well conserved throughout eukaryotes, showing similar features in
algae, yeast, vertebrates such as Xenopus Laevis up to human, underlying the evolution-
ary relevance of NPCs for the life as we know it. In more details, as can be observed

43
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in the scheme of Figure 4.1 c), the characteristic shape of a nuclear pore consists of two
superimposed rings of nucleoporins, with well defined eightfold symmetry, one placed
on the outer face of the nuclear membrane and one on the inner face. Eight extended
filaments depart from each ring spreading in the cytoplasm and in the nucleoplasm re-
spectively. The center of the pore (a central channel with diameter 40nm), instead, is
filled with disordered filaments of phenylanine-glycine repeats(FG), forming the prop-
erly permeability barrier [49] [61]. In the following work, keeping temporarily aside all
the complex biology of NPCs, we will focus on their peculiar geometrical shape, try-
ing to investigate the physical implications of the eight-fold symmetry of those protein
assemblies.

Figure 4.1: Schemes and images of NPCs location and structure (a) Scheme of the nucleus of
an eukaryotic cell. The inner part containing the genetic material (chromatin is clearly visible) is
divided from the outside cytoplasm by the nuclear envelope (NE); inserted on it, nuclear pores
are clearly visible; (b) portions of experimental images of several nuclear pores in Xenopus laevis
oocyte obtained using high-resolution field-emission scanning electron microscopy. Scalebar is
0.5µm; (c) vertical section of a nuclear pore, illustrating in a schematic way its inner structure.
Panel (b) is an adaptation from Hans Ris [85] Copyright 1997 with permission of Foundation for
Advances in Medicine and Science, Inc. , panel (c) is an adaptation from Daniel H. Lin et al. [61]
Copyright 2019 with permission of Annual Reviews;

4.1.2 Functions

Let us now focus on the function of NPCs and on their role in the cell life cicle. As al-
ready mentioned, they are the unique gateways for communication among the nucleus
and the outside cytoplasm. Nevertheless, they are not simply open holes from which ev-
erything can pass. Evolution has tuned this refined protein machineries to allow the free
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diffusion of ions and small molecule (below 5nm), for which NPC represents a freely
permeable barrier, and acts as a selective gate for import and export of macromolecules,
from proteins to RNAs up to viruses (e.g. capsids of the hepatitis B virus have diam-
eters of 36nm), eventually mediated by specific transport receptors [75] [49]. Thanks
to those mechanisms, a single NPC is able to manage an intense nucleo-cytoplasmatic
traffic. Kinetic studies of protein translocation through the NPC have shown that the
mass flow through a single NPC is 100MDa per second. During cell life, NPCs are
crossed by a huge amount of matter crucial for biological processes [31]. Very inter-
estingly, even more detailed experiments on cargo transport through NPCs, have not
fully revealed the details of the passage of macromolecules through the FG repeats net-
work of filaments present in the centre of the pores. To this purpose, some reviews
suggest that more mechanistic transport models (based on Brownian motion) and com-
putational procedures to study the nucleo-cytoplasmatic transport phenomenon at the
relevant length/time scales, could help in deeply understanding it. Adopting more in-
terdisciplinary approaches could open the way to collaborations between physicists and
biologists on the topic of macromolecural passage through NPCs [31] [60]. Beside man-
aging a huge traffic of molecules, NPCs themselves are dynamic structures. The scaffold
nucleoporins that form the rings are indeed very stable in time, with little to no turnover
throughout the life-span of post-mitotic differentiated cells [35], as revealed by photo-
bleaching experiments. However, other nucleoporins of which NPCs are constituted,
can rearrange and adapt to cell condition. Some examples of cell-type specific NPCs
have already been observed, suggesting compositional rearrangement as a widespread
mechanism for adapting the functions of NPCs toward cell type-specific constraints and
context-dependent needs [72]. Compositional difference between NPCs whitin one sin-
gle cell is also starting to emerge [64], suggesting a very rich scenario [49]. During the
cell division process, NPCs have to disassemble at the onset of mitosis (even if most of
their bulding blocks, the nucleoporins, remain assembled into stable subcomplexes), and
to reassemble around the newly formed nuclei of the daughter cells from anaphase on-
wards, in a higly dynamical process [35]. Again, the details of pore genesis are far from
being fully understood, leaving open fascinating questions. Going under the surface of
nuclear envelope, down inside the nucleus, it can be observed that nuclear pores are not
isolated structures, but they are bound to the nuclear lamina (a meshwork of filamen-
tous proteins, the nuclear lamins, that acts as a structural scaffold for the nucleus) and
physically interacts with DNA filaments packed in chromatin structures. For this reason
NPCs are involved in the organization of the genome itself (dense heterochromatin is a
prominent feature of the nuclear periphery, whereas regions of less-packed euchromatin
underlie NPCs) and contribute to gene regulation, promoting for example the activation
of certain genes in response to stimulus and the repression of other ones [10].

4.2 Spatial Organization of Nuclear Pores on the Nuclear Envelope

Despite great progress in understanding the structure of a single nuclear pore, little is
known about how nuclear pores are distributed across the surface of the nuclear mem-
brane (in an average human cell there are approximately 2000-3000 nuclear pores) and
whether and how they might interact among each other. Interactions among pores are
likely modulated by the the nuclear lamina, a filamentous protein network underlying
the nuclear envelope, but how exactly the interaction occurs is still unclear. Maul et. al.
in 1971 were the first who questioned the assumption that the distribution of nuclear
pore complexes on the nuclear envelope is random. The authors observed rat kidney
cells nuclei via electron microscopy and (as can be seen in Figure 4.2 a)) computed the
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distances among the detected NPCs. With those data, they built an histogram with the
measured inter-pores distances and compared the distribution they obtained with the
ones for random distributed point and for hexagonally arranged points (see Figure 4.2
b). The NPCs spatial distributions seems to be a sort of combination of the two, with
some maxima in good accord with the hexagonally arranged points. Even if the statistic
was not rich, and the incertainities due to image acquisition not so small, they could
adfirm that the distribution of nuclear pores on the NE is nonrandom [67]. Few years
later, in 1980, the same authors revealed that highly proliferative cells, such as embryos
or tumors, have an high density of nuclear pores on the nuclear membrane, while termi-
nal differentiated cells have fewer, suggesting a link between number and distribution
of pores and cell activity [68]. This link has been explored in another early study of the
same years, focused on the changes in distribution of nuclear pores during spermato-
genesis in rodents, following the evolution from spermatocytes to early spermatids. In
particular, a clear change in nuclear pore spatial organization, from aggregation with
hexagonal packing in pore rich areas coexisting with large pore-free areas in spermato-
cytes (see Figure 4.2 c)), to a random distribution (see Figure 4.2 d)) of pores in early
spermatids has been observed [33].

A study focused instead on the end of the cell life (on mouse cell nuclei) has shown
that, even during apoptosis (programmed cell death), the distribution of nuclear pores
on the cell nucleus strongly changes. The NPCs become highly concentrated in small
regions of the nuclear envelope, leaving the rest of the surface pore-free, as it can be
appreciated in Figure 4.3 a). Those clusters of pores showed an hexagonal packing and
were supposed to be correlated with diffuse chromatine areas[32]. More recently a fur-
ther step in our understanding of the role of nuclear pore spatial organization came with
the observations of large pore-free islands in HeLa S3 human cells (see Figure 4.3 b.1)).
These islands disperse with cell-cycle progression and are enriched with the inner nu-
clear membrane proteins lamin A/C (see the immunofluorescence image on Figure 4.3
b.2) and emerin, but exclude lamin B. This fact reveals the importance of lamin A/C in
regulating the pore distribution, suggesting that the dynamics of nuclear pores is regu-
lated by the reorganization of inner nuclear structures [65].

In a recent paper, Sellés et al. performed super-resolution microscopy on Xenopus
laevis oocytes, to observe the variation of nuclear pore distribution on the nuclear mem-
brane during oocyte development from early stages (see Figure 4.3 c.1) and c.2)), where
the transcriptional activity is very high, to later ones (see Figure 4.3 c.3)), where this ac-
tivity is significantly lower. From a first analysis of those experimental observations they
highlighted a decrease of the density of NPC during the development process, but their
analysis was not limited to pores counting. To investigate the large-scale organization of
the NPCs on the nuclear envelope, they decided to calculate the angles distribution func-
tion between the first two neighbors of a given NPC. In the early stages of development,
they revealed a flat distribution, with no preferential angles suggesting a disordered
structure. However, proceding with oocyte development, they observed two peaks in
the angle distribution function (one at 90◦ and the other at 180◦), describing pores lo-
cally arranged in square lattice structures. Furthermore, they computed the angular and
radial density function P (d, α), describing the probability to observe on a given enve-
lope a NPC with two neighbors at a distance d and forming an angle α. For the early
stages of oocyte development, they observed a map characteristic of a 2D compact and
amorphous structure of nuclear pore complexes without any particular order. For the
later stage, indeed, the radial density function they computed gave the image of a struc-
ture that could be described as a mixture of amorphous and square lattice domains. This
study, beside reporting for the first time that the oocyte development impacts on the
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a)

c) d)

b)

Figure 4.2: First attempts of analysis of NPCs spatial distribution in different cell conditions
(a) Electron microscopy image of the outer nuclear envelope of a rat kidney cell nucleus; white
lines represent some of the computed distances among nuclear pores; (b) Histogram of NPCs dis-
tances compared to other spatial distributions of points: A represents the distribution of random
points, B (in grey) represents the histogram obtained from hexagonally arranged points; C is the
histogram of the distances between pore centers computed for a rat kidney nuclear envelope (the
number of pore-to-pore distances is expressed as a per cent of all distances calculated, class inter-
val is 100 Å). It can be noticed that some of the peaks of the experimetal distribution are found
in correspondance of the ones of the hexagonally arranged points, but the overall distribution of
NPCs is way more complex, showing for example even a minor maximum at a distance compati-
ble with the diagonal of squarely arranged pores. (c) Electron microscopy image of the nucleus of
a gonocyte from the testis of a 5-day-old guinea-pig. Clusters of densely packed nuclear pores are
clearly visible, separated by pore-free areas. (d) Electron microscopy image of Sertoli cell nuclei
from adult guinea-pig testis. The pore complexes are numerous and apparently random in their
distribution. Panel (a) and (b) are an adaptation from Gerd G. Maul et al. [67], panel (c) and (d)
are from Don W. Fawcett et al. [33], Copyright 1979 with permission of Elsevier.

nuclear organization and the structure of NPCs, paves the way towards further investi-
gations on how the structure of NPCs are linked with physiological activity and on the
relation between the large scale organization of NPCs and the constituent of the nuclear
envelope [93]. In the previous discussion, we have showed the state of the art for the
observation of nuclear pores spatial distribution, with significative experimental results
obtained in the biological field. The scope of this thesis and of the following work is to
look at this problem from a different and interdisciplinary perspective, with the eyes of
a soft matter physicist. In particular, in the following chapter, we will start our analy-
sis from the experimental images of nuclear pores obtained by Sélles et al [93] and we
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Figure 4.3: More recent images of NPCs spatial distribution in different cell conditions (a) Nu-
clear pores distribution in apoptotic HL60 human leukemia cells, observed by freeze-fracture elec-
tron microscopy. Pore-free areas appear separated from dense pore clusters (colored in yellow);
(b.1) Scanning electron microscopy image of a nuclear surface of freeze-fractured HeLaS3 cells
(human cancer cells) during the eraly G1 phase, the first phase of the cell cycle that takes place in
eukaryotic cell division. During G1 phase, the cell synthesizes mRNA and proteins in preparation
for subsequent steps leading to mitosis. Many nuclear pores are clearly visible with a large pore-
free island. (b.2) Immunofluorescence image of G1 HeLaS3 cell nucleus shows an accumulation
of the inner nuclear membrane protein lamin A/C in the pore-free islands. (c) Direct Stochastic
Optical Reconstruction Microscopy (dSTORM) images of nuclear envelopes from Xenopus laevis
oocytes at different stage of development (respectively at stage II for figure (c.1), stage IV for fig-
ure (c.2) and stage VI for figure (c.3)). The central channel of each pore (visualized as a green spot
on the images) is labelled with the fluorescent protein WGA−Alexa647. Scale bar is 5µm. In the
insets, instead, stereomicroscope images of the whole oocyte respectively at stage II, IV and VI is
represented with a scale bar of 50µm. Panel (a) is an adaptation from Elisabetta Falcieri et al.[32]
Copyright 1994 with permission of Chapman & Hall, panels (b.1) and (b.2) are an adaptation from
Kazuhiro Maeshima et al. [65], panels (c.1),(c.2) and (c.3) are an adaptation from Julien Sellés et al.
[93].

will use tools commonly employed to study atomic structural and topological features
of ordinary matter, to deepen our understanding of the NPCs spatial distribution on the
nuclear envelope.



CHAPTER 5

Spatial organization of nuclear pores in Xenopus laevis
oocytes

5.1 Introduction

As seen in the previous chapter, the structure of nuclear pores has been the object of con-
siderable investigation, with great effort spent in determining the pores composition,
in terms of different protein complexes. In that direction, the experimental techniques
such as electron microscopy (EM) and cryo-electron tomography (cryo-ET) have already
been accompained by in silico studies involving all-atom and coarse-grained molecular
dynamics simulations, aimed to characterize NPCs structure [37],[69],[77]. Neverthe-
less, the question of how nuclear pores are arranged on the nuclear surface is still less
studied and the nature of the interactions among NPCs is still an unresolved issue. In
these contexts, the experimental observations (showed in Chapter 4) have been so far the
main and only way of investigation, since attempts of modelling NPCs spatial distribu-
tion and using computer simulations to deepen our understanding on it were missing.
In this chapter we will try to fill that void. We will start our study from the analysis of
super-resolution images of the surface of Xenopus laevis oocytes nuclei during develop-
ment perfomed by Sellés et al. [93]. In details, we will characterize the arrangement of
nuclear pores on the NE using tools typical of the physics of soft materials, such as the
calculation of the radial distribution function (RDF), local order parameters and Voronoi
tessellation. Then, to interpret the experimental results, we will consider the hypothesis
of an effective interaction acting among the nuclear pores, to study if this can explain
the spatial distribution of pores on the nuclear membrane. To this end, we will build
a potential with octagonal symmetry (mimicking typical pore shapes) to model the in-
teraction between nuclear pores and to perform extensive numerical simulations at dif-
ferent pore density. The simulated configurations we will obtain will represent a first
attempt of studying in silico the nuclear pore complex globally, unveiling peculiarities
and characteristics of the spatial distribution of NPCs.

5.2 Material and Methods

5.2.1 Experimental images

The first step of our work consists of an accurate analysis of recent experimental images,
investigating the spatial distribution of nuclear pores on the nuclear envelope. We de-
cided to analyze the super-resolution microscopy images of nuclear pores of Xenopus lae-
vis oocytes, observed during their development by Selles et al. [93], and to keep them as
experimental counterpart for comparison with our simulations. According to the stage
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of development of the oocyte (previously defined for Xenopus laevis in a classic paper
[27]), three groups of images have been identified: from the early Stage II, to an interme-
diate Stage IV, to a later Stage VI. A different number of samples was taken at each stage,
specifically, 6 samples for Stage II and 11 samples for both Stage IV and Stage VI. The
images are 2560×2560 pixels (px) wide, with 1px corresponding to 0.01µm. Portions of
some experimental images are illustrated in Fig. 5.2a and b.

Tracking of Nuclear Pores

The main information we needed to extract from the experimental samples, were the
spatial coordinates of each nuclear pores, to perform our statistical analysis of their dis-
tribution. To do so, we extracted the positions of the nuclear pores using Trackpy v0.4.2,
a Python package for particle tracking in 2D, 3D, and higher dimensions [1]. In particu-
lar, we use the trackpy.locate routine to first discriminate the nuclear pores. The working
principle is the following: i) preprocess the image performing a bandpass filter (i.e. per-
forming a convolution with a Gaussian to remove short-wavelength noise and subtract-
ing out long-wavelength variations by subtracting a running average, to retain features
of intermediate scale), ii) applying a threshold over the color channels, and iii) locating
all the peaks of brightness, each referring to the position of a pore [1],[19]. The pa-
rameters used for the tracking procedure are diameter = 9px, minmass (the minimum
integrated brightness, working as a threshold value) value instead is chosen according
to the samples. No threshold ( minmass = 0 ) is used in the high density samples of
Stage II, while higher values of this parameter are necessary to correctly detect pores in
the more noisy experimental images of Stage IV and VI. From this tracking procedure,
we extracted the 2D coordinates of the nuclear pores, on which our statistical analysis
is based. The tracking procedure also allowed us to determine the density in terms of
number of pores for nuclear envelope surface unit of the experimental samples: 34.9±2.3
NPC/µm2 for Stage II, 25.6±2.3 NPC/µm2 for Stage IV, 20.5±1.7 NPC/µm2 for Stage VI.
Errors represent the standard deviation computed on the ensemble of samples for each
developmental Stage. Those density values are a bit underestimated, compared to the
ones computed by Sellès et al. (respectively 53.8± 0.9 NPC/µm2 for Stage II, 46.2± 0.9
NPC/µm2 for Stage IV, 36.7 ± 0.8 NPC/µm2 for Stage VI) [93]. This is due to differ-
ent techniques used for tracking procedure and to an intrinsic uncertainty connected
with the experimental measures. Those were performed by optical super-resolution mi-
croscopy, that introduce some arbitrarily in identifying as pores some spot ’fragmented’
due to small microscope displacement, affecting the overall counting.

5.2.2 Numerical Simulations

Once that we have determined the positions of the experimental nuclear pores, we
wanted to move a step further, proposing a simple model that can help in the interpreta-
tion of the experimental results. To do so, we hypothesized an effective interaction acting
among the nuclear pores and, starting from this assumption, we tested some simple po-
tentials to describe the pore-pore interaction. Those potentials allowed us to perform
extensive numerical simulations of systems composed by several interacting nuclear
pores and to obtain in silico configurations of NPCs at different densities. In particular,
by choosing how to model the interaction among nuclear pores, we took into account
their peculiar octagonal shape. This characteristic was observed in early experimental
studies [102],[83] and subsequently confirmed by structural studies on nucleoporins (a
family of proteins that are the main components of the nuclear pore complex in eukary-
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otic cells) and by recent advancements in experimental techniques, such as cross-linking
mass spectrometry and cryo-electron tomography [61]. In the following paragraph, we
elucidate the details of our simulation model based on simple potentials describing the
pore-pore interaction.

Model Potentials for Nuclear Pores

To take into account the composite structure of each nuclear pore and its overall octag-
onal shape, we build a coarse-grain model of the pore, consisting of a central particle
surrounded by eight particles located at the vertices of a regular octagon, of circumra-
diusR. For simplicity, the so-modeled pore is treated as an undeformable rigid object. In
Figure 5.1 b) a visualization of a single simulated pore in Ovito [97] is given. Following
reference experimental data [28], [93], in all the simulations we have set R = 67.5nm.
The overall interaction potential acting among the particles of two neighbouring pores
is made up of three terms, each consisting in a Lennard-Jones (LJ) potential,

V (rij) = 4 · ε ·
((

σ

rij

)12

−
(
σ

rij

)6
)

,

rij < rcut
(5.1)

where rij = |ri − rj | is the distance between particle i and particle j, and ε, σ, and rcut
are parameters that depend on the interaction term:

• center-center interaction – the central particle of a pore interacts repulsively with
the central particle of a neighbouring pore. For this term we have set εcc = 0.01

pg·µm2/µs2, σcc = 0.12 µm, and the cutoff distance is set rcutcc = 2
1

6σcc so to make
the interaction purely repulsive. This term is necessary to prevent unphysical con-
figurations such as the case of overlapping pores that were otherwise seldom en-
countered.

• center-vertex interaction – the central particle of a pore repulsively interacts with
the vertex particle of a neighbouring pore. Again, this is introduced to avoid
pores overlap and compenetration. LJ parameters for this term are εcv = 0.01

pg·µm2/µs2, σcv = 0.08 µm, rcutcv = 2
1

6σcv .

• vertex-vertex interaction – the vertex particle of a pore interacts with the vertex
particle of a neighbouring pore. We first considered full LJ interaction (long range
attractive, short range repulsive), but then the purely repulsive case was also in-
vestigated, trying to gain insight on the nature of pore-pore interaction. For the full
LJ interaction we have set εvv = 5·10−4 pg·µm2/µs2, σvv = 0.02 µm, and the cutoff
distance is set to rcutvv = 2.5σvv so to include the attractive part. For the purely re-

pulsive case, instead, we have set rcutvv = 2
1

6σvv . By construction, since the central
particles are surrounded by vertex particles, in our model the overall pore-pore
interaction is mostly driven by the present term.

In all the cases, the LJ potentials are shifted to zero out at the cutoff distance, in
order to avoid any energy discontinuity. Fig. 5.1 c) reports the total interaction energy
of an octagonal pore (centred at the origin) with one corner particle of a second pore,
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as a function of the position of the latter, in the case of full LJ potential in the vertex-
vertex term. The resulting potential energy surface (PES) shows a strongly repulsive
core region (in blue) and trapping regions (in red) concentrated at the proximity of the
eight corner sites. The same plot is shown in Fig. 5.1 d) for the purely repulsive vertex-
vertex term; here the PES is completely repulsive (blue), with a well defined octagonal
shape. For comparison, we also performed simulations assuming a simpler interaction
among the pores: we tested a purely repulsive spherical potential, modelling the NPCs
as circular, neglecting the eightfold symmetry. The spherical potential is a simple LJ

with the following parameters: ε = 5 · 10−4 pg·µm2/µs2, σ = 0.12 µm, rcut = 2
1

6σ. In
the following, when not specified, the potential used in the simulated results is the one
represented in Fig. 5.1 c), corresponding to full LJ for the vertex-vertex term (attractive
corners).

Figure 5.1: Details of the simulated nuclear pores (a) Detached pore complexes released onto the
microscope grid from a nuclear envelope immersed in low salt medium containing 0.1% Triton
X − 100, from which the octagonal shape is clearly visible. Scalebar is 0.25 µm. Panel (a) is an
adaptation from Unwin et al. [102]. (b) Visualization of a single simulated nuclear pore through
Ovito [97]. (c) and (d) potential energy surfaces obtained from the modelled interaction between
a pore and a corner of a neighbouring pore: blue areas mark strongly repulsive regions, while red
areas mark trapping centres. The two images represent the full LJ potential case for the vertex-
vertex interaction term (c) and the purely repulsive case (d), respectively.
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Obtaining Configurations of Simulated Nuclear Pores

Simulations of nuclear pore assemblies were performed using LAMMPS[78], with a
timestep ∆t = 10−5 µs. We started from initial configurations of 1000 randomly-positioned
octagonal pores, confined in a periodic square box with side L = 40µm. To mimic the
different experimental densities of nuclear pores observed during the oocyte develop-
ment, the random configurations undergo alternatively 105 steps of continuous box com-
pression at a constant temperature T = 2

3
ǫcorn
kB

, followed by a 2·105 steps annealing from

the higher temperature T = ǫcorn
kB

, back to to T = 2
3
ǫcorn
kB

, to allow thermally-assisted re-

arrangements. Such procedure is iterated until the required density is obtained. A final
energy minimization at T = 0 K in 2·106 steps is then performed. Following the above
protocol, we obtained configurations with a density of 20, 26, 36, 46, and 53 NPC/µm2.
For each density value we obtained 10 different realizations, starting from different ran-
dom initial positions, to permit proper statistical averaging. Examples of nuclear pore
configurations obtained in silico are shown in Fig. 5.2c and d.

Figure 5.2: Visual comparison of real nuclear pores coming from experimental images and sim-
ulated nuclear pores (a) and (b) portions of experimental images of nuclear pores in Xenopus laevis
oocyte at different developmental stages, Stage II (a) and Stage VI (c), respectively, obtained using
super-resolution microscopy. Panel (a) and (b) are adaptations from Sellés et al. [93]; (c) and (d)
two configurations of nuclear pores obtained from simulations, for comparison with experimental
data. The density is 36NPC/µm2 for (c) and 20NPC/µm2 for (d). Scalebars are 1 µm.
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5.2.3 Statistical Analysis of Nuclear Pores Structure

To provide a statistical comparison of simulations with reference experimental data we
have applied three different post-processing techniques over the simulated pore assem-
blies and to their experimental counterparts. In this paragraph we will describe in detail
those techniques, commonly used in matter physics and in the characterization of amor-
phous systems.

Radial Distribution Function

In Gibbs’s formulation of statistical mechanics, the distribution of phase points of sys-
tems belonging to an ensemble is described by a phase-space probability density

f [N ](rN ,pN ; t). This is the probability that, at time t, the physical system is in a micro-
scopic state represented by a phase point lying in the infinitesimal, 6N−dimensional
phase-space element drNdpN . Given a complete knowledge of the probability density,
it would be possible to calculate the average value of any function of the coordinates
and momenta, obtaining observable properties of the system of interest. In a system
of fixed number of particles, volume and temperature (well described by the canoni-
cal ensemble), in which the Hamiltonian can be written as H = KN + VN , the reduced

phase-space distribution functions f0
(n) can be written as the products of two terms

f0
n(rn,pn) = ρN

n(rn)fM
n(pn). The second term fM

n(pn) is a product of n independent
Maxwell distributions and depends on the kinetic terms KN . The first term depends on
the potential VN . In particular the n-particle density is defined as:

ρN
n(rn) =

N !

(N − n)!

1

ZN

∫
exp(−βVN )drN−n (5.2)

and yields the probability of finding n particles of the system with coordinates in the vol-
ume element drn, irrespective of the positions of the remaining particles and irrespective
of all momenta. The knowledge of the low-order particle distribution functions, in par-

ticular of the pair density ρN
(2)(r1, r2), is often sufficient to calculate the equation of

state and other thermodynamic properties of the system. The n−particle distribution

function gN
(n)(rn) is defined in terms of the corresponding particle densities. For an

homogeneous and isotropic system the pair distribution function gN
(2)(r1, r2) depends

only of the separation r12 = |r2− r1|. In this case the pair distribution function is usually
called radial distribution function and written simply as g(r) [40].
For those reasons, to characterize our systems and to gain insight on the local structure
of the nuclear pore complex on the nuclear membrane, we made use of the Radial Dis-
tribution Function (RDF) in 2D [41]:

g(r) =
L2

2πrN2

N∑

i=1

N∑

j=1
j 6=i

〈δ(r − rij)〉 (5.3)

where N is the number of particles in the system, L is the system size and rij is the dis-
tance between particle i and j. The RDF has proven a key role in the theory of monatomic
liquids. In fact, it has already been used to characterize amorphous colloidal solids [44]
and to study glass transitions in Lennard-Jones systems [9]. In the context of Lennard-
Jones systems, in particular, the structure of the g(r) allowed to investigate the charac-
teristics of the interparticle potentials [9]. For this reason, we will keep in mind this
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approach in performing our analysis of the nuclear pores spatial distribution. As an ex-
ample for the reader, in Figure 5.3 (a) the RDFs of a perfect crystal and of an amorphous
material are shown. One can appreciate how effective the function is in determining the
shells of neighbours and how it can help in characterising the phase of a material.

Figure 5.3: Schemes of the techniques used for the statistical analysis of nuclear pores distri-
bution (a) Scheme of the radial distribution function g(r) of a solid (top panel) and of a glass
(bottom panel). The g(r) peaks in the crystalline materials represent the positions of the shells of
neighbours; in the amorphous case the function show broad peaks in correspondence of coordi-
nation shells. (b) Scheme illustrating the way in which local order parameters are computed, in
order to detect ordered regions inside a material. (c) Scheme of the Voronoi tessellations; red dots
represents the analysed particles.

Hexatic Order Parameter

To better characterize the geometrical properties of the structure formed by the nuclear
pores, we computed for each particle the n-fold local orientational order parameter:

ψn(ri) =
1

nnn

nnn∑

j=1

einθ(rij) (5.4)

where nnn is the number of nearest neighbours of particle i, θ(rij) is the angle formed
by the x axis and the vector rij connecting particles i and j, as visualized in the scheme
of Figure 5.3 (b). Some ordered regions marked by the presence of square lattice and tri-
angular lattice have been observed in experimental nuclear pore complexes of Xenopus
laevis at different developmental stages [93]. To account for this, we focus our analysis
on the order parameters with n = 6, for which |ψ6| = 1 for particles belonging to a per-
fect hexagonal structure, and with n = 4, for which |ψ4| = 1, for particles belonging to
a perfect square lattice. The determination of nearest neighbour particles is done using
a cutoff distance σcut = 0.15 µm for the simulations and σcut = 0.20 µm for the experi-
mental images. Those values have been chosen looking at typical inter-particle distances
in different samples of experimental images and simulated configurations respectively.
All the isolated particles (nnn < 2) have been marked by zeroing their ψn value.
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Voronoi Tessellation

Around the center of each pore we have built a Voronoi cell: an area of space containing
all points that are closer to one pore than to any other particle. A scheme of this geo-
metrical tessellation can be appreciate in Figure 5.3 (c). For the experimental images,
pore centres coordinates are obtained from the tracking procedure and used as ’seeds’
for the Voronoi tessellation. For the simulations, instead, only the central particle of each
octagon has been considered in the Voronoi analysis. By construction, each Voronoi cell
has polygonal shape, with a number of sides that corresponds to the number of neigh-
bours. To compute the Voronoi tesselation we used the Python library Freud [79], that
allows to account for periodic boundary conditions. By this method, we managed to ex-
tract for each particle the number of neighbours (particles are considered neighbours if
they share an edge in the Voronoi diagram) and the size of each associated Voronoi cell.

5.3 Results

5.3.1 Global structure of NPC

From the RDF of the experimental samples, we note that at high density (early stage of
development of the oocyte) g(r) shows a liquid-like shape, with two peaks clearly visible
(see Fig. 5.4 (a)). In fact, in monoatomic liquids at short range, g(r) shows a pattern of
peaks representing the nearest neighbour distances and at large r it tends to unity due
to total loss of order [41]. As the density decreases during oocyte development (Fig. 5.4
(b) and (c)), the second peak of the experimental g(r) tends to disappear, while the first
peak tends to flatten out, thus converging toward a gas-like phase in which the order is
lost.

Figure 5.4: Radial distribution functions of the experimental distributions of nuclear pores
The g(r) of the nuclear pores is reported for three different developmental stages of Xenopus laevis
oocytes. In particular the curves are obtained from the experimental images for Stage VI - (a),
Stage IV - (b), Stage II - (c). The dashed red lines represent the theoretical expectation for second
peaks positions in the assumption of regular square (a) or hexagonal (c) structures.

Previous analysis of the experimental images suggested a significant presence of
square lattice domains of nuclear pores at low density (Stage II)[93]. For this reason,
we have looked for a specific peak in the g(r) function. In the case of a regular square

lattice, a second peak should be present at xsq =
√
2x1 (where x1 represent the spatial
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coordinate of the first peak of the g(r) function), however we notice that a peak in this
position is not visible. Nevertheless, xsq falls on the tail of the first peak (which is quite
flat), suggesting that some sparse regions with square lattice could be present inside the
amorphous liquid. Similar considerations have been done for hexagonal structures at
high densities: if a regular hexagonal packing of pores is present, the g(r) should dis-

play a peak at the position xhex =
√
3x1 and again, this is not the case, with xhex falling

only on the growing part of the second peak for the high density configurations. Some
hexagonal structures at high density could be present but are not predominant, being
the spatial distribution of NPCs mainly disordered.

Figure 5.5: Radial distribution functions of simulated nuclear pores The g(r) is reported for
three different densities of the nuclear pores. Blue curves are from averages over ten simulations
with attractive octagon potential. Dashed red curves are obtained from the experimental images
for Stage II - (a), Stage IV - (b), Stage VI - (c).

Focusing on the g(r) obtained from our simulations with octagonal attractive poten-
tial (Fig. 5.5), it reproduces the above described liquid-like profile, presenting just a few
peaks emerging over an otherwise flat profile. Furthermore, the positions of the peaks in
the simulated g(r) match nicely with the experiments (especially for what concerns the
first peak), suggesting that our model is able to capture the relevant features of the effec-
tive interaction among the nuclear pores on the nuclear membrane. This is a non-trivial
result, as the position of the g(r) peaks closely reflects the interactions held between the
constituents, and are a signature of each material and its peculiar properties, as shown in
previous studies of noble gases or water [109, 30, 95, 12]. Ultimately, from this analysis,
we can rule out the significant presence of extensive crystalline regions. The differences
in experimental and simulated peaks height that emerges from Fig. 5.5 could origin
from the fact that the simulated particles have, by construction, exactly the same radius
while the distribution of nuclear pore size is more broadly spread in experiments (which
is even more accentuated by the fluorescence technique used to obtain the experimental
configurations). When computing shells of neighbours with the g(r) function this size
variability could bring to more spread (and so flattened) peaks.

5.3.2 Orientational Order

In Fig. 5.6 and Fig. 5.7 we report the calculated local order parameter ψ6 and ψ4, as
previously defined, for some experimental samples and for the configurations obtained
from simulations, respectively. The cutoff to consider a pore as a neighbour was set to
σcut = 0.20µm for the experiments and σcut = 0.15µm for the simulations. These values
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were chosen considering the typical pore-pore distances.

Figure 5.6: Local order parameters coloured maps for experimental pore configurations Snap-
shots of pores coloured as a function of the local order parameter. Each row of figures shows
a different Stage of development of the Xenopus laevis oocytes; the two columns show the local
order parameters ψ4 and ψ6 respectively.

From Fig. 5.6, looking at the later Stages of oocytes development (Stage IV and Stage
VI), it can be observed that only few pores are associated with square symmetry (ψ4 ∼ 1).
The same consideration holds also for the low density simulations analysed in Fig. 5.7.
Instead, the figures obtained for earlier Stage II, as well as the simulation obtained with
high pore densities (e.g. ), show much broader regions associated with triangular lattice
structures (ψ6 ∼ 1). In those samples, in presence of higher pore densities, more nuclear
pores belong to a regular structure and some regions with clear hexagonal order appears.

To further investigate such behaviour, we computed the distribution of the local or-
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Figure 5.7: Local order parameters coloured maps for simulated pore configurations Snapshots
of pores coloured as a function of the local order parameter. Each row of figures shows a different
simulated density of nuclear pores; the two columns show the local order parameters ψ4 and ψ6

respectively.

der parameters P (ψ6) and P (ψ4) averaged over all the samples for each value of the
density, as reported in Fig. 5.8. First, we can observe that the distributions of the ex-
perimental samples (Fig. 5.8a,b) are all unimodal, thus confuting the hypothesis of two
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different coexisting phases, as suggested in previous analysis [93]. Secondly, we notice
that for both ψ6 and ψ4 the distributions are peaked at a value which increases with
the density. The largest mode value is obtained for ψ6 at the highest density (Stage II),
suggesting a preference for hexagonal structures in the dense limit. The above trends
of the distributions with the density are well reproduced by the simulated NPCs, as
reported in Fig. 5.8c and Fig. 5.8d. For a more straightforward comparison we have re-
ported in Fig. 5.8e the average value of |ψ6| and |ψ4| as a function of the pores density,
for both simulations and experiments. For the former, we observe that both |ψ6| and
|ψ4| values slowly increase with the density, showing the same values until a density of
36NPC/µm2 where a bifurcation occurs. Beyond that density value, |ψ4| seems to satu-
rate while |ψ6| keeps increasing, thus favouring the hexagonal order at high density. It
is worth to note that, in the explored density range, the |ψ6| value is far from approach-
ing unity, corresponding to a crystalline structure, indicating that much larger densities
would be required for such an ordered phase. Finally, we note that in Fig. 5.8e the points
associated to the experimental data do not fall exactly on the theoretical curves derived
from the simulations. This can be partially explained with the uncertainties connected
with the experimental observations of the nuclear pores, that affect the density evalua-
tion. On the other side, this discrepancy could also be due to the fact that our eightfold
interaction potential, while describing quite well some key aspects of nuclear pores spa-
tial configurations, is not enough to exactly reproduce the experimental local order of
nuclear pores on the nuclear surface. Despite that, the experimental points show a trend
very close to that of the simulation, with an initial overlapping of |ψ6| and |ψ4| values,
and a further bifurcation at higher density.

5.3.3 Properties of Voronoi cells

We performed a Voronoi tessellation on the nuclear pores centres extracted both from the
experimental images and from the configurations obtained via simulations. Examples
of Voronoi tessellation performed on NPC from the experimental images and from the
simulated configurations are reported in Fig. 5.9 and Fig. 5.10, respectively.

The comparison of high density samples, in particular, shows similar tessellation
patterns in experiments and simulations.

A statistical analysis on the number of sides N of the Voronoi cells at different den-
sities (Fig. 5.11a and Fig. 5.11c), clearly shows that the N = 6 occurrence increases with
the density, and viceversa for the the N = 4 occurrence. Therefore, the Voronoi anal-
ysis enforces the idea, already anticipated above by the local order parameter, that the
hexagonal configuration is favoured at high densities, at the expense of other kind of
local order arrangements. Correspondingly, in agreement with experimental observa-
tions, the presence of some square structures at low density is also supported. However,
we note that at any density a significant number of cells with N = 5, about half be-
tween those with N = 4 and N = 6. We associate this with the particular sensitivity
of the Voronoi tessellation method to “defect”, i.e. deviations with respect to the ideal
symmetric cases. To provide a further comparison, we report in Fig. 5.11b and Fig. 5.11d
the distribution of the Voronoi cells area. Again, a good agreement between the experi-
ments and our model is obtained, with much narrower distributions at higher densities,
shifting toward higher area values and broadening out as density decreases.



Spatial organization of nuclear pores in Xenopus laevis oocytes 61

Figure 5.8: Distributions of local order parameters The distribution of the local order parameters
at different pores densities is reported for (a),(b) experimental samples and (c),(d) for simulated
configurations; (e) the average |ψ6| and |ψ4| values as a function of the density. The dashed lines
report the values obtained from the simulations, with shadows highlighting the respective stan-
dard deviation. The points represent the values computed from the experimental samples, with
vertical errorbars for the standard deviation, and horizontal errorbars reporting the error on the
density, as described in the paragraph ’Tracking of Nuclear Pores’

Figure 5.9: Voronoi tessellation applied to experimental nuclear pores In (a), (b) and (c) examples
of Voronoi tessellation are given for experimental samples at Stage II, IV and VI respectively.

5.3.4 Alternative models for pore-pore interaction

In this paragraph, we show some results obtained using alternative potentials for pore-
pore interactions. Those results have been compared with the eight-fold potential with
attractive corners, that represents the standard model used to obtain all the results pre-
viously illustrated. More in detail, two alternative potentials for pore-pore interaction
have been tested:



62 5.3 Results

Figure 5.10: Voronoi tessellation applied to simulated nuclear pores Examples of Voronoi tessel-
lation are given for simulated configurations of nuclear pores at different densities.

• eight-fold potential fully repulsive

• simple Lennard-Jones (spherical symmetry)

The repulsive octagonal potential is obtained using the same LJ parameters of the at-
tractive potential previously described, except for the vertex-vertex interaction which is

truncated to be fully repulsive: rcutvert−vert = 2
1

6σvert−vert. The simple spherical potential
is obtained with the following LJ parameters: ǫ = 5 · 10−4 pg·µm2/µs2, σ = 0.12µm,

rcut = 2
1

6σ.
The statistical analysis methods, described in Material and Methods, have been ap-

plied to characterize the distributions of nuclear pores obtained assuming those alter-
native pore-pore potentials. In Figure 5.12 the radial distribution function of the pores
distributions obtained with different models are illustrated.

It emerges that both the repulsive and attractive eight-fold potentials seem to de-
scribe quite well the experimental peak location, in particular for what concerns the first
peak of the g(r) (see Figure 5.12 c). The potential with spherical symmetry, instead,
does not match the experimental peaks. It has to been noticed that we have assumed
a LJ potential acting among the pores with parameters compatible with experimental
pore sizes (σ = 0.12µm). For this reason, the hypothesis of a pore-pore potential with
spherical symmetry can not be completely excluded, perhaps considering an effective
interaction size for the pore that does not coincide with its physical size. Despite that,
our work seems to suggest that the octagonal shape of the pore and the associated eight-
fold symmetry of its interaction potential, play a role in determining the correct spatial
distribution of the pores, independently from the attractive or repulsive nature of the
pore-pore interaction.

Furthermore, we computed also the local order parameters for the pores configura-
tions, obtained with the alternative potentials. In Figure 5.13 the value of |Ψ4| and |Ψ6|
averaged over particles and configurations have been plotted for different pore densi-
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Figure 5.11: Number of neighbours and Voronoi cells size calculated for experimental and sim-
ulated nuclear pores In (a) and (c) the histogram of the number of nearest neighbours computed
counting the facets of the Voronoi cells are represented. In (b) and (d) we plotted the distributions
of the volume, expressed in µm2, of the Voronoi cells at different densities.

ties. A substantially different behaviour is observed for the pore-pore interaction with
spherical symmetry, compared to the values of the local order parameter obtained from
the reference eight-fold attractive potential. The simple LJ potential gives a trend that
is different from the one that the experimental data suggest: |Ψ6| is always bigger that
|Ψ4|, even at small densities, correctly revealing the preference of spheres for hexagonal
packing. Again, also for what concerns the local order parameters, no significant differ-
ences have been reported for the eight-fold repulsive potential respect to the eight-fold
attractive potential.

5.4 Discussion and Conclusions

A first attempt to investigate the spatial distribution of nuclear pores goes back to the
’70s, when the positions of NPCs on the surface of rat kidney nuclei was observed and
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Figure 5.12: Radial distribution functions obtained with alternative models for pore-pore inter-
action. (a) The radial distribution function for different interaction potential: attractive octagonal
potential (red curve), repulsive octagonal potential (green curve) and simply spherical repulsive
potential (blue curve). Data are relative to simulations with a density of 36NPC/µm2, and com-
pared with the g(r) from experimental images of Stage II oocytes (black dashed line); (b) the same
results are shown for simulated densities of 20NPC/µm2 and experimental samples on stage VI;
(c) the position of the first g(r) peak as a function of the density.

Figure 5.13: Local order parameters for alternative pore-pore interactions The average |ψ6| and
|ψ4| values as a function of the density for different pore-pore interactions. The dashed lines re-
port the values obtained from the simulations, with shadows highlighting the respective standard
deviation. In blue and orange can be observed the local order parameters for the reference eight-
fold attractive potential, while the dashed red and green curves are referred to the LJ pore-pore
interaction, with simple spherical symmetry. The points represent the values computed from the
experimental samples, with vertical errorbars for the standard deviation, and horizontal errorbars
reporting the error on the density.

distances among them measured [67]. Already at those times, some regularities were
found in the distribution of pore-pore distances measured in the samples, suggesting a
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non random spatial distribution and some peaks corresponding to hexagonal structures,
even if the statistic was too poor to reach further conclusions. More recently, Sellés et al.
investigated the angular distribution between first neighbors of nuclear pores, revealing
no preferential angles for Stage II and IV Xenopus laevis oocytes (high density) and two
distinct peaks at 90◦ and 180◦ for later Stage VI, suggesting the presence of square lat-
tice regions at low density [93]. In our study, from the analysis of the radial distribution
function g(r) of the nuclear pores on the nuclear membrane of Xenopus laevis oocytes,
we could not observe peaks in the correspondence of peculiar geometrical structures,
meaning that also if some crystalline regions are present, they are quite rare and do not
statistically influence the overall NPC spatial distribution. Interestingly, by analysing
the g(r) of the nuclear pores, we were able to identify an amorphous, liquid-like struc-
ture in which, in the early phase of oocyte development (when NPC density is high),
long-range order is soon lost. On the other hand, as the oocyte develops, the nuclear
pore density decreases and g(r) shows a behaviour compatible with a more dilute, gas-
like system. From a biological point of view, the early stages of oocyte development are
associated with intense transcriptional activity, as the oocyte needs to build up a huge
reserve of gene products such as mRNAs, tRNAs and proteins in order to correctly fulfil
its future role after fertilisation. Once the necessary maternal mRNAs have been copied,
transcriptional activity in the later stages of oocyte development becomes lower [91].
These changes in transcriptional activity could be linked to changes in the spatial distri-
bution of NPCs during oocyte development, particularly changes in density. It would
be extremely interesting to further explore this connection from a biophysical point of
view. For example, by trying to quantify the flow of matter through the pores, as has
already been done in some previous kinetic studies, which showed that a single NPC
can allow a mass flow of nearly 100 MDa/s [84], at different stages of the cell’s life-cycle.
The positions of the peaks in the g(r) we computed for nuclear pores, are another key
point highlighted from our results. It is known, indeed, from the physics of matter, that
the positions of the peaks of the radial distribution function, and their relative distances,
give actual information about the geometrical arrangement of the particles within a ma-
terial, and are a signature of the material itself [15]. In particular, the peak positions
allow us to extrapolate, as indirect information, the kind of interaction holding among
the constituents of a specific material. Here, we have shown that the eight-fold potential
used to model the NPC in our simulations is able to nicely reproduce the experimental
g(r) peak locations. In particular, the position of the first peak obtained from the simu-
lations is in excellent agreement with Sellés et al. [93] and with previous observations
[67, 33]. Beside that, looking at the paragraph ’Alternative models for pore-pore inter-
action’ we see how, assuming a simple LJ potential acting among the pores (spherical
symmetry) with parameters compatible with experimental pore sizes, the prediction of
the g(r) peaks is not in agreement with experimental results. Even if the hypothesis of a
pore-pore potential with spherical symmetry (perhaps with an effective interaction size
for the pore that does not coincide with its physical size) can not be excluded, our work
suggests that the octagonal shape of the pore and the associated eight-fold symmetry of
its interaction potential plays a crucial role in determining the correct spatial distribu-
tion of the pores. These facts are worth noticing, since our simplified model, based on
the assumption of an effective eight-fold pore-pore interaction, is able to catch a crucial
signature of the spatial distributions of nuclear pores, the radial distribution function
peaks positions, even if the interaction details (e.g. if the pore-pore potential is attractive
or repulsive) are not known. Hopefully, this could help to deepen the investigation of
the nature of the pore-pore interplay, allowing to study also in silico an interaction that
in reality is not fully understood under a biological point of view. Pore-pore interac-
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tion, indeed, is probably not direct, but mediated by the lamin scaffold through complex
interactions that are hard to model explicitly. Since MD simulations of the lamina fila-
ments forming a three-dimensional network beneath the nuclear envelope have already
been performed [89], it would be interesting to try to go further in modelling the outer
regions of the cell nucleus, linking the lamina network and the spatial distribution of
the nuclear pores. Coming back to our analysis, the spatial distribution of NPCs, inves-
tigated through the local order parameters, shows that at high density the pores tend
to arrange following the triangular lattice. Even though the g(r) does not show explicit
peaks in the correspondence of a triangular lattice, the Ψ6 quantity (Fig. 5.6 and Fig. 5.7)
and the Voronoi tessellation method (Fig. 5.9 and Fig. 5.10) prove that, at high density,
islands of six-fold symmetry packed pores appear. Noticeably, such behavior has been
already reported in previous experimental observations. During apoptosis, the distribu-
tion of nuclear pores on the cell nucleus strongly changes, bringing the NPCs to be highly
concentrated in small regions of the nuclear envelope (on mouse cell nuclei) and leaving
the rest of the surface pore-free. Those clusters of pores showed an hexagonal packing
and were supposed to be correlated with diffuse chromatine areas [32]. Occasional areas
of very regular hexagonal packing of nuclear pores have been also observed to emerge
during the development of male germ cells, in rodent spermatocytes [33]. Those facts
open interesting questions on how the geometrical disposition of the pores in some ar-
eas, or even simpler, their density, are influenced by the underlying nuclear activity and
on what are the biological causes responsible for the effective interaction among NPCs.
Considering the pores under a geometrical and topological point of view, underlying
the importance of their octagonal shape, like our simple model does, could be extremely
interesting also in the contest of membranes studies. In fact, in a recent paper by Tor-
bati et al. [101], they studied the mechanical stability of the lipid bilayer membrane of
the nuclear envelope, considered as two concentric membrane shells fused at numerous
sites with toroid-shaped nuclear pores (here simply modeled as circular holes). Using
mechanistic arguments based on elasticity, the authors showed that in- and out-of-plane
stresses can give rise to the pore geometry and the geometric topology observed in cell
nuclei, finding simulated interpore distances in good accord with the ones observed in
mammalian cells nuclei. How octagons can contribute to stabilize the curvature of a
spherical membrane [49] and how they tend to be spatially arranged on such a geome-
try, could be an issue to consider in the still unclear process of nuclear pore formation.



Conclusions

In this Thesis, we were driven by the aim of investigating, with the methods of soft
matter physics, systems of biological interest. Inspired by the observation of algae, mi-
grating cells and and protein complexes inside the single cell, we implemented simple
mathematical models to simulate complex systems of biological interest and to deepen
our understanding on their physical properties. The main results of this Thesis, together
with open questions and future promising research insights coming from our findings,
are summarized below.

The role of self-rotation in active matter systems at the jammed-unjammed tran-
sition Usually, theoretical studies of active matter rely mainly on the ability of the
active particle to self-propel, driven by active forces. Active self-rotations are rarely
studied in this context, although they can be relevant for active matter systems, as we
illustrated by analysing the motion of Chlamydomonas reinhardtii algae under differ-
ent experimental conditions. We built a simple model for active particles in 2D based
on ABPs (Active Brownian Particles) model, adding an active torque to each parti-
cle to simulate the ability of self-rotating. Furthermore, we considered interactions
among the active particles: the interaction potential is a sum of terms coming from
the Hertzian model, that accounts for friction, and from DMT (Derjaguin-Muller-
Toporov) adhesion. We studied this model system of active rotators in different con-
ditions:

• at low packing fractions, where adhesion causes the formation of small rotating
clusters;

• at higher densities, where our simulations show a jamming to unjamming tran-
sition promoted by active torques. In this regime, we also investigate the role
of adhesion that acts in the opposite direction, bringing the system from an un-
jammed, flowing phase to a jammed, dynamically arrested one;

• in presence of both self-propulsion and self-rotation, studying the interplay be-
tween those quantities and deriving a phase diagram.

Our results yield a comprehensive picture of the dynamics of active rotators, high-
lighting the importance of the internal degrees of freedom of the active particles in
determining the collective behaviour of the system. A recent theoretical study re-
vealed how a very general condition of non reciprocal interactions can bring to a
spontaneous chiral symmetry breaking, causing the particles composing a many-
body system to self-rotate [36]. In this way, the emergence of self-rotation could
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occur in a variety of out of equilibrium systems and of biological systems, where non
reciprocity is very common. Our work on active rotators could provide useful guid-
ance to interpret experimental results in systems where rotations play a role. As an
immediate consequence, it would be interesting to test our model on experimental
systems of active rotators easy to tune, such as chiral active fluids made of super-
paramagnetic particles in active fluids [2], programmable robots [36] [87] or artificial
micro-swimmers.

Interacting active matter invading narrow channels We applied our model based
on ABPs to the study of interacting active matter invading narrow channels. Our
purpose was to investigate the role of single particles properties in determining in-
vasion behaviour. We hypothesized an Hertzian interaction that includes friction
among active particles and a specific adhesion term (described via the DMT model).
Performing MD simulations and analysing the results, we reported different inva-
sion modes, according to two considered parameters: adhesion strength and particle
activity, quantified via the self-propulsion strength. In particular, both by direct in-
spection of invasion curves and by quantification via the invasion rate, we detected
three different invasion behaviours:

• when particles activity is too low to unjam the system and particles are mainly
driven by thermal fluctuations or when adhesion is very high and prevents par-
ticles to detach from the bulk, the invasion rate is almost zero, so no invasion
occurs;

• when the self-propulsion is high and adhesion is low, the active particles rapidly
fill the channel with a high invasion rate, behaving like a fluid;

• when particles have enough mobility to detach from the jammed bulk and the
adhesion is quite high, groups of particles detach and invasion is dominated by
clusters of active particles.

The fact that we could define different invasion modes by controlling just two param-
eters, the particles self-propulsion and the inter-particle adhesion, could be extremely
interesting for comparison with experiments. It has been observed that cells per-
forming epithelial–mesenchymal transition (EMT) can induce a jamming-unjamming
phase transition thanks to the reduction of cell–cell adhesion [55]. This experimental
observation suggests the key role of adhesion strength in determining the phase be-
haviour of an active matter system and its validity as a parameter to be considered.
Another promising aspect to explore, starting from our results, is the role that chan-
nel size has on the invasion dynamics. A recent review on active matter describes
how dense active nematic systems, confined in a narrow channel, do not develop
active turbulence but more regular flows, such as spontaneous shear flows, unidirec-
tional flows, and vortex lattices, according to channel size [38]. It will be interesting
to systematically investigate the role of channel width d in our system, to see if more
complex invasion patterns arise.

Spatial distribution of the nuclear pores on the nuclear envelope of eukaryotic
cells So far, nuclear pores have been extensively studied to determine their structure
and composition, yet their spatial organization and geometric arrangement on the
nuclear surface are still poorly understood. We started our work analysing previous
experimental data on super-resolution images of the surface of Xenopus laevis oocyte
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nuclei during development. We characterized the arrangement of nuclear pores us-
ing tools commonly employed to study the atomic structural and topological features
of soft matter, such as the calculation of the radial distribution function (RDF), local
order parameters and Voronoi tessellation. To interpret the experimental results, we
hypothesize an effective interaction among nuclear pores and implemented it in ex-
tensive numerical simulations of octagonal clusters, mimicking typical pore shapes.
We build a pore-pore interaction potential as sum of Lennard-Jones terms, acting
among the octagons vertexes and centres, to obtain an eightfold symmetry remi-
niscent of experimentally observed pore shapes. Thanks to our simple model, we
find simulated spatial distributions of nuclear pores that are in good agreement with
experiments. This fact suggests that an effective interaction among nuclear pores
should exists and could explain their geometrical arrangement on the nuclear en-
velope surface. More in detail, from the analysis of the radial distribution function
g(r) of the nuclear pores, we identify an amorphous, liquid-like structure of nuclear
pores in the early phase of oocyte development (when NPC, Nuclear Pore Complex,
density is high), where the long-range order is lost soon. Instead, as the oocyte devel-
ops, the nuclear pore density decreases and g(r) shows a behaviour compatible with
a more dilute, gas-like system. No extended crystalline regions have been found in
the spatial distribution of nuclear pores. Furthermore, our simplified model found
values for the the location of the first peak of the radial distribution function that
are in good agreement with previous experimental measures [67, 33, 93]. This fact is
quite relevant since it is known, from the physics of matter, that the positions of the
peaks of the radial distribution function and their relative distances give actual infor-
mation about the geometrical arrangement of the particles within a material, and are
a signature of the material itself. Besides those results, our model represents a first
attempt to study in silico the spatial distribution of nuclear pores and to indirectly in-
vestigate the nature of the pore-pore interplay. These results pave the way to further
studies needed to determine how the geometrical disposition of the pores in some
areas, or even more simply, their density, are influenced by the underlying nuclear
activity and to elucidate the biological nature of pore-pore interactions. The biolog-
ical problem is, in facts, way more complex: pore-pore interaction is probably not
direct, but mediated by the lamin scaffold through complex interactions. Further-
more, recent studies connected pores properties and distribution with mechanical
properties of the nuclear envelope bilayer membrane in which they are inserted. It
has been observed that the NPC scaffold is mechanosensitive and membrane tension
regulates its diameter [111]. Besides that, membrane stresses can give rise to pore ge-
ometry and geometric topology observed in cell nuclei, finding simulated inter-pore
distances in good accord with the ones observed in mammalian cells nuclei [101].
Trying to go further and model the lamina network and its link with the spatial dis-
tribution of nuclear pores, and to describe the above mentioned complex scenario,
with a model with a reasonable number of parameters, will be a great challenge for
further computational studies on NPCs.
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Kaupp, Luis Alvarez, et al. The 2020 motile active matter roadmap. Journal of
Physics: Condensed Matter, 32(19):193001, 2020.

[39] William H Guilford, Laura E Aust, and Karen K Bernd. Whole-cell flagellum-based



74 Bibliography

motility studied using back focal plane interferometry in a laser trap transducer. In
2006 Fortieth Asilomar Conference on Signals, Systems and Computers, pages 178–182.
IEEE, 2006.

[40] Jean-Pierre Hansen and Ian R McDonald. Theory of simple liquids. Elsevier, 1990.
[41] Jean-Pierre Hansen and Ian Ranald McDonald. Theory of simple liquids: with appli-

cations to soft matter. Academic Press, 2013.
[42] Silke Henkes, Yaouen Fily, and M Cristina Marchetti. Active jamming: Self-

propelled soft particles at high density. Physical Review E, 84(4):040301, 2011.
[43] Olga Ilina, Pavlo G Gritsenko, Simon Syga, Jürgen Lippoldt, Caterina AM

La Porta, Oleksandr Chepizhko, Steffen Grosser, Manon Vullings, Gert-Jan Bakker,
Jörn Starruß, et al. Cell–cell adhesion and 3d matrix confinement determine jam-
ming transitions in breast cancer invasion. Nature cell biology, 22(9):1103–1115,
2020.

[44] Pritam Kumar Jana, Mikko J Alava, and Stefano Zapperi. Irreversible transition of
amorphous and polycrystalline colloidal solids under cyclic deformation. Physical
Review E, 98(6):062607, 2018.

[45] Hong-Ren Jiang, Natsuhiko Yoshinaga, and Masaki Sano. Active motion of a janus
particle by self-thermophoresis in a defocused laser beam. Physical review letters,
105(26):268302, 2010.

[46] Sebastian C Kapfer and Werner Krauth. Two-dimensional melting: From liquid-
hexatic coexistence to continuous transitions. Physical review letters, 114(3):035702,
2015.

[47] Felix Kempf, Andriy Goychuk, and Erwin Frey. Tissue flow through pores: a
computational study. bioRxiv, 2021.

[48] Felix Kempf, Romain Mueller, Erwin Frey, Julia M Yeomans, and Amin Doostmo-
hammadi. Active matter invasion. Soft matter, 15(38):7538–7546, 2019.

[49] Kevin E Knockenhauer and Thomas U Schwartz. The nuclear pore complex as a
flexible and dynamic gate. Cell, 164(6):1162–1171, 2016.
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[61] Daniel H Lin and André Hoelz. The structure of the nuclear pore complex (an
update). Annual review of biochemistry, 88:725–783, 2019.

[62] Andrea J Liu and Sidney R Nagel. Jamming is not just cool any more. Nature,
396(6706):21–22, 1998.

[63] Andrea J Liu and Sidney R Nagel. The jamming transition and the marginally
jammed solid. Annu. Rev. Condens. Matter Phys., 1(1):347–369, 2010.

[64] Alan R Lowe, Jeffrey H Tang, Jaime Yassif, Michael Graf, William YC Huang, Jay T
Groves, Karsten Weis, and Jan T Liphardt. Importin-β modulates the permeability
of the nuclear pore complex in a ran-dependent manner. Elife, 4:e04052, 2015.

[65] Kazuhiro Maeshima, Kazuhide Yahata, Yoko Sasaki, Reiko Nakatomi, Taro
Tachibana, Tsutomu Hashikawa, Fumio Imamoto, and Naoko Imamoto. Cell-
cycle-dependent dynamics of nuclear pores: pore-free islands and lamins. Journal
of cell science, 119(21):4442–4451, 2006.

[66] M Cristina Marchetti, Jean-François Joanny, Sriram Ramaswamy, Tanniemola B
Liverpool, Jacques Prost, Madan Rao, and R Aditi Simha. Hydrodynamics of soft
active matter. Reviews of Modern Physics, 85(3):1143, 2013.

[67] Gerd G Maul, Joseph W Price, and Michael W Lieberman. Formation and distribu-
tion of nuclear pore complexes in interphase. The Journal of cell biology, 51(2):405–
418, 1971.

[68] GG Maul, LL Deaven, JJ Freed, Le M Campbell, and W Becak. Investigation of
the determinants of nuclear pore number. Cytogenetic and Genome Research, 26(2-
4):175–190, 1980.

[69] Lingling Miao and Klaus Schulten. Probing a structural model of the nuclear pore
complex channel through molecular dynamics. Biophysical journal, 98(8):1658–
1667, 2010.

[70] Daniel Needleman and Zvonimir Dogic. Active matter at the interface between
materials science and cell biology. Nature reviews materials, 2(9):1–14, 2017.

[71] Corey S O’Hern, Stephen A Langer, Andrea J Liu, and Sidney R Nagel. Random
packings of frictionless particles. Physical Review Letters, 88(7):075507, 2002.
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