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#### Abstract

Our limited understanding of mineral reactive surface area contributes to significant uncertainties in quantitative simulations of reactive chemical transport in subsurface processes. Continuum formulations for reactive transport typically use a number of different approximations for reactive surface area, including geometric, specific, and effective surface area. In this study, reactive surface area estimates are developed and evaluated for their ability to predict dissolution rates in a well-stirred flow-through reactor experiment using disaggregated samples from the Nagaoka pilot $\mathrm{CO}_{2}$ injection site (Japan). The disaggregated samples are reacted with $\mathrm{CO}_{2}$ acidified synthetic brine under conditions approximating the field conditions and the evolution of solute concentrations in the reactor effluent is tracked over time. The experiments, carried out in fluid-dominated conditions at a pH of 3.2 for 650 h , resulted in substantial dissolution of the sample and release of a disproportionately large fraction of the divalent cations. Traditional reactive surface area estimation methods, including an adjusted geometric surface area and a BET-based surface area, are compared to a newly developed image-based method. Continuum reactive transport modeling is used to determine which of the reactive surface area models provides the best match with the effluent chemistry from the well-stirred reactor. The modeling incorporates laboratory derived mineral dissolution rates reported in the literature and the initial modal mineralogy of the Nagaoka sediment was determined from scanning electron microscopy (SEM) characterization. The closest match with the observed steady-state effluent concentrations was obtained using specific surface area estimates from the image-based approach supplemented by literature-derived BET measurements. To capture the evolving effluent chemistry, particularly over the first 300 h of the experiment, it was also necessary to account for the grain size distribution in the sediment and the presence of a highly reactive volcanic glass phase that shows preferential cation leaching. © 2016 Elsevier Ltd. All rights reserved.
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## 1. INTRODUCTION

Reactive transport modeling is a powerful approach for predicting the physical and chemical evolution of natural porous media systems (Steefel et al., 2005). Accurate predictions, however, require a quantitative treatment of mineral dissolution and precipitation reactions. A good example is the problem of mineral trapping associated with subsurface $\mathrm{CO}_{2}$ injection and sequestration (Gaus, 2010; Pham et al., 2011; Hellevang et al., 2013). The coupled dissolution and precipitation rates determine the time scales required for mineral trapping, but also modify the pore structure and pore- and pore-throat size distributions and connectivities (eg. Crandell et al., 2012). Rigorous modeling of these pore scale mineralogical processes is needed as they directly impact processes and parameters at larger scales, including permeability evolution (Beckingham et al., 2013; Nogues et al., 2013).

Mineral dissolution and precipitation reactions are typically slow in comparison to geologic $\mathrm{CO}_{2}$ sequestration (GCS) injection time scales and the kinetics of these reactions need to be treated explicitly in quantitative numerical models for water-gas-rock interaction to predict long-term performance of the storage system. At present, the ability of continuum reactive transport models to accurately predict mineral reaction rates is limited (Black et al., 2015; Bourg et al., 2015), although there are some successes (Maher et al., 2009; Noiriel et al., 2012). One of the principal uncertainties in modeling mineral reaction rates comes from estimation of mineral reactive surface area rather than intrinsic rate values (Bourg et al., 2015; Wigley et al., 2013; Zhu and $\mathrm{Lu}, 2013$ ). This limitation results in discrepancies in predicted pore structure evolutions (summarized in Gaus et al., 2008), amounts of secondary mineral precipitation (Hellevang and Aagaard, 2013; Bolourinejad et al., 2014), and the timescale of (trapping) reactions (Xu et al., 2014). Similar uncertainties are associated with the modeling of water-rock interaction processes in other environments, including marine diagenesis (Maher et al., 2006), chemical weathering (Maher et al., 2009; Navarre-Sitchler et al., 2011), contaminant fate and transport (Li et al., 2009), and geological nuclear waste repository performance (Marty et al., 2015).

The term "reactive surface area" or "RSA" as defined here is primarily a concept (and thus a parameter) that is used in continuum reactive transport models (Steefel et al., 2015a). In the continuum treatment of water-rock and water-soil processes, a representative elementary volume (REV) is defined that consists of an assortment of mineral grains packed together with some pore structure. Individual reactive sites and even individual mineral surfaces in the continuum approach are not normally resolved (Molins, 2015). Instead, average values (Maher et al., 2009) or a distribution of values (Liu et al., 2015) are used (Fig. 1). This approximation is necessary because the detailed reactive site distribution is not available in natural systems as it may be on a single mineral grain in an Atomic Force Microscopy (AFM) study (Teng et al., 2000; Bracco et al., 2013). The total reactive surface area used in continuum scale reactive transport models serves as a proxy for


Fig. 1. Schematic representation of a representative elementary volume (REV) in a continuum reactive transport model. In the continuum approximation for mineral reaction, an average value for the reactive surface area is used.
the actual concentration of reactive sites on the mineral. However, in conventional experimental rate determinations (e.g., a well-mixed flow-through reactor), the rate is normalized to the physical surface area (e.g., through the use of a BET determination) and the site density is assumed to be implicit in the rate constant.

Currently, the commonly utilized reactive transport models used to describe fate and transport in subsurface materials (Steefel et al., 2015b) make use of a single value of the reactive surface area that is intended to capture the average reactivity of each mineral phase, $A_{m}$ ( $\mathrm{m}^{2}$ mineral $/ \mathrm{m}^{3}$ porous medium), according to Steefel and Lasaga (1994):
$R_{m}=A_{m} k\left[f \Delta G_{r}\right]$
where $k$ is the rate constant and $f \Delta G_{r}$ is some function of Gibbs free energy, or the thermodynamic driving force for the reaction. The bulk reactive surface area, $A_{m}$, is related to the more typically measured specific surface area by,

$$
\begin{equation*}
A_{m}=\left(\mathrm{SSA} \cdot \phi_{m} \cdot M_{w} \cdot V_{m}^{-1}\right) \tag{2}
\end{equation*}
$$

where SSA is the specific surface area of the mineral $\left(\mathrm{m}^{2} / \mathrm{g}\right)$, $\phi_{m}$ is the mineral volume fraction ( $\mathrm{m}^{3}$ mineral $/ \mathrm{m}^{3}$ porous medium), $M_{w}$ is its molecular weight ( $\mathrm{g} / \mathrm{mol}$ ), and $V_{m}$ is the molar volume ( $\mathrm{m}^{3} / \mathrm{mol}$ ).

Currently, there is no universally accepted method for estimating average mineral reactive surface areas. Consequently, a range of approximations have been developed based on easily measurable attributes. The goal of this work is to evaluate these reactive surface area approximations on mineral dissolution rates by comparison between modeling and experimental results. The simplest approach estimates reactive surface area as geometric surface area (GSA), assuming a single grain diameter and spherical or cubic geometry for all minerals (Steefel and Lasaga, 1994; Steefel and Lichtner, 1998; Gunter et al., 2000) or two distinct grain diameters, one for clay minerals and one for
all other minerals (Xu et al., 2004; White et al., 2005; Alemu et al., 2011). An alternative approach is to add a crystal size distribution to calculate a total surface area for the reactive phase (Steefel and Van Cappellen, 1990). In many cases, GSA estimates assume an ideal geometry and do not account for surface roughness, although introducing an average value for the surface roughness is straightforward (Zerai et al., 2006; White et al., 2008; Maher et al., 2009; Zhang et al., 2009). With the roughness factor (RF), with RF $>1$, the surface area reflects the total surface area of the mineral, which when normalized to the mass of mineral becomes the specific surface area (or SSA, Table 1). The normalized specific surface area can also be measured in the laboratory using the Brunauer, Emmett, Teller (BET) method (Brunauer et al., 1938).

Mineral dissolution and precipitation rates may be overestimated in laboratory experiments compared to natural environments because they use mineral samples with highly reactive surfaces, in contrast to lower reactive surfaces often observed in natural samples (Noiriel et al., 2012). In these cases, a scaling factor ( SF , where $\mathrm{SF}=10^{-x}$ with $x$ typically 1-3) may be applied to account for the reduced surface reactivity. These large scaling factors are difficult to reconcile with reactive site density effects alone and probably reflect porous medium effects having to do with the accessibility of reactive surfaces to the connected pore structure (Peters, 2009; Landrot et al., 2012), or diffusion control including diffusive boundary layer effects (Pokrovsky and Schott, 2000; Noiriel et al., 2012). This effect should not be significant in this study, however, because the samples are disaggregated.

In what follows, we distinguish between two approximations for reactive surface area: (1) specific surface area (SSA) determined based either on geometry (GSA, either assumed ideal or derived from image analysis), or (2) effective surface area (ESA) that accounts for the effects of surface site reactivity, pore accessibility, and diffusion control (Table 1). Note that both the GSA and ESA have units of specific surface area ( $\mathrm{m}^{2}$ mineral $/ \mathrm{g}$ mineral). While some studies have made rigorous efforts to determine the appropriate roughness and scaling factors to be used (Maher

Table 1
Summary of surface area terminology and typical laboratory or computational approaches.

| Approximations of reactive <br> surface area | Description |
| :--- | :--- |
| Specific surface area (SSA) | Geometric surface area (GSA) <br> based on ideal geometry, <br> computed with or without a <br> surface roughness factor <br> Image perimeter based SSA |
|  | BET surface area, laboratory <br> measured using BET analysis |
| Effective surface area (ESA) | Accounts for surface site <br> reactivity, pore accessibility, or <br> diffusion control. May be <br> computed by applying a <br> scaling factor (SF) to SSA |

et al., 2009; Lai et al., 2015), many modeling studies use 'typical values' that are largely arbitrary. This introduces order(s) of magnitude ranges of surface areas and as much as five orders of magnitude variation in mineral reactive surface areas have been used in field-scale GCS modeling alone, as illustrated in Bourg et al. (2015).

In this study, we evaluate mineral reactive surface area approximations and their ability to provide accurate simulations of dissolution rates for samples from the Nagaoka pilot $\mathrm{CO}_{2}$ injection site. Mineral reactive surface areas were determined from traditional and novel image based approaches. Traditional approaches included calculation of an adjusted GSA, BET measurement of total sample SSA, and compilation of BET measurements of pure mineral SSA from existing literature. A new image analysis method was developed to estimate phase-specific mineral surface areas from 2D grain perimeters in SEM images. To determine which of the reactive surface area approximations was best, we carried out a flow-through disaggregated Nagaoka sediment dissolution rate experiment and compared the observed effluent chemistry with the results of reactive transport modeling based on the various RSA formulations. Rate constants for dissolution as a function of temperature, pH , and $\mathrm{pCO}_{2}$ were based on intrinsic rates reported in the literature.

## 2. METHODS

### 2.1. Materials

Reservoir rock samples used in this study were subsampled from whole core acquired from observation well OB-2 at the Nagaoka pilot $\mathrm{CO}_{2}$ injection site in Japan (Mito et al., 2008). Before supercritical $\mathrm{CO}_{2}\left(\mathrm{scCO}_{2}\right)$ injection started, cores were extracted from a depth of 1093 m , corresponding to the target zone for injection in the Pleistocene Haizume formation (Mito et al., 2008). The reservoir rock is a moderately poorly sorted immature volcanic fine sand, or greywacke, with a typical grain size in the range of $50-200 \mu \mathrm{~m}$ with thin layers of interbedded siltstone and mudstone (Chiyonobu et al., 2013). The clast population contains substantial fractions of calcic plagioclase and pyroxene, lithic volcanic clasts, and volcanic glass or devitrified glass. Compared to most reservoirs rocks used for $\mathrm{CO}_{2}$ injection experiments, this formation has a much higher fraction of more reactive minerals and rock fragments, and hence has the characteristics necessary to promote $\mathrm{CO}_{2}$ mineralization (eg. Zhang et al., 2013).

### 2.2. Mineralogical analysis

The identity of various mineral phases in the sample was determined using X-ray powder diffraction (XRD), SEM imaging, and X-ray fluorescence (XRF) analysis. The XRD analysis was performed on a small fragment collected from the hand sample, powdered in a mortar. The measurement was carried out with a Rigaku SmartLab ${ }^{\circledR}$ diffractometer $(40 \mathrm{kV}, \quad 30 \mathrm{~mA})$ using $\mathrm{Cu} \mathrm{K} \alpha$ radiation. Quantitative phase analysis was carried out with the software MAUD (Lutterotti et al., 1997) using a Rietveld
quantitative phase analysis procedure (McCusker et al., 1999). Phases used in the analysis were obtained from either the ICDD database or the COD database (http://www. crystallography.net/). Instrumental parameters were refined using a corundum standard; background, scale factors and preferred orientation were refined (along with phasedependent profile shape function parameters for the main phases), and for the smectite phase turbostratical disorder was modeled as well (Lutterotti et al., 2010). This analysis identified the crystalline phases as predominantly quartz ( $37.3 \mathrm{wt} \%$ ), smectite ( $25.6 \mathrm{wt} \%$ ), plagioclase ( $19.7 \mathrm{wt} \%$ ), and K-feldspar ( $11.5 \mathrm{wt} \%$ ) with the complete analysis in Table 2. This is broadly consistent with mineral proportions reported in Mito et al. (2008).

XRD was also used to calculate the fraction of amorphous material in the sample via a Rietveld + RIR ("Reference Intensity Ratio") approach (Gualtieri, 2000). The powdered rock sample was used to prepare different samples mixed with $30 \%$ and $60 \%$ (by weight) standard corundum powder, then a Rietveld analysis was performed on the different XRD profiles. The resulting plot of the measured vs. actual weight $\%$ of the standard indicated the presence of $8.5 \%$ amorphous material in the sample. In this sample the amorphous phases consists of glass and clays. Clays in this sample display a poor crystallinity, and even if during the analysis of the diffraction patterns the most advanced models of crystallinity and structural disorder have been employed, some diffuse scattering that is not able to be modeled is present.

X-ray fluorescence (XRF) on the bulk rock was performed as an additional confirmation of the minerals identified in the 2D SEM imaging (described below in Section 2.3). This analysis, carried out using a TheromoARL Advant'XP by the Peter Hooper GeoAnalytical Lab at Washington State University (http://environment. wsu.edu/facilities/geolab/), provides the rock composition in weight percent oxides (given in Appendix A). To compute mineral weight percent distribution, it was assumed that the minor mineral phases were present in the same quantities as determined by 2D SEM imaging (Section 2.3). These include biotite, amphibole, Fe Hydroxide, chlorite, kaolinite, pyrite, serpentine, and calcite, each contributing less than $3 \mathrm{wt} \%$ each for a total of $9.1 \mathrm{wt} \%$. The distribution of major mineral phases that contributed $90.9 \mathrm{wt} \%$, was then calculated using a linear least squares approach with non-negativity constraints. The corresponding distribution of major mineral phases is given in Table 2 and agrees well with the XRD analysis.

Table 2
Mineral distribution by weight percent as determined from XRD and XRF analysis.

| Mineral | $\mathrm{wt} \%$, XRD | $\mathrm{wt} \%$, XRF |
| :--- | :--- | :--- |
| Quartz | 37.3 | 21.4 |
| Plagioclase | 19.7 | 21.3 |
| K-feldspar | 11.5 | 10.3 |
| Smectite | 25.6 | 28.9 |
| Pyroxene | 5.5 | 8.9 |
| Kaolinite | $<1$ |  |
| Spinel | $<1$ |  |

### 2.3. 2D SEM imaging

A polished thin section was made from an epoxyimpregnated Nagaoka core sample for 2D SEM imaging. High-resolution SEM backscattered electron (BSE) images were collected using a FEI Quanta 250 Field Emission Gun (FEG) SEM at Subsurface Energy Materials Characterization and Analysis Laboratory (SEMCAL), School of Earth Sciences, The Ohio State University. Images were obtained using an accelerating voltage of 15.00 keV and a working distance of 13.6 mm . Images were acquired with a pixel resolution of $0.2 \mu \mathrm{~m}$. Image stitching resulted in the final $17,856 \times 24,572$ pixel ( $16.9 \mathrm{~mm}^{2}$ ) image interpreted in this study. Segmentation of the final BSE image (Fig. 2B) into pore and grain pixels was performed using the threshold optimization method described in Peters (2009). The corresponding pore-grain threshold value was 45 on a scale of grayscale intensities ranging from 0 to 255 (Fig. 2A). Further details on image segmentation can be found in Appendix B.

The SEM used in this study is also equipped for electron dispersive spectroscopy analysis using the Quantitative Evaluation of Minerals by SCANning electron microscopy $\left(\right.$ QEMSCAN ${ }^{\circledR}$ ) mineral processing software. QEMSCAN ${ }^{\circledR}$ images were acquired at 25 keV and 10 nA specimen current, using a pixel resolution of $2.5 \times 2.5$ microns on the same area as the high-resolution BSE images. QEMSCAN ${ }^{\circledR}$ processes the BSE signal intensity, along with 1000 counts of characteristic X-rays (detected with a Bruker X'Flash energy dispersive X-ray spectrometer) for each point analyzed. Using FEI mineral standards acquired under the same experimental conditions, the corresponding mineral in the sample was identified based on mineral-specific rules for elements and peak heights, ratios of elements, and the BSE value. Mineral identification standards were adjusted until reasonable results were obtained, based on good agreement with the XRD analysis and grain morphologies observed in the BSE images. Attempts were made to minimize grain edge effects, unclassified pixels, and pixels representing mixed signals where the beam interrogates mineral grain boundaries. This required an iterative series of adjustments of individual mineral identification tests. The final set of minerals was used to provide the modal mineral composition of the sample (Table 3). The BSE and QEMSCAN ${ }^{\circledR}$ images were co-registered to create a 0.2 micron-resolution 2D image with mineral identities. Registration was performed using the BUnwarpJ plug-in for ImageJ (Arganda-Carreras et al., 2008).

### 2.4. Surface area characterization methods

### 2.4.1. Specific surface area from BET

BET measurements of pure mineral samples were obtained from existing experimental mineral dissolution rate studies in the literature. A compilation of BET measurements for each mineral was created and the low and high surface area measurements reported here. Given the large number of existing mineral dissolution rate experiments, the values reported here are representative of low and high values and do not necessarily correspond to the exact minimum or maximum values that can be found in the literature.


Fig. 2. Histogram of gray scale intensities (A) for SEM image (B) and corresponding segmented threshold image (C) with pores shown in black and grains in white.

The BET specific surface area of the Nagaoka reservoir samples were also measured using an Autosorb-1 surface area analyzer (Quantachrome instrument) with nitrogen
as adsorption gas. Before the measurement, the Nagaoka core samples were carefully broken down into loose particles without extensive grinding to avoid artificially increasing the sample surface area, hence their description as "disaggregated" rather than "powdered". The sample prepared thereafter was degassed at $100^{\circ} \mathrm{C}$ for 4 h and mounted on the instrument for surface area analysis. The specific surface area of the sample was determined by a 5 point BET analysis according to the classical Brunauer, Emmett and Teller equation (Brunauer et al., 1938).

### 2.4.2. Image perimeter specific surface areas from $2 D$ image analysis

Mineral specific surface areas were computed from the 2 D registered image by computing the perimeter of each discrete mineral grain in the 2D map using a Matlab script written for this purpose. Mineral perimeter densities were then computed by dividing by the area fraction of each mineral, where the area fractions were calculated by dividing the pixels of each mineral by the total number of image pixels. Based on principles originating in stereology, 3D surface area densities (surface area over volume) can be computed from 2D perimeter densities (perimeter over area) using a bias correction factor (Weibel, 1979). Applying the bias correction factor for spheres of $4 / \pi$ mineral specific surface area densities were computed in units of $\mathrm{mm}^{2} / \mathrm{mm}^{3}$. By multiplying by the density of each mineral, surface areas in traditional units of $\mathrm{m}^{2} / \mathrm{g}$ were determined. This provides an estimate of specific surface area since it includes surface roughness, albeit at the resolution of the 2D images.

This analysis can only be used to estimate the surface area of non-clay minerals. While the 2D images have a high resolution, they cannot capture the nano-scale features of clay minerals. The surface area of all clays and phyllosilicates except for smectite, were set to their high-range BET values from the literature examples (see Section 2.4.1). The surface area of smectite, the most abundant clay mineral, was computed by fitting the total sample surface area to the laboratory BET surface area measured here (see Section 2.4.1).

### 2.4.3. Effective surface area from scaled image perimeter specific surface area

The approach developed above (Section 2.4.2) provides an estimate of mineral specific surface areas. Frequently, scaling factors are applied to specific surface areas to account for the reactivity of surface sites, as discussed above. These effective surface areas are commonly computed using unconstrained scaling factors that may be as high as one to three orders of magnitude (see Section 1). To evaluate the effectiveness of this surface reactivity scaling approach, effective surface areas were computed from the image-obtained specific surface areas using a scaling factor of one order of magnitude. While recently there have been more rigorous approaches to adjust for surface site reactivity, this scaling factor was selected to evaluate the implication of applying even the most conservative (if unconstrained) scaling factor.

Table 3
Mineral volume fractions from image analysis and surface areas $\left(\mathrm{m}^{2} / \mathrm{g}\right)$ as determined from the suite of traditional and new imaging methods. Example BET data for the low and high range of a literature search (low BET, high BET): quartz (Tester et al., 1994; Brady and Walther, 1990), albite (Stillings and Brantley, 1995; Gudbrandsson et al., 2014), Plag-An25 (Stillings and Brantley, 1995; Casey et al., 1991), Plag-An65 (Oelkers and Schott, 1995; Casey et al., 1991), smectite (Metz et al., 2005), K-feldspar (Stillings and Brantley, 1995; Bevan and Savage, 1989), Pyro-En60 (Oelkers and Schott, 2001), Pyro-En38 (Daval et al., 2010; Stockmann et al., 2013), biotite (Acker and Bricker, 1992; Hodson, 2006), amphibole (Schott et al., 1981; Frogner and Schweda, 1998), chlorite (Domenech et al., 2002; Black and Haese, 2014), kaolinite (Devidal et al., 1997; Wieland and Stumm, 1992), pyrite (Descostes et al., 2004; Domenech et al., 2002), serpentine (Park and Fan, 2004; Daval et al., 2013a), and calcite (Walter and Morse, 1984; Plummer and Wigley, 1976).

| Mineral | Volume (\%) | Lit. BET grain size range ( $\mu \mathrm{m}$ ) | Specific surface area |  |  | Effective surface area |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | BET of pure minerals, low lit. example $\left(\mathrm{m}^{2} / \mathrm{g}\right)$ | BET of pure minerals, high lit. example ( $\mathrm{m}^{2} / \mathrm{g}$ ) | Image perimeter SSA, smectite fit to $\mathrm{BET}^{\mathrm{a}}\left(\mathrm{m}^{2} / \mathrm{g}\right)$ | Image perimeter SSA, scaling factor $1 \mathrm{OM}\left(\mathrm{m}^{2} / \mathrm{g}\right)$ | Scaled GSA, ${ }^{\text {b }}$ smooth spheres, ESA $=3 / \mathrm{r}\left(\mathrm{m}^{2} / \mathrm{g}\right)$ |
| Quartz | 27.64 | 75-850 | 0.0225 | 0.111 | 0.089 | 0.0089 | 0.0091 |
| Plagioclase | 21.4 | 25-150 | 0.04 | 0.645 | 0.109 | 0.0109 | 0.0091 |
| Albite | 6.46 | 75-150 | 0.04 | 0.164 |  |  | 0.0091 |
| An25 | 1.49 | 75-100 | 0.088 | 0.645 |  |  | 0.0091 |
| Labradorite | 13.46 | 25-100 | 0.0414 | 0.52 |  |  | 0.0091 |
| Smectite | 16.99 | 0.1-150 | 34 | 97 | 136.3 | 13.63 | 0.64 |
| K-feldspar | 14.62 | 75-250 | 0.16 | 0.474 | 0.146 | 0.0146 | 0.0091 |
| Pyroxene | 7.21 | 50-500 | 0.028 | 0.105 | 0.214 | 0.0214 | 0.0091 |
| $\mathrm{Fe}, \mathrm{Mg}$ rich | 5.46 | 50-100 | 0.08 | 0.088 |  |  | 0.0091 |
| $\mathrm{Ca}, \mathrm{Mg}$ rich | 1.72 | 50-500 | 0.028 | 0.125 |  |  | 0.0091 |
| AlSitrap | 2.74 |  |  |  | 0.482 | 0.0482 | 0.0091 |
| Biotite | 2.58 | 10-420 | 0.51 | 4.74 | 4.74 | 0.474 | 0.64 |
| Amphibole | 1.85 | 75-250 | 0.005 | 0.28 | 0.234 | 0.0234 | 0.0091 |
| Others | 1.42 |  |  |  | 0.498 | 0.0498 | 0.0091 |
| Fe Hydroxide | 1.22 |  |  |  | 0.195 | 0.0195 | 0.0091 |
| Chlorite | 1.17 | 10-250 | 2.8 | 7.6 | 7.6 | 0.76 | 0.64 |
| Kaolinite | 0.41 | 5-100 | 3.17 | 13.2 | 13.2 | 1.32 | 0.64 |
| Pyrite | 0.36 | 10-250 | 0.03 | 1.1 | 0.149 | 0.0149 | 0.0091 |
| Serpentine | 0.29 | 37-800 | 4.6 | 7.15 | 7.15 | 0.715 | 0.64 |
| Ca-phosphate | 0.07 |  |  |  | 0.274 | 0.0274 | 0.0091 |
| Calcite | 0.03 | 44-81 | 0.03 | 0.5586 | 0.281 | 0.0281 | 0.0091 |
| Total SA |  |  | 5.89 | 17.0 | 23.55 | 2.36 | 0.16 |
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### 2.4.4. Effective surface area via adjusted ideal geometric surface area

Effective surface areas were estimated from an ideal geometric surface area calculation following the approach used in a previous reactive transport modeling study on the Nagaoka site in Mito et al. (2013). Geometric surface areas were first computed assuming smooth, spherical grains with two uniform grain diameters, 0.004 mm for clay minerals and 0.25 mm for non-clay minerals. The effective surface area, that accounts for surface site reactivity, was then estimated as $3 / r$, where $r$ is the grain radius. The grain diameters and scaling approach between specific and effective surface area that were chosen are those used in Mito et al. (2013).

### 2.5. Disaggregated Nagaoka sediment dissolution rate experiment

A disaggregated sediment dissolution rate experiment was performed to investigate the dissolution rate of the bulk sample with $\mathrm{CO}_{2}$ saturated fluids under conditions similar to those of the Nagaoka $\mathrm{CO}_{2}$ injection experiment. The experiment was carried out in a mixed flow-through reactor (Series 4560 Mini Reactor 300 mL , Parr Instruments Company, Moline, IL) at $50^{\circ} \mathrm{C}$ and 100 bars $\mathrm{pCO}_{2}$ partial pressure. The experimental pressure is close to the estimated hydrostatic pressure at the reservoir depth $(1093 \mathrm{~m})$ of 107 bars. All parts of the reactors that were in contact with the high temperature aqueous solution were made of Hastelloy C276 or 316 Stainless Steel. Flow rates were controlled by an HPLC pump set to $0.25 \mathrm{ml} / \mathrm{min}$, yielding a residence time within the 300 ml stirred flowthrough reactor of $20 \mathrm{~h} . \mathrm{CO}_{2}$ was injected through a supercritical $\mathrm{CO}_{2}$ pump at a flow rate of $0.1 \mathrm{ml} / \mathrm{min}$ to obtain the desired $\mathrm{pCO}_{2}$ conditions. The experimental system pressure was kept constant with a Jasco BP-2080 adjustable automatic back pressure regulator at 100 bars. The temperature was controlled in the experiments at $50^{\circ} \mathrm{C}$ using an automatic temperature controller supplied with the Parr reactor.

One gram of the disaggregated Nagaoka sample was transferred into the reactor for the experiment. $\mathrm{CO}_{2}$ and saline water ( 0.1 M NaCl ) were first pumped into a mixing tee where they were brought to the experimental temperature. After mixing, the $\mathrm{CO}_{2}$-saturated solution was pumped into the reactor while maintaining the reactor at the designated pressure and temperature. The solution inside the reactor chamber was constantly mixed by a mechanically driven stirrer placed inside the Parr reactor.

Sample solutions were filtered through a 10 micron Hastelloy filter on the effluent port of the Parr reactor and passed through the automatic back-pressure regulator before dripping into the sample collection vials in a nooxygen bag continuously flushed with nitrogen. Filtered effluents were collected in clean low-density polyethylene bottles or polypropylene vials. The solutions collected were analyzed for $\mathrm{Mg}, \mathrm{Fe}, \mathrm{Al}, \mathrm{K}, \mathrm{Ca}$ and Si by a Perkin Elmer DRC-II inductively coupled plasma mass spectroscopy (ICP-MS) after acidification with $2 \%$ ultra-pure $\mathrm{HNO}_{3}$.

Due to issues with solution degassing, the pH of the mixed brine and $\mathrm{CO}_{2}$ solution (the injection solution) and the effluent were not measured. The solution pH of the brine equilibrated with $\mathrm{CO}_{2}$ was calculated as 3.2 using the equation of state published in Duan and Sun (2003) as implemented in the code CrunchFlow (Steefel et al., 2015b).

### 2.6. Reactive transport simulation of the experiment

### 2.6.1. Model description

Continuum reactive transport simulations were carried out to compare against the observations from the rate experiment so as to choose which of the RSA models provided the best description of dissolution behavior. Transient and steady state mineral dissolution rates determined from the flow-through reactor effluent chemistry (see Sections 2.5 and 3.6) were compared with simulations carried out with the multi-component reactive transport model, CrunchFlow (Steefel et al., 2015b). The mineral dissolution rate law used in CrunchFlow is based on transition state theory (or TST) formulation (Aagaard and Helgeson, 1982; Lasaga, 1984; Maher et al., 2009; Steefel et al., 2015b) and is discussed in detail, along with the other pertinent CrunchFlow components, in Appendix C.

Mineral dissolution rate constants, $k$, (Table 4) were taken from well-stirred reactor dissolution studies of pure minerals available in the literature (Appendix D). As the experimental pH (3.2) and temperature $\left(50^{\circ} \mathrm{C}\right)$ remained constant in this study, the pH and temperature dependences of the rate were folded into the rate constants.

The model is initialized using the mineral distribution (Table 3) determined from the QEMSCAN results (Section 3.1). While specific surface area varies with grain diameter, minerals are initially assumed to have a single grain diameter and corresponding reactive surface area value for each scenario, although this assumption is relaxed in later sections (Section 3.7.3) as needed. As reaction progresses, the mineral surface areas evolve following Eq. (2).

### 2.6.2. Evaluation of specific and effective surface area approximations

To evaluate the impact of mineral surface area, a total of five model scenarios were run while keeping all other model parameters constant. These scenarios included evaluation of three specific and two effective surface area estimates. For specific surface area scenarios, we considered: (1) low BET and (2) high BET surface areas collected from the literature (Section 2.4.1), and (3) the 2D image perimeter surface area described in Section 2.4.2. For effective surface area scenarios, we considered: (1) the 2D image perimeter surface (Section 2.4.3) area with a scaling factor, and (2) an ideal geometric surface area with scaling factors described in Section 2.4.4. The simulated effluent concentrations of aqueous $\mathrm{Ca}, \mathrm{Mg}$, and Si were then compared to the solute concentrations observed in the experiment. Each simulation result was evaluated in terms of how closely these concentrations matched steady-state as well as early time-dependent behavior.

Table 4
Mineral compositions and reaction rate constants used in the modeling.

| Mineral | Composition | Log $k$ | Reference(s) |
| :---: | :---: | :---: | :---: |
| Quartz | $\mathrm{SiO}_{2}$ | $-11.48{ }^{\text {a }}$ | Brady and Walther (1990) |
| Plagioclase <br> Albite <br> An25 <br> Labradorite | $\begin{aligned} & \mathrm{NaAlSi} \mathrm{O}_{8} \\ & \mathrm{Ca}_{0.61} \mathrm{Na}_{0.39} \mathrm{Al}_{2.13} \mathrm{Si}_{2} \mathrm{O}_{8} \\ & \left(\mathrm{Ca}_{0.62} \mathrm{Na}_{0.38}\right)\left(\mathrm{Al}\left(\mathrm{Al}_{0.62} \mathrm{Si}_{0.38}\right) \mathrm{Si}_{2} \mathrm{O}_{8}\right) \end{aligned}$ | $\begin{aligned} & -10.68 \\ & -10.16^{\mathrm{c}} \\ & -9.25^{\mathrm{b}} \end{aligned}$ | Chen and Brantley (1997) <br> Gudbrandsson et al. (2014) <br> McAdam et al. (2008) |
| Smectite | $\left(\mathrm{Na}_{0.12} \mathrm{Ca}_{0.21}\right)\left(\mathrm{Al}_{1.59} \mathrm{Mg}_{0.34}\right)\left(\mathrm{Si}_{4} \mathrm{O}_{10}\right)(\mathrm{OH})_{2}$ | -13.11 | Amram and Ganor (2005) |
| K-feldspar | $\mathrm{KAlSi} 2_{2} \mathrm{O}_{8}$ | $-10.90^{\text {b }}$ | Bevan and Savage (1989) |
| Pyroxene <br> $\mathrm{Fe}, \mathrm{Mg}$ rich $\mathrm{Ca}, \mathrm{Mg}$ rich | $\begin{aligned} & \mathrm{Fe}_{0.38} \mathrm{Mg}_{0.59} \mathrm{Ca}_{0.03} \mathrm{SiO}_{3} \\ & \left(\mathrm{Ca}_{0.98} \mathrm{Na}_{0.02}\right)\left(\mathrm{Mg}_{0.65} \mathrm{Fe}_{0.25} \mathrm{Al}_{0.1}\right)\left(\mathrm{Si}_{0.96} \mathrm{Al}_{0.04}\right)_{2} \mathrm{O}_{6} \end{aligned}$ | $\begin{aligned} & -7.31^{\mathrm{c}} \\ & -9.84^{\mathrm{b}} \end{aligned}$ | Knauss et al. (1993) <br> Oelkers and Schott (2001) |
| Biotite | $\mathrm{K}\left(\mathrm{Ca}_{0.06} \mathrm{Mg}_{1.02} \mathrm{Fe}_{1.92}\right)\left(\mathrm{AlSi}_{3}\right) \mathrm{O}_{10}(\mathrm{OH})_{2}$ | $-11.24^{\text {c }}$ | Acker and Bricker (1992) |
| Amphibole | $\mathrm{Ca}_{2}\left(\mathrm{Fe}_{2.2} \mathrm{Mg}_{2.8}\right) \mathrm{Si}_{8} \mathrm{O}_{22}(\mathrm{OH})_{2}$ | $-10.00^{\text {c }}$ | Sverdrup (1990) |
| Fe Hydroxide | $\mathrm{Fe}(\mathrm{OH})_{3}$ | -7.00 | - |
| Chlorite | $\left(\mathrm{Mg}_{2.36} \mathrm{Fe}_{2.64}\right) \mathrm{Al}\left(\mathrm{AlSi}_{3} \mathrm{O}_{10}\right)(\mathrm{OH})_{8}$ | $-10.89^{\text {c }}$ | Smith et al. (2013) |
| Kaolinite | $\mathrm{Al}_{2} \mathrm{Si}_{2} \mathrm{O}_{5}(\mathrm{OH})_{4}$ | $-12.07^{\text {c }}$ | Carroll and Walther (1990), Ganor et al. (1995) |
| Pyrite | $\mathrm{FeS}_{2}$ | -7.90 | Palandri and Kharaka (2004) |
| Serpentine | $\left(\mathrm{Mg}_{2.77} \mathrm{Fe}_{0.23}\right) \mathrm{Si}_{2} \mathrm{O}_{5}(\mathrm{OH})_{4}$ | $-10.65^{\text {c }}$ | Daval et al. (2013a) |
| Ca-phosphate | $\mathrm{Ca}_{10}\left(\mathrm{PO}_{4}\right)_{6}(\mathrm{OH})_{2}$ | -7.90 | Harouiya et al. (2007) |
| Calcite | $\mathrm{CaCO}_{3}$ | -6.39 | Palandri and Kharaka (2004) |

${ }^{\text {a }}$ Indicates $\log k$ is interpolated from rates at temperatures bracketing $50^{\circ} \mathrm{C}$.
${ }^{\mathrm{b}}$ Indicates $\log k$ extrapolated from data not bracketing $50^{\circ} \mathrm{C}$.
${ }^{\mathrm{c}}$ Indicates $\log \mathrm{k}$ at temperature within range $22-100^{\circ} \mathrm{C}$ (on average, $60^{\circ} \mathrm{C}$ ). Only used when experiments were done at single temperature values and no other sufficient data was available.

## 3. RESULTS

### 3.1. 2D SEM imaging

The SEM BSE and segmented images are shown in Fig. 2. The pore and grain boundaries are classified in the thresholded image (Fig. 2C). The QEMSCAN analysis created a map of mineral distribution where each mineral is shown with a different color. While this analysis has the advantage of providing a map of mineral distribution, the SEM BSE images provide higher resolution. Registration of the two images allows the mineral distribution to be added to the high-resolution BSE image. This registered image, including the mineral map, is shown in Fig. 3. In this figure, the AlSitrap (see Fig. 3) pixels are unidentified aluminosilicate minerals that did not match any of the other classifications. The Others classification refers to minerals that could not be identified by the range of mineral classifications included in, and added to, the QEMSCAN program. As a simplification, the pyroxene and plagioclase groups are displayed as lumped groups in gray or teal, respectively. The plagioclase classification is composed of a range of compositions including intermediate labradorite/An65 ( $62.9 \%$ ), albite ( $30.2 \%$ ), and An25 (6.9\%). The pyroxene classification consists of intermediate phases rich in iron and magnesium (ferrosilite-enstatite) (75.7\%) and calcium and magnesium (augite) (20.4\%).

Using the registered image, the number of pixels for each mineral was computed and are given as volume percent in Table 3. The most abundant minerals are: quartz ( $22.6 \%$ ), plagioclase feldspars ( $21.4 \%$ ), smectite ( $16.9 \%$ ), K-feldspar ( $14.62 \%$ ), and pyroxene ( $7.2 \%$ ). Smectite, shown in purple, is the major diagenetic cement in the sample and additionally coats many of the grain surfaces. The mineral abundances in the image analysis agree well with the XRD and XRF analyses, given that all three methods identified the same major mineral phases. As these measurements were performed on different samples from the same larger bulk sample, it is expected that there would be some variation in the mineral distribution. Additionally, QEMSCAN analysis has the potential to localize trace mineral phases that might be missed in bulk analysis due to their small overall mass fraction.

### 3.2. BET specific surface areas

The BET surface areas for pure minerals collected from existing literature studies are given in Table 3. For some minerals, there is a wide range of existing BET measurements with differences by as much as two orders of magnitude between low and high examples. Variation in BET surface area result from differences in natural alteration, grain size (Acker and Bricker, 1992), and pre-treatment or washing of samples (Zhang et al., 2013), even among
samples obtained from the same source. Taking this observation into account, the range of grain sizes corresponding to the high and low example BET surface areas are also given in Table 3. As there is a wide range of grain sizes in the Nagaoka sample for each mineral (Fig. 3), the example BET surface area values were not limited to a single grain size.

The laboratory measured BET surface area of the Nagaoka sample was determined to be $23.55 \mathrm{~m}^{2} / \mathrm{g}$. This agrees relatively well with the calculated total surface area $\left(17.0 \mathrm{~m}^{2} / \mathrm{g}\right)$ from the high literature BET values of pure minerals. The total surface area from the low literature BET values is one order of magnitude less than both the measured whole sediment BET and high literature values.

### 3.3. Image perimeter specific surface area

The specific surface areas of minerals in the Nagaoka sample computed from the 2D image perimeter analysis
are given in Table 3 and are on the order of $0.1 \mathrm{~m}^{2} / \mathrm{g}$ for non-clay minerals. In general, this is within the range of the BET measurements of pure non-clay minerals reported in the literature. As the laboratory measured BET surface area $\left(23.55 \mathrm{~m}^{2} / \mathrm{g}\right)$ for the sample was in closest agreement with the high BET total surface area $\left(17 \mathrm{~m}^{2} / \mathrm{g}\right)$, these values were selected for the clay mineral surface areas with the exception of smectite. The surface area of smectite computed by fitting the total sample surface area to the measured BET surface area is $136.3 \mathrm{~m}^{2} / \mathrm{g}$. This agrees relatively well with the smectite BET surface areas reported in the literature (34-97 m${ }^{2} / \mathrm{g}$ ) (Metz et al., 2005).

### 3.4. Effective surface area based on scaled image perimeter surface area

Both the image perimeter and BET surface area measurements yield the total surface area and do not account for the distribution of reactive surface sites (effective surface


Fig. 3. 2D Registered SEM BSE and QEMSCAN image showing distribution of minerals with variation in pixel color. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
area). As discussed above (Section 2.4.3), unconstrained scaling factors are commonly used to account for surface site reactivity. A set of mineral effective surface areas was computed by applying a scaling factor of one order of magnitude to the specific surface area values. The resulting mineral effective surface areas are in Column 6 of Table 3. The effective surface areas for non-clay minerals are in relatively good agreement with the lower range of the pure mineral BET values from the literature. Aside from smectite, the phyllosilicate mineral effective surface areas agree well with the range of BET measurements for the pure minerals. The total estimated surface area in this scenario is $2.36 \mathrm{~m}^{2} / \mathrm{g}$. This is of the same order of magnitude as the lower range of literature BET measurements of pure minerals.

### 3.5. Effective surface area via adjusted ideal geometric surface area

Mineral effective surface areas computed using the Mito et al. (2013) approach are given in Table 3. Geometric surface areas assumed spherical, smooth grains with distinct grain diameters for clay and non-clay minerals. The resulting effective surface areas for clays $\left(0.64 \mathrm{~m}^{2} / \mathrm{g}\right)$ are two orders of magnitude higher than those for non-clay minerals $\left(0.0091 \mathrm{~m}^{2} / \mathrm{g}\right)$. The total sample effective surface area, computed using the volume fractions determined from the 2D image analysis, is $0.16 \mathrm{~m}^{2} / \mathrm{g}$. For non-clay minerals, the effective surface area values agree relatively well with the image based effective surface areas (Section 3.4). Effective surface area values for clay minerals, however, are two orders of magnitude smaller than those computed from the scaled imaging approach.

### 3.6. Experimental results

Concentrations of major elements in the effluent of the disaggregated sediment experiment were measured by

ICP-MS and are plotted in Fig. 4 as a function of time. A reliable determination of the solution pH was not possible because of issues with solution degassing, so the solution pH in the injection solution and effluent was calculated to be 3.2 at temperature using the routine given by Duan and Sun (2003), as implemented in the code CrunchFlow. After an initial spike, effluent concentrations decline and become fairly constant after 600 h , suggesting steady state conditions were reached. The secondary spike in concentrations observed at approximately 200 h is a result of the pump stopping from 166 to 195 h . The highest observed effluent concentrations are $\mathrm{Fe}, \mathrm{Si}$, and K , with steady state concentrations of approximately $10^{-5} \mathrm{~mol} / \mathrm{kg}$.

From the data shown in Fig. 4, it is clear that the cation $\mathrm{Ca}+\mathrm{Mg}+\mathrm{K}$ to Si ratio changes significantly over the course of the experiment. This ratio is unusually high in the early stages of the experiment (Fig. 4B), particularly during the pump shutdown (166-195 h), and then decreases systematically through the remainder of the experiment. Based on this ratio, it appears that steady state conditions were not achieved until near the end of the experiment. Also noteworthy is that a large proportion of the Ca , $\mathrm{Mg}, \mathrm{Fe}$, and K was released from the sample during the experiment, especially in comparison to the relatively small proportion of silica released (Fig. 4C). The Si data suggest that only about $2-3 \%$ of the sample dissolved during the experiment ( $5 \%$ of the sample excluding the relatively inert mineral quartz), whereas almost half of the Ca and $35 \%$ of the Fe in the sample was removed. Early in the experiment, the molar ratio of Ca to Si is nearly 1 , while Mg is approximately 0.75 . The early high concentrations of all of the solutes suggest that a highly reactive phase or phases are controlling the effluent chemistry, while the gradual shift from high to low cation to Si ratios suggests a cation leaching mechanism. While leached layers can form in pure mineral phases (Daval et al., 2013b), this mechanism is unlikely


Fig. 4. (A) Effluent concentrations measured from flow-through reactor experiment. (B) Elemental ratios in the effluent through the experiment. (C) Approximate cumulative proportion of the original $\mathrm{Ca}, \mathrm{Mg}, \mathrm{Fe}, \mathrm{Si}$ (without quartz) and Al in the sample that was released during the experiment as indicated by comparing the effluent chemistry with the XRF analysis.
to account for the high cation/Si concentrations in the early part of the experiment given the rapid rate of solute release. A more likely explanation for the high cation to Si ratios that gradually decrease with time is a mechanism involving glass dissolution (Marini, 2007; Aradóttir et al., 2013). Aradóttir et al. (2013), for example, observed high cation to Si ratios in an experiment involving dissolution of basaltic glass that extended over 300 pore volumes.

### 3.7. Reactive transport simulation of the disaggregated sediment experiment

### 3.7.1. Model parameterization from imaging

The QEMSCAN identified mineral distributions given in Table 3 were used directly in the reactive transport model as initial conditions for the mineralogy. Pyroxene and plagioclase feldspars, although visually displayed as a single color in the QEMSCAN images, were discretized into discrete mineral compositions in the model (Table 3). The corresponding stoichiometry determined from additional SEM EDS analyses of QEMSCAN identified grains is given in Table 4.

### 3.7.2. Simulation of effluent concentrations using traditional specific and effective surface area estimates

Simulated effluent $\mathrm{Ca}, \mathrm{Si}$, and Mg concentrations are shown in Fig. 5 using RSA models based on effective surface areas in shades of orange and specific surface areas in shades of blue. These three elements provide the best description of the dissolution rates of the major phases and thus are the only ones shown against the observations. Solution pH is buffered by the high $\mathrm{CO}_{2}$ concentrations in the reactor, so it provides essentially no information on the rates and remains constant at a value of 3.2 . Fe was also simulated (the entire suite of minerals shown in Table 3 is
included), but can only be modeled with the addition of Fe-hydroxide, presumably present as a coating on mineral grains. Since the behavior of the major silicate phases is the focus here, it was decided not to make the dissolution behavior of Fe a focus. In general, there is little difference between the model results using the two effective surface area approximations (orange) and steady state concentrations are reached after approximately 100 h . Simulations that use specific surface area values (blue) are higher than those based on effective surface areas (orange) and show a much larger variation in all cases. The Low BET SSA model runs produce results that agree relatively closely with those based on effective surface areas. At late times, the Image Perimeter SSA results fall between the low and high BET surface area simulated concentrations, but result in higher effluent concentrations for Mg and Si at earlier times (up to $\sim 400$ and 150 h , respectively).

In comparison with the experimental effluent concentrations, all of the RSA models runs significantly under-predict the observed peaks in $\mathrm{Ca}, \mathrm{Mg}$, and Si concentrations at early times (within the first $\sim 100 \mathrm{~h}$ ). At later times, steady-state concentrations are not consistently matched, with some simulations over-estimating and some under-estimating steady-state concentrations (Table 5). The Image Perimeter SSA and High BET SA model runs are the closest to approaching time-dependent behavior of Mg and Si , but do not capture the shape and timing of the experimentally-observed peaks. Additionally, they overestimate the observed effluent steady-state concentrations. For Ca , all of the model runs show an approach to steady-state concentrations in the first 100 h , much earlier than the experimental time of $\sim 650 \mathrm{~h}$. For Mg and Si , none of the RSA models reach steady state at times matching the experiment, with some simulations reaching steady-state at earlier times (Low BET SA, scaled GSA, scaled Image


Fig. 5. Experimental (open circles) and simulated effluent ion concentrations from single grain size model, with blue and orange lines corresponding to specific and effective surface areas respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 5
Simulated steady-state effluent concentrations from single grain size models using specific and effective surface area values (Table 3).

| Species | Experimental ( $\mathrm{mol} / \mathrm{kg}$ ) | Specific surface area |  |  | Effective surface area |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Low BET ( $\mathrm{mol} / \mathrm{kg}$ ) | High BET ( $\mathrm{mol} / \mathrm{kg}$ ) | Image perimeter ( $\mathrm{mol} / \mathrm{kg}$ ) | Image perimeter Scaled ( $\mathrm{mol} / \mathrm{kg}$ ) | Scaled ideal geometric ( $\mathrm{mol} / \mathrm{kg}$ ) |
| Ca | $2.63 \mathrm{E}-6$ | $1.12 \mathrm{E}-6$ | $6.90 \mathrm{E}-6$ | $2.56 \mathrm{E}-6$ | $5.12 \mathrm{E}-7$ | $9.55 \mathrm{E}-7$ |
| Mg | $1.37 \mathrm{E}-6$ | $4.20 \mathrm{E}-6$ | $7.08 \mathrm{E}-6$ | $5.39 \mathrm{E}-6$ | $3.17 \mathrm{E}-6$ | $2.53 \mathrm{E}-6$ |
| Si | $1.26 \mathrm{E}-5$ | $9.80 \mathrm{E}-6$ | $3.56 \mathrm{E}-5$ | $1.71 \mathrm{E}-5$ | $6.14 \mathrm{E}-6$ | $5.85 \mathrm{E}-6$ |

Perimeter) and some at later times (High BET SA, Image Perimeter SSA). The mismatch of the model and experimental results suggests that either the model surface area values are incorrect, or additional processes are occurring that are not included in the model. Both of these possible explanations are investigated in the following section.

### 3.7.3. Alternative reactive surface area formulations

One possible explanation for the poor fit of the simulations to the experimental data is that the reactive surface area values that were used are not correct. Given that simulations using specific and effective surface areas were unable to adequately match the experimental effluent concentrations, additional adjustments in reactive surface areas were made to improve the fits. Keeping the total volume fractions of each mineral constant, surface areas in the model were tuned to try to match both the experimental steady-state and time-dependent concentrations of Ca , Mg , and Si , capturing peak timing and tail trend without sacrificing the steady-state fit (results not shown). As the secondary peak is an experimental artifact resulting from pump stoppage, it was not included in the model or model evaluation. No combination of surface area values yielded model concentrations that matched early peak timing and steady-state concentrations satisfactorily. The largest mismatch was in the simulation of the observed early-time spikes in effluent ion concentrations. The conclusion is that using single values for the RSA of the minerals listed in Table 3, it is impossible to capture both the early time peaks and the steady state effluent concentrations. It should be noted that supersaturation of mineral phases was not observed in these, or any of the following, simulations.

These early-time peaks suggest two interrelated phenomena are likely occurring: (1) dissolution of finegrained particles with potentially both higher specific surface area and higher reactivity and (2) dissolution of a highly reactive glass phase, that was detected based on SEM analysis. To test the possibility of these processes, trial runs were carried out incorporating a range of grain sizes from 25 nm up to 280 microns for the most reactive phases based on image mapping. This was followed by further refinement of the reactivity and composition of the amorphous glass phase to the extent that this was necessary to match the experimental results.

Simulations incorporating grain size distributions. Grain size distributions for pyroxene and plagioclase (based on image mapping) were incorporated into the model as discrete size
fractions. The areas of plagioclase and pyroxene grains were determined by counting the number of pixels in pyroxene and plagioclase mineral grains in the registered 2D image (Fig. 3). Assuming spherical grains, the diameter of the corresponding grains was computed and a 2D bias correction factor of $\pi / 4$ was applied. The grain size distributions were then separated into discrete $20 \mu \mathrm{~m}$ diameter bins (Tables 6 and 7). The total volume of plagioclase and pyroxene minerals was computed and used to determine the volume fractions for each grain size bin. These fractions were then allocated to individual pyroxene or plagioclase mineral phases (Table 3). The weighted average grain diameter was computed for each bin and used to represent the bin, with the exception of the smallest grain size bin. This bin was sub-divided into four grain sizes that are assumed to be $0.025,0.1,0.5$ and $5 \mu \mathrm{~m}$, as limitations in the QEMSCAN image spatial resolution did not allow for quantification of grain size distributions below $5 \mu \mathrm{~m}$.

The following relationship between BET specific surface area and grain size was used to compute the specific surface areas for each bin:
$\mathrm{GSA}=\frac{A_{s}}{m}=\frac{4 \pi r^{2}}{4 / 3 \pi r^{3} \rho}=\frac{3}{r \rho}$
$\mathrm{SSA}=\mathrm{GSA} * \mathrm{RF}=\frac{3}{r \rho} * \mathrm{RF}$
where $A_{s}$ is the total surface area of the mineral grain, $m$ is the particle mass, $r$ is the grain radius, and $\rho$ is the mineral density. The SSA (specific surface area) is the product of geometric surface area (GSA) and a grain surface roughness factor (RF). The RF was determined to be 4.3 for pyroxene based on a fit to experimental BET data from the literature for a variety of pyroxene minerals (Fig. 6). The RF for feldspar, from existing literature, ranges from one to twenty (Hodson, 1999).

Grain size distribution Run 1: multiple grain sizes for plagioclase and pyroxene minerals with $R F=4.3$. In this scenario, a RF of 4.3 was used to compute the specific surface areas for pyroxene and feldspar minerals (Eqs. (1) and (2)). The corresponding grain diameters and specific surface areas are given in Tables 6 and 7 for pyroxene and plagioclase. With the exception of the incorporation of multiple grain sizes for the plagioclase and pyroxene phases, all other model parameters were the same as the runs described above (Section 3.7.2) using the single grain size high BET surface area values for the other minerals (Table 3).

Table 6
Grain sizes and corresponding calculated surface areas for pyroxene minerals used in the grain size distribution (GSD) model. Volume fractions and average grain diameters computed from image analysis with the exception of the smallest bin size that was assigned representative grain diameters at equal fractions ( $25 \%$ each of the smallest bin mapped from the image analysis), indicated in the table by ${ }^{*}$.

| Grain size <br> $(\mu \mathrm{m})$ | Weighted average diameter <br> $(\mu \mathrm{m})$ | Pyroxene - Fe rich | Volume $\%$ of total <br> pyroxene | Surface area <br> $\left(\mathrm{m}^{2} / \mathrm{g}\right)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |

Table 7
Volume fractions and corresponding calculated surface areas for plagioclase minerals used in grain size distribution (GSD) model. Four representative grain diameters were selected to further discretize the smallest grain size bin (indicated by *), as image resolution was not good enough to resolve these below about $5 \mu \mathrm{~m}$.

| Grain size ( $\mu \mathrm{m}$ ) | Weighted average diameter ( $\mu \mathrm{m}$ ) | Albite |  | An25 |  | Labradorite |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Volume \% of total plagioclase | Surface area $\left(\mathrm{m}^{2} / \mathrm{g}\right)$ | Volume \% of total plagioclase | Surface area $\left(\mathrm{m}^{2} / \mathrm{g}\right)$ | Volume \% of total plagioclase | Surface area ( $\mathrm{m}^{2} / \mathrm{g}$ ) |
| 1-20 | $0.025^{*}$ | 0.00070 | 393.89 | 0.00016 | 375.27 | 0.0015 | 379.41 |
| 1-20 | 0.1 * | 0.00070 | 98.47 | 0.00016 | 93.82 | 0.0015 | 94.85 |
| 1-20 | $0.5^{*}$ | 0.00070 | 19.69 | 0.00016 | 18.76 | 0.0015 | 18.97 |
| 1-20 | $5 *$ | 0.00070 | 1.97 | 0.00016 | 1.88 | 0.0015 | 1.89 |
| 20-40 | 23.38 | 0.32 | 0.42 | 0.07 | 0.40 | 0.66 | 0.41 |
| 40-60 | 43.02 | 1.26 | 0.23 | 0.29 | 0.22 | 2.63 | 0.22 |
| 60-80 | 66.99 | 1.79 | 0.15 | 0.41 | 0.14 | 3.72 | 0.14 |
| 80-100 | 90.22 | 1.67 | 0.11 | 0.38 | 0.10 | 3.47 | 0.11 |
| 100-120 | 108.94 | 2.04 | 0.091 | 0.47 | 0.086 | 4.24 | 0.087 |
| 120-140 | 131.07 | 2.19 | 0.075 | 0.51 | 0.072 | 4.57 | 0.072 |
| 140-160 | 150.12 | 2.53 | 0.066 | 0.58 | 0.062 | 5.27 | 0.063 |
| 160-180 | 166.74 | 3.47 | 0.059 | 0.80 | 0.056 | 7.22 | 0.057 |
| 180-200 | 190.33 | 4.13 | 0.052 | 0.95 | 0.049 | 8.60 | 0.049 |
| 200-220 | 212.11 | 1.42 | 0.046 | 0.33 | 0.044 | 2.97 | 0.045 |
| 220-240 | 227.50 | 2.64 | 0.043 | 0.61 | 0.041 | 5.49 | 0.042 |
| 240-260 | 247.05 | 3.38 | 0.039 | 0.78 | 0.038 | 7.04 | 0.038 |
| 260-280 | 274.33 | 3.08 | 0.036 | 0.71 | 0.034 | 6.42 | 0.034 |

Simulations of effluent ion concentrations from this scenario are shown as dashed bright red lines ('RF $=4.3$; No glass') in Fig. 7. The overall timing and shapes of the early peaks in these model simulations for $\mathrm{Ca}, \mathrm{Mg}$, and Si are an improvement over any of the matches achieved with the five single value surface area estimates (Fig. 5) described above. However, the observed experimental peak heights for all ions are still under-predicted by as much as $1 / 6-1 / 3$ of the observed values, indicating the reactivity at early times is not adequately captured. The significant improvement in the early-time peaks in comparison to prior single-grain size models, however, suggests the presence of fine-grained materials.

Grain size distribution Run 2: multiple grain sizes for plagioclase and pyroxene minerals with $R F=10$. One possibility for the observed model misfit might be the choice of too low a surface roughness factor. A larger roughness factor would increase specific surface area and thus reactivity. In this scenario, the RF is increased to a value of 10 (a commonly used value in the literature) from the value of 4.3 that was determined by a fit of the data shown in Fig. 6. All other model parameters and grain sizes were identical to the previous grain size model described above.

The simulation results shown in Fig. 7 as dark red dashed lines (' $\mathrm{RF}=10$; No glass') still fail to match satisfactorily the experimental results. While the predicted peak


Fig. 6. Literature values of pyroxene BET surface area (Knauss et al., 1993; Oelkers and Schott, 2001; Golubev et al., 2005; Dixit and Carroll, 2007; Daval et al., 2010; Stockmann et al., 2013) and their corresponding effective grain sizes where effective particle diameter $(\mathrm{de})=(\mathrm{dmax}-\mathrm{dmin}) / \ln (\mathrm{dmax} / \mathrm{dmin})($ Tester et al., 1994). The roughness factor was determined as 4.3 from a best-fit line of Eq. (2) with standard error of 0.54 .
heights are higher than the run with a RF of 4.3 , and thus closer to the experimental peak heights, they still significantly under-predict the experimental values. Additionally, the use of an RF of 10 results in a worse match of steady-
state simulation concentrations compared to a roughness factor of 4.3 (Table 8).

Simulations incorporating glass. A significant occurrence of amorphous or poorly crystalline material was observed in the Nagaoka sample based on the 2D SEM imaging (Fig. 3). In the QEMSCAN analysis, the bulk of this material, which in some cases has the appearance of cement, was initially labeled as smectite. The sample, however, also contains an amorphous phase (Section 2.2) that is difficult to distinguish from the smectite based on the QEMSCAN analysis due to its compositional similarity. The XRD analysis (Section 2.2) identified $8.5 \%$ of the sediment as amorphous material in the sample. This suggests as much as $50 \%$ of the phase mapped as smectite ( $17 \%$ of the sediment, Table 3) may in fact be glass or other amorphous or poorly crystalline material. Some grains show evidence of bubbles, a strong suggestion that they represent a discrete glass phase.

In this modeling scenario, the major fine-grained phase was separated into smectite and glass, with the percentage of each treated as adjustable so as to provide the optimal fit of the effluent chemistry data. We have no real basis for quantifying the exact fraction of each of these with the characterization approaches we have access to, so we rely on the modeling to estimate this, even if this introduces another variable into the simulation. In each of these runs, the total pool of smectite + glass corresponds to what is given in Table 3. The mass of glass versus smectite included


Fig. 7. Observed (black circles) and model predicted (red lines) effluent concentrations incorporating grain size distributions for plagioclase and pyroxene minerals, with and without inclusion of glass phase. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 8
Comparison of experimental and simulated steady-state values from both grain size distribution runs and glass run (Fig. 7).

| Species | Experimental $(\mathrm{mol} / \mathrm{kg})$ | $\mathrm{RF}=4.3$; No Glass $(\mathrm{mol} / \mathrm{kg})$ | $\mathrm{RF}=10 ; \mathrm{No} \mathrm{Glass}(\mathrm{mol} / \mathrm{kg})$ | $\mathrm{RF}=4.3$; With Glass $(\mathrm{mol} / \mathrm{kg})$ |
| :--- | :--- | :--- | :--- | :--- |
| Ca | $2.63 \mathrm{E}-6$ | $1.91 \mathrm{E}-6$ | $3.45 \mathrm{E}-6$ | $2.02 \mathrm{E}-6$ |
| Mg | $1.37 \mathrm{E}-6$ | $2.20 \mathrm{E}-6$ | $2.75 \mathrm{E}-6$ | $2.28 \mathrm{E}-6$ |
| Si | $1.26 \mathrm{E}-5$ | $1.08 \mathrm{E}-5$ | $1.71 \mathrm{E}-5$ | $1.10 \mathrm{E}-5$ |

in the simulation primarily influenced how long-lived the early concentration peaks were.

The composition of this phase was determined by adjusting the composition until a satisfactory model fit with the early peak effluent chemistry was achieved. This resulted in the following stoichiometry for glass dissolution, with the negative stoichiometric coefficient for $\mathrm{H}^{+}$indicating it is consumed in the reaction:

$$
\begin{align*}
& -4.32^{\prime} \mathrm{H}^{+\prime} 0.98^{\prime} \mathrm{Ca}^{++\prime} 0.18^{\prime} \mathrm{Al}^{+++\prime} 1.6000^{\prime} \mathrm{SiO}_{2}(\mathrm{aq})^{\prime} \\
& 2.16^{\prime} \mathrm{H}_{2} \mathrm{O}^{\prime} 0.02^{\prime} \mathrm{Na}^{+\prime} 0.25^{\prime} \mathrm{Fe}^{++\prime} 0.65^{\prime} \mathrm{Mg}^{++\prime} \tag{5}
\end{align*}
$$

A stoichiometry that is close in composition to what would be produced by the dissolution of a silica-poor clinopyroxene. This silica-poor and cation rich "fictive phase" does not correspond to the bulk composition of basaltic glass, however, since the cation to silica ratios are too high. It does have some similarity to the effluent chemistry associated with leaching of basaltic glass considered by Marini (2007), who modeled the cations and silica-rich portions of the glass as separate phases. The high early cation to silica ratio presumably reflects the formation of a leached layer in the glass. A more rigorous way to model this effect would be to incorporate the leached layer formation, although this would involve tracking the progression of the leaching front in the glass to capture the increasing diffusion length scale (Steefel et al., 2015a). Aradóttir et al. (2013) considered a diffusion controlled system in their modeling study of basaltic glass dissolution, but they treated the diffusion length as fixed, which precluded the possibility of simulating a time-dependent cation to silica ratio.

This phase was fit based on the initial peak and steady state concentrations with a $\log k$ rate constant value of -7.5 and surface area of $1 \mathrm{~m}^{2} / \mathrm{g}$, since both the rate constant and the RSA could not be independently determined. However, this is about one order of magnitude slower than the rate for basaltic glass dissolution used by Aradóttir et al. (2013), which they based on the study of Oelkers and Gislason (2001). It should be noted that regardless of the rate of the basaltic glass leaching and the volume of basaltic glass used in the simulations, a phase close to the stoichiometry given in Eq. (3) above is required to match the effluent chemistry.

Glass Run 1: multiple grain sizes for plagioclase and pyroxene minerals with $R F=4.3$ and glass. This model run uses the same parameters as that described in 'Grain size distribution Run I' with the addition of the amorphous glass or cement phase of approximately CPX composition. The percentage of the glass phase was $10 \%$ of the total cement phase (smectite in Table 3) and was determined
by tuning the fractions of smectite and glass up to a maximum of $50 \%$ until a satisfactory fit was observed in the early peak heights and durations for $\mathrm{Ca}, \mathrm{Mg}$, and Si . As the glass fraction was changed, the corresponding surface area of smectite was adjusted such that their total contribution to the BET surface area remained constant.

Simulated effluent ion concentrations are shown as a solid red line in Fig. 7 ('SRF = 4.3, With Glass'). Compared to the other simulations, this scenario shows a substantially improved fit with model peak heights and shapes as well as durations that match experimental peaks very closely. In addition, steady-state $\mathrm{Ca}, \mathrm{Mg}$, and Si concentrations are also matched closely (Table 8).

Glass Run 2: evaluation of effective and specific surface areas with multiple grain sizes for plagioclase and pyroxene minerals $(R F=4.3)$ and glass. In the first glass run, the need to include the highly reactive amorphous phase was demonstrated by the significant improvement in the model fit, particularly at early times. The first run used the single grain size high BET surface area values for all nonpyroxene and plagioclase minerals. In this second model run, the entire suite of effective and specific surface areas (Table 3) is evaluated. The parameters are the same as in the first run, except in the Image Perimeter SSA Scaled scenario in which the surface area of the amorphous phase was computed as $0.1 \mathrm{~m}^{2} / \mathrm{g}$ after the scaling factor (Section 2.4.3) was applied.

The resulting simulated effluent concentrations are shown in Fig. 8. As in the single-grain models (Fig. 5), the simulations from models using effective surface area values are shown in orange and specific surface area values in blue. The simulations using specific surface area values agree relatively well with each other and the experimentally observed concentrations. The Scaled Ideal Geometric surface area over-estimates the initial Si peak, but is otherwise close to the specific surface area simulations. Simulated concentrations from the Scaled Image Perimeter run underestimate the initial peaks and overestimate the steady-state concentrations (Table 9) in all cases. The large observed differences from the other simulations are a result of the lower glass phase surface area in this run, $0.1 \mathrm{~m}^{2} / \mathrm{g}$ vs. $1 \mathrm{~m}^{2} / \mathrm{g}$. The lower surface area reduces the reactivity of the phase, decreasing the initial peak height and increasing the time for the phase to dissolve. In the other simulation results shown here, the glass phase is depleted and steady-state is reached within the simulation time. In the Scaled Image Perimeter simulation, however, the glass phase is still dissolving after 600 h and steady-state conditions are not reached.


Fig. 8. Simulated effluent concentrations with glass phase and grain size distribution for pyroxene and plagioclase minerals. All other minerals are modeled using the single grain size surface area estimates from Table 3 . The glass phase surface area is $1.0 \mathrm{~m}^{2} / \mathrm{g}$ in all runs except "IP SSA w Scaled Glass" where the glass phase surface area is $0.1 \mathrm{~m}^{2} / \mathrm{g}$.

Table 9
Simulated steady-state effluent concentrations for models including grain size distributions for pyroxene and plagioclase minerals and glass phase.

| Species | Experimental <br> $(\mathrm{mol} / \mathrm{kg})$ |  | Specific surface area |  |  | Effective surface area |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

## 4. DISCUSSION

### 4.1. Comparison of mineral surface areas

There is up to three orders of magnitude variation in the estimation of mineral surface areas (Table 3) depending on the approximation method used. Some of this variation, including between specific and effective surface area, is expected as order of magnitude scaling factors are applied to compute the effective surface areas (Bourg et al., 2015). In addition, there are one or more orders of magnitude variation among specific or effective surface area values themselves. With regard to specific surface areas, the estimates from the imaging method that account for sample specific features generally fall within the range of BET surface areas of pure minerals from the literature. However,
given that there is as much as two orders of magnitude between the high and low literature BET surface areas, this may not serve as an effective guideline for which samplespecific surface areas to use in modeling. Variations in single mineral surface areas translate into orders of magnitude variation in the total sample surface area values (bottom row of Table 3). Total surface areas span two orders of magnitude between effective and specific surface areas and one order of magnitude among specific or effective surface area estimates.

### 4.2. Evaluation of model-experiment match

The model results using the suite of reactive surface area models span just over one order of magnitude for steadystate concentrations and initial concentration peaks
(Fig. 5). This is similar to the variation observed among mineral surface area values (Section 4.1). This correlation is expected given that the mineral reaction rate is directly proportional to mineral surface area (Appendix C). Thus, inaccuracies in mineral reactive surface area directly impact the ability to match effluent concentrations.

Simulation of effluent steady state concentrations using the two estimates of mineral effective surface area produce results that agree relatively well with each other. This may be surprising as the estimate of effective surface areas made following the adjusted geometric approach (Section 2.4.4) do not account for sample-specific characteristics such as grain size and additionally assume uniform effective surface areas for all clay minerals and non-clay minerals, respectively. In spite of their agreement with each other, the simulation results using the effective surface area estimates were unable to match experimental observations of effluent concentrations, particularly at early times where no initial peaks in effluent concentrations were simulated. In contrast, the model simulations using the specific surface areas result in a larger range of effluent concentrations. While some of the simulations do show an early peak in effluent concentrations, all of the simulations fail to capture the peak height and timing.

Given that the Nagaoka formation is a volcanogenic sandstone composed of many reactive minerals, including clays, plagioclase, pyroxene, and glass, it is not surprising that a relatively complex model is required to simulate the dissolution rate of the sedimentary rock. Additional necessary model complexities include the incorporation of multiple grain sizes of some of the most reactive minerals as well as a highly reactive glass phase that displays early cation leaching. The addition of smaller-grain sizes did produce early solute concentration peaks that were not generated by the single grain size simulations, because these finer grained materials have a high surface area and thus higher reactivity than the coarse grained materials. The presence of a range of grain sizes was evident from the 2D SEM imaging analysis.

The leaching of the glass phase has been noted in many studies of basaltic glass dissolution resulting in high cation to silica ratios that gradually decrease with time as the diffusion length scale in the leached layer increases (Aradóttir et al., 2013). Simulations with the glass phase included were able to successfully reproduce the early time peaks in effluent concentrations. The addition of the glass phase is a key component to reproducing the early peaks in concentrations, as also evident from simulations run with the amorphous phase and without the grain size distributions for pyroxene and plagioclase minerals (Appendix E).

For sediment in which the pore structure remains intact, the dissolution of glass-cement that acts to aggregate sections of the solid will likely not cause disaggregation in the same fashion as we observed in this dissolution experiment. We expect that in the case of a core, glass dissolution will impact porosity and permeability as well as influence the number and distribution of available reactive sites on minerals that persist longer than the glass phase. The difference in dissolution kinetics among minerals present in the rock and their spatial distribution will have to be taken into
account when trying to determine the evolution of reactive surface areas in a porous solid.

The selection of a roughness factor directly influences the ability to match initial peak heights as well as the steady-state concentrations. While the roughness factor used here was determined from a fit of BET specific surface areas from existing literature on pyroxenes, natural variation is expected based on the extent of weathering and reaction that has previously occurred. Modification in the surface roughness alone, however, was not sufficient enough to simulate the observed effluent data.

With the addition of the glass phase displaying cation leaching and a grain size distribution for the most reactive minerals, the Image Perimeter specific surface areas followed by the BET surface areas provided the best fits of the model results with the experimental effluent data. These surface areas provide a measure of specific surface area that account for surface roughness. Effectively, these surface areas quantify the physical surface area that is in contact with the reacting fluid, but do not capture the density of reactive sites on the individual mineral surfaces.

### 4.3. Results in a GCS context

One notable aspect of the conducted experiment was the rapid observed release of cations (particularly $\mathrm{Ca} \& \mathrm{Mg}$ ) during the flow-through experiment, despite the relatively low temperature. While, as demonstrated, this rate can be fully explained by the reactive mineral assemblage, glass phase, and proper treatment of surface area, the resulting aqueous concentrations are sufficient to lead to $\mathrm{CO}_{2}$ mineralization in relatively short (decadal) time frames. Our experimental results are consistent with field geochemical measurements from the Nagaoka pilot, in particular the fluid samples analyzed in Mito et al. (2008) which revealed both elevated cation concentrations $(\mathrm{Ca}, \mathrm{Mg}, \& \mathrm{Fe})$ as well as elevated $\mathrm{Ca} / \mathrm{Si}$ and $\mathrm{Mg} / \mathrm{Si}$ ratios after $\mathrm{CO}_{2}$ injection. These samples, obtained using a cased hole dynamics tester (CHDT) tool from observation well OB-2, provide evidence that the proposed glass dissolution mechanism may have field relevance at the site. More generally, our results suggest that improved mineral trapping rates at GCS sites could be achieved by screening reservoirs for reactivity as well as reactive surface area and targeting relatively young volcanogenic sandstones as advocated by Zhang et al. (2013).

### 4.4. Implications and recommendations

Understanding the potential complexities and heterogeneities of the reacting sample is critical to accurately simulating mineral reaction rates. In particular, a thorough understanding of reactive minerals/phases and their accessibility to reactive fluids is necessary. In this effort, this includes not only accounting for the fine-grained reactive minerals, but additionally the presence of a highly reactive glass phase within which the formation of a leached layer resulted in preferential release of cations relative to silica. The 2D SEM imaging provides invaluable insight on the grain size distributions of minerals and the presence of
coated and cemented grains. With these complexities accounted for, specific surface areas are able to successfully predict the reactivity of the complex, multi-mineralic Nagaoka sediment. This is a key finding in that corrections for the reactivity of surface sites may not be necessary as was observed here. In this scenario, the closest match to the observed experimental concentrations was obtained using image-based specific surface area values. However, it is also of note that simulations using literature obtained values of specific surface areas are in relatively good agreement with the image-based simulation results in comparison with the effective surface area simulations. This suggests that literature obtained specific surface areas may provide a reasonable approximation of reactive surface areas in disaggregated scenarios. This, however, may still require accounting for grain size distributions and sample specific phenomena, such as glass dissolution, as in the simulations in this investigation.
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