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Abstract. On a Lie groupG, we investigate the discreteness of the spectrum of
Schrödinger operators of the form L+V , where L is a subelliptic sub-Laplacian
on G and the potential V is a locally integrable function which is bounded
from below. We prove general necessary and sufficient conditions for arbitrary
potentials, and we obtain explicit characterizations when V is a polynomial on
G or belongs to a local Muckenhoupt class. We finally discuss how to transfer
our results to weighted sub-Laplacians on G.

1. Introduction

The aim of this paper is to study the discreteness of the spectrum of Schrödinger
operators on Lie groups, that is, operators of the form

HV = L+ V,

where L is the subelliptic sub-Laplacian on the group associated with a left-invariant
sub-Riemannian structure, and V is a locally integrable function which is essentially
bounded from below. When the group is a Euclidean space Rd, these operators
reduce to the classical Schrödinger operators ∆ + V , where ∆ is the non-negative
Laplacian. The study of their spectrum, of its discreteness in particular, has a long-
standing tradition and history; see, e.g., [25, 26, 28–30, 37], and, more recently, [17].
Besides their independent interest, Schrödinger operators arise from the study of
“weighted” Laplacians, namely the natural substitutes of the Laplacian when Rd is
endowed with an absolutely continuous measure. The prototypical example is that
of the Gaussian measure and of the Ornstein–Uhlenbeck operator.

Outside the Euclidean setting, not much is known. Kondratiev and Shubin’s
influential paper [26], following Molčanov [30], considers the case of Riemannian
manifolds with bounded geometry, whose nature allows however to reduce several
problems at a Euclidean level. On certain subfamilies of stratified Lie groups, some
results were obtained by Inglis [18] and the authors [12, 13]. Such results, however,
were mainly motivated by the study of weighted sub-Laplacians, and the potentials
considered therein were related to those arising from these sub-Laplacians, for which
weak results are often enough. General, yet powerful, results for Schrödinger oper-
ators with arbitrary potentials on Lie groups are, to the best of our knowledge, still
missing. The goal of this paper is to make a first step to fill this gap.

We consider a noncompact connected Lie group G, whose Lie algebra we denote
with g and we identify with the algebra of left-invariant vector fields on G. We
endow g with an inner product, we fix a subspace H of g which generates g as a Lie
algebra, and choose an orthonormal basis (X1, . . . , Xν) of H. We choose a left Haar
measure µ on G and denote with d the Carnot–Carathéodory distance induced by
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H; the metric measure space (G, d, µ) is then locally – but in general not globally –
doubling. The second order differential operator

L = −
ν∑
j=1

(X2
j + cjXj),

where cj = (XjδG)(e), δG is the modular function of G and e is the identity, is
a subelliptic operator which depends only on G, H and its scalar product, and
is symmetric on L2(µ). In other words, once the left-invariant sub-Riemannian
structure on G has been chosen, L is an intrinsic operator; cf. [4]. For a potential
V ∈ L1

loc(µ) and bounded from below, the Hermitian form

Q : (f, g) 7→
ˆ
G

( ν∑
j=1

(Xjf)(Xjg) + V fg

)
dµ

induces a self-adjoint operator HV on L2(µ) which, on its domain, acts as L + V
meant in the distributional sense. Our aim is to determine under what conditions
on V the spectrum of HV is purely discrete, i.e., it is a discrete set and consists of
eigenvalues of finite multiplicity.

We are interested in two types of results. On the one hand, we look for “universal”
results, namely necessary or sufficient conditions for the discreteness of the spectrum
of HV with no other assumptions on V than local integrability and boundedness
from below. These results are usually expressed in terms of growth conditions, or
rather decay, of V and the associated form Q. Due to the high generality, however,
such conditions are often hard to verify. On the other hand, then, we also look for
more explicit conditions which are easier to test, for specific choices of potentials.
Following [6,17,29], we consider the cases when V is a polynomial and when V is a
local Muckenhoupt weight.

Inspired by results of Kondratiev and Shubin [26] and Metafune and Pallara [29],
more specifically, our main “universal” results for the discreteness of the spectrum
of HV are:

• a characterization expressed in terms of the decay, outside compact sets, of
the L2-norm of functions in the “unit ball” of Q (i.e. such that (minV +

1)‖f‖22 +Q(f) ≤ 1; Proposition 3.3);
• a characterization in terms of the growth of the Dirichlet and Neumann

eigenvalues of L+ V on balls whose centres go to infinity (Theorem 4.5);
• a sufficient condition in terms of the thinness at infinity, in a measure-

theoretic sense, of the sublevel sets of V (Proposition 4.6).
Besides their intrinsic interest, the preceding results may be applied to the study

of two specific families of potentials, namely polynomials and Muckenhoupt weights.
In this case, we obtain more descriptive characterizations.

• If V is a polynomial, we characterize the discreteness of the spectrum of HV
in terms of the vanishing properties of the right-invariant derivatives of V
(Theorem 5.3 and Proposition 5.6);

• if V is in a local Muckenhoupt Ap class, p ∈ [1,∞), or if V is in a local
A∞ Muckenhoupt class and the measure with density V with respect to µ
is locally doubling, we characterize the discreteness of the spectrum of HV
in terms of the growth of the L1 norm of V on balls whose centres go to
infinity (Theorem 6.6).

The above results are inspired respectively by works of Metafune and Pallara [29]
and by Auscher and Ben Ali [6] and Dall’Ara [17] on Rd. We emphasize, however,
that the generality of our setting requires substantially new ideas and techniques.
To the best of our knowledge, they are the first results of their kind outside the
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Euclidean context. We also point out that the case of polynomial potentials allows
us to shed some light on certain harmonic oscillators on Heisenberg groups of recent
introduction, cf. [19, 35,36].

Finally, we discuss and describe how Schrödinger operators are related to weighted
sub-Laplacians with possibly non-smooth weights, by means of a unitary equivalence
at the L2 level.

The structure of the paper is as follows. In the following Section 2, we describe
the setting in detail, we introduce all the relevant objects of the paper and fix the
notation. Section 3 contains a first, fundamental characterization of the discrete-
ness of the spectrum of HV , which is then applied in Section 4 to obtain universal
results. Section 5 is devoted to the study of polynomial potentials, while Section 6
to potentials belonging to local Muckenhoupt classes. The final Section 7 discusses
weighted sub-Laplacians and their unitary equivalence to Schrödinger operators.

Acknowledgements. We thank Fulvio Ricci for drawing our attention to the study
of Schrödinger operators on Lie groups, and Gioacchino Antonelli for several dis-
cussions about polynomials and sub-Riemannian geometry. The two authors were
partially supported by the GNAMPA 2020 project “Fractional Laplacians and sub-
Laplacians on Lie groups and trees”. Part of this research was carried out during
a visit of the two authors to the Mathematisches Forschungsinstitut Oberwolfach
in June 2021, through the “Research in Pairs” program. We sincerely thank the
Institute for the opportunity and all its staff for their kind hospitality.

2. Lie groups and Schrödinger operators

2.1. Preliminaries on Lie groups. Let G be a noncompact connected Lie group
with identity e. We fix a left Haar measure µ on G, and denote by δG the modular
function on G, defined so that µ(Ax) = δG(x)µ(A) for every measurable subset A
of G and x ∈ G. Then, δG is an analytic character of G and the measure whose
density is δ−1

G with respect to µ is a right Haar measure on G.
We identify the Lie algebra g of G with the algebra of left-invariant vector fields on

G. We denote by expG, or simply exp if there is no risk of confusion, the exponential
map from g to G; we recall that expG is a local diffeomorphism at 0. We endow g
with a scalar product whose induced norm we denote by | · |.

We fix a subspace H of g which generates g as a Lie algebra, and we define the
associated left-invariant “horizontal” gradient ∇H so that 〈∇Hf(e), X〉 = (Xf)(e)
for every f ∈ C1(G) andX ∈ H. We identifyH with the corresponding left-invariant
distribution on G given by Hx = {Xx : X ∈ H} for x ∈ G. We also endow such
distribution with the left-invariant sub-Riemannian structure induced by the scalar
product on g, namely 〈Xx, Yx〉Hx = 〈X,Y 〉g for every X,Y ∈ H and x ∈ G.

The distribution H induces a distance on G, called Carnot–Carathéodory dis-
tance, which can be defined as follows. For x, y ∈ G, define Γ(x, y) as the set of
all absolutely continuous curves γ : [0, 1] → G such that γ(0) = x, γ(1) = y, and
γ′(t) ∈ Hγ(t) for almost every t ∈ [0, 1]. Then, define

d(x, y) = inf

{ˆ 1

0

|γ′(t)|dt : γ ∈ Γ(x, y)

}
.

By the left invariance of H, the distance d is left invariant:

d(xy, z) = d(y, x−1z), x, y, z ∈ G.

Equivalently, if for x ∈ G we denote by Lx the left translation operator by x, then
d(Lxy, Lxz) = d(y, z).
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Note that the topology induced by d is the same as the original topology of G
by Chow’s theorem (cf. [5, Theorem 3.31]), and that every bounded subset of G is
relatively compact by [5, Proposition 3.47 and Corollary 7.51].

For x ∈ G and r > 0, we shall denote by B(x, r) the open ball centred at x with
radius r with respect to d. We recall, cf. [31], that there is d0 > 0 such that for all
R > 0 there is C > 0 such that

C−1rd0 ≤ µ(B(e, r)) ≤ Crd0 , r ∈ (0, R]. (2.1)

Observe that by the left invariance of d and µ, one has

µ(B(x, r)) = µ(B(e, r))

for all x ∈ G and r > 0. By (2.1), then, the metric measure space (G, d, µ) is locally
doubling; that is, for every R > 0 there is a constant C > 0 such that

µ(B(x, 2r)) ≤ Cµ(B(x, r)), ∀x ∈ G, r ∈ (0, R]. (2.2)

The global doubling condition holds if and only if G is of polynomial growth, see,
e.g., [21, Theorem II.3].

2.2. Lp spaces and approximation procedures. We denote by Lp(G) and Lploc(G),
or simply Lp and Lploc if there is no risk of confusion, the usual Lebesgue and lo-
cal Lebesgue spaces with respect to µ, respectively. We denote by L2

H the space
of square integrable sections of H; LpH and LpH,loc are defined similarly. The space
of smooth and compactly supported functions on G will be denoted by C∞c (G), or
simply C∞c , and the spaces C∞(G) and Cc(G) are defined accordingly.

We now introduce some families of functions which are particularly useful in
approximation procedures. We first recall that if p, q, r ∈ [1,∞] are given so that
1
p + 1

q = 1 + 1
r , then the convolution of f ∈ Lp and g ∈ Lq is given by

(f ∗ g)(x) =

ˆ
G

f(y)g(y−1x) dµ(y) =

ˆ
G

f(xy−1)g(y)δ−1
G (y) dµ(y),

and it satisfies Young’s inequality (see, e.g., [24, Remark 2.2])

‖f ∗ (δ
1/p′

G g)‖r ≤ ‖f‖p‖g‖q, (2.3)

where p′ denotes the conjugate index to p.
By an approximate identity on G we shall mean a sequence (ηj), j ∈ N, of positive

C∞c functions such thatˆ
G

ηjδ
−1
G dµ = 1 and supp ηj ⊆ B(e, 1/(j + 1)), for every j ∈ N.

With this choice, 1 ∗ ηj = 1 and f ∗ ηj ≥ 0 if f ≥ 0. In addition, f ∗ ηj → f and
ηj ∗ f → f in Lp (resp. Lploc) whenever f ∈ Lp (resp. Lploc) and p ∈ [1,∞). If f ∈ Lp,
this follows from (2.3) and the density of Cc in Lp. If f ∈ Lploc, this follows from the
convergence in Lp, since

(f ∗ ηj)(x) = [(f1B(e,r+1)) ∗ ηj ](x), j ∈ N, r > 0,

for every x ∈ B(e, r), and similarly for ηj ∗ f . Here and all throughout the paper,
we denote by 1Ω the characteristic function of a given measurable subset Ω of G.

By an approximate unity on G we shall mean a family of functions of the form
(1B(e,r+1) ∗ ψ)r>0, where ψ ∈ C∞c is positive and such thatˆ

G

ψδ−1
G dµ = 1, suppψ ⊆ B(e, 1).

Then,
1B(e,r) ≤ 1B(e,r+1) ∗ ψ ≤ 1B(e,r+2), r > 0,
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so that (1B(e,r+1) ∗ ψ) is uniformly bounded and converges locally uniformly to 1
when r → ∞. Furthermore, if X is a left-invariant differential operator without
constant term on G, then the functions X(1B(e,r) ∗ψ) = 1B(e,r) ∗Xψ are uniformly
bounded on G and converge locally uniformly to 1 ∗Xψ = 0 when r → +∞.

2.3. Sub-Laplacians and Schrödinger operators. We fix once and for all an
orthonormal basis X = (X1, . . . , Xν) of H, so that the horizontal gradient can be
written as

∇Hf =

ν∑
j=1

(Xjf)Xj .

We denote by ∇∗H the formal adjoint of ∇H on L2, and define the symmetric sub-
Laplacian

L = ∇∗H∇H = −
ν∑
j=1

(X2
j + cjXj), cj = (XjδG)(e),

so that ˆ
G

(Lϕ)ψ dµ =

ˆ
G

ϕ (Lψ) dµ =

ˆ
G

∇Hϕ · ∇Hψ dµ

for every ϕ,ψ ∈ C∞c . We recall that L is an intrinsic operator, namely it depends
only on the choice of H and the scalar product thereon, and that it is a sum of
squares (i.e. has no drift) if and only if the group G is unimodular; cf. [4, 23].

Let V be a function in L1
loc which is essentially bounded from below. Up to

shifting V , we may assume that V ≥ 1. Given

Dom(Q) =
{
f ∈ L2 : ∇Hf ∈ L2

H,
√
V f ∈ L2

}
,

we define the Hermitian form

Q : (f, g) 7→
ˆ
G

(∇Hf · ∇Hg + V fg) dµ, f, g ∈ Dom(Q).

We adopt the customary notation Q(f) = Q(f, f). Since V ≥ 1, the form Q induces
a norm on Dom(Q) given by f 7→ Q(f)1/2.

Observe that Q is a positive, continuous and closed form on L2; it is also densely
defined, since C∞c ⊆ Dom(Q). Thus, it induces a self-adjoint operator HV on L2

(cf., e.g., [33, Definition 1.21]) whose domain we denote by Dom(HV ). Since

〈HV f, ϕ〉L2 = 〈Lf + V f, ϕ〉L2

for every f ∈ Dom(HV ) and ϕ ∈ C∞c , the function HV f coincides with the distri-
bution (L+V )f (observe that fV =

√
V f
√
V ∈ L1

loc). We shall show in Lemma 2.1
below that C∞c is actually dense in Dom(Q); this implies that, if f ∈ Dom(Q) and
(L+ V )f ∈ L2, then f ∈ Dom(HV ), namely that

Dom(HV ) = {f ∈ Dom(Q) : (L+ V )f ∈ L2}.

Lemma 2.1. The space C∞c is dense in Dom(Q).

Proof. If f ∈ Dom(Q) and (ψr)r>0 is an approximate unity, then fψr → f in
Dom(Q) when r →∞. Hence, we may reduce to showing the density of C∞c in the
space of functions in Dom(Q) with compact support.

Let now ϕ : C → C be a bounded, Lipschitz, and smooth function which is the
identity on B(0, 1), and define ϕk = kϕ( · /k) for every k ∈ N∗. If f ∈ Dom(Q) is
compactly supported, then ϕk ◦ f is bounded and compactly supported, belongs to
Dom(Q), and converges to f in Dom(Q) by dominated convergence, since

∇H(ϕk ◦ f) = (ϕ′k ◦ f)∇Hf,
|ϕk ◦ f | ≤ ‖ϕ‖∞|f |, and |ϕ′k ◦ f | ≤ ‖ϕ′‖∞.
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Therefore, one may in turn reduce to the problem of approximating an f ∈
Dom(Q) which is bounded and compactly supported. To do this, it is enough to
consider ηj ∗ f where (ηj) is an approximate identity. �

As mentioned above, Lemma 2.1 implies that Dom(HV ) is the set of the functions
f ∈ Dom(Q) such that (L+V )f , defined distributionally, belongs to L2, and HV f =
Lf +V f for every such f . In addition, C∞c is a core for

√
HV , but in general C∞c is

not even contained in Dom(HV ), unless V ∈ L2
loc. When V ∈ L2

loc, one may actually
show that C∞c is a core for HV , which is therefore essentially self-adjoint on the
domain C∞c . The proof is a verbatim adaptation of the proof of [12, Theorem 3.2] (see
also [34, Theorem X.28]), which is based on Kato’s inequality for L, see [34, Theorem
X.27], by using approximate unities as defined above.

Proposition 2.2. If V ∈ L2
loc, then C

∞
c is a core for HV .

3. A first characterization

Our first result is inspired by [26], and concerns a characterization of the discrete-
ness of the spectrum of HV in terms of the decay of the L2-norm of functions in
Dom(Q) outside compact sets. It may be thought of as one of the cornerstones of
the paper. In order to prove it, we need a few lemmas.

The first one is elementary. Its proof is an easy adaptation of [1, Theorems 2.32
and 2.33], but for the ease of the reader we provide all the details.

Lemma 3.1. Suppose p ∈ [1,∞). Then a subset A ⊂ Lp is relatively compact if
and only if Ar = {1B(e,r)f : f ∈ A} is relatively compact for all r > 0, and

lim
r→∞

sup
f∈A

ˆ
G\B(e,r)

|f |p dµ = 0. (3.1)

Proof. Assume that A is relatively compact, and fix ε > 0. Then, there is a finite
subset F of A such that

A ⊆
⋃
f∈F

B(f, ε/2),

where the balls are meant with respect to the Lp norm. In other words, for all
f ∈ A there is f0 ∈ F such that ‖f − f0‖p < ε/2. Moreover, there is r > 0 such that
‖(1− 1B(e,r))f1‖p < ε/2 for all f1 ∈ F . Hence

‖f(1− 1B(e,r))‖p ≤ ‖f0(1− 1B(e,r))‖p + ‖(f − f0)(1− 1B(e,r))‖p < ε.

This proves (3.1). Since the linear map f 7→ 1B(e,r)f is continuous from Lp into
itself, Ar is relatively compact for every r > 0, and the “only if” part is proved.

Conversely, assume that Ar is relatively compact for every r > 0 and that (3.1)
holds. Fix ε > 0, and choose r > 0 so that ‖(1− 1B(e,r))f‖p < ε/3 for every f ∈ A.
In addition, choose a finite subset F of A such that

Ar ⊆
⋃
f∈Fr

B(f, ε/3), Fr = {1B(e,r)f : f ∈ F}.

Then A ⊆
⋃
f∈F B(f, ε), whence A is relatively compact. �

For the next lemma we shall need Sobolev spaces on G. Given α ≥ 0 and p ∈
(1,∞), define

Lpα = {f ∈ Lp : Lα/2f ∈ Lp},
endowed with the norm f 7→ ‖f‖p + ‖Lα/2f‖p. These spaces have been introduced
and studied in [14]. In particular they interpolate well with respect to the complex
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method, see [14, Lemma 3.1], and by [14, Theorem 4.4], given α1, α2 ≥ 0 and
p1, p2 ∈ (1,∞),

Lp1α1
⊆ Lp2α2

if
1

p1
− α1 − α2

d0
≤ 1

p2
≤ 1

p1
, (3.2)

where we recall that d0 is the local dimension ofG determined by (2.1). The following
lemma is the generalization of a result in [20] to the case of general Lie groups.

Lemma 3.2. Let ϕ ∈ C∞c be given. Then the linear map

Tϕ : Lp1α1
→ Lp2 , Tϕf = fϕ,

is compact for all p1, p2 ∈ (1,∞) and α1 ≥ 0 such that 0 ≤ 1
p1
− 1

p2
< α1

d0
.

Proof. First of all we notice that, by means of a finite partition of the unity, we may
reduce to the case when ϕ is supported in the domain of a local chart (U,ψ) with U
being relatively compact. Now, define

H(1) = H, H(k+1) = H(k) + [H(1),H(k)], k ≥ 1,

so that (H(k)) is an increasing sequence of subspaces of g whose union is g by the
bracket-generating property of H.

Let m be the smallest integer such that H(m) = g. Then, every left-invariant
differential operator of order at most k on G can be decomposed as a finite linear
combination of differential operators of the form Xj1 · · ·Xj` , where ` ≤ km and
j1, . . . , j` ∈ {1, . . . , ν}. Then, the map f 7→ (Tϕf) ◦ ψ−1 maps Lp1km continuously
into W p1,k(ψ(U)) for every k ∈ N, the latter being the Euclidean Sobolev space on
ψ(U) (cf. [14, Proposition 3.3]). Since we may assume that ψ(U) is a ball of some
Euclidean space, the classical Rellich–Kondrakov theorem implies that Tϕ : Lp1km →
Lp1 is compact if k is large enough.

The result follows now by interpolation. Indeed, by [14, Lemma 3.1], for all α1 > 0
the space Lp1α1

is intermediate between Lp1km and Lp1 (up to taking k large enough).
Hence, since trivially Tϕ : Lp1 → Lp1 , by [7, Theorems 3.8.1 and 4.7.1] one gets that
Tϕ induces a compact linear map from Lp1α1

to Lp1 . Hence, the statement is proved
for p2 = p1.

Let now α1 > 0 and p2 > p1 be such that 1
p1
− 1

p2
< α1

d0
. Choose β1 < α1 such

that
1

p1
− 1

p2
<

1

d0
(α1 − β1).

Then, by combining the map Tϕ : Lp2β1
→ Lp2 which is compact by the previous step,

with the continuous embedding Lp1α1
⊆ Lp2β1

given by (3.2), one gets that Tϕ induces
a compact map from Lp1α1

to Lp2 . �

We are now in a position to state the first aforementioned characterization of
the discreteness of the spectrum of HV . It will be a fundamental criterion for the
remainder of the paper.

Proposition 3.3. The operator HV has purely discrete spectrum if and only if

lim
r→∞

sup
f∈Dom(Q)
Q(f)≤1

ˆ
G\B(e,r)

|f |2 dµ = 0.

Proof. Observe first that HV has purely discrete spectrum if and only if
√
HV has

purely discrete spectrum. This holds if and only if the (bounded) inverse
√
HV −1

of
√
HV , which exists since HV ≥ 1, is compact; cf. [32, Theorem 11.3.13]. This is,

in turn, equivalent to saying that the closed subset

A = {f ∈ Dom(Q) : Q(f) ≤ 1}
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of L2 is compact. Observe that A is contained in the unit ball of L2
1 (cf. [14,

Proposition 3.3]), so that for every ϕ ∈ C∞c the set ϕA = {ϕf : f ∈ A} is precompact
in L2 by Lemma 3.2. The statement then follows from Lemma 3.1. �

Remark 3.4. The results of this section can be extended to the case of general
relatively invariant measures, with minor modifications. Consider a continuous pos-
itive character χ of G, the measure µχ with density χδ−1

G with respect to µ, and the
sub-Laplacian

∆χ = −
ν∑
j=1

(X2
j + cjXj), cj = (Xjχ)(e). (3.3)

Then ∆χ is essentially self-adjoint on L2(µχ), and all the sub-Laplacians with drift
which are symmetric on L2(η) for some measure η are of the form (3.3), with η = µχ;
cf. [14, 23]. One can consider the form

Qχ : (f, g) 7→
ˆ
G

(∇Hf · ∇Hg + V fg) dµχ

with its natural domain, and obtain a Schrödinger operator HV,χ which coincides,
on its domain, with the operator ∆χ + V meant in the distributional sense. When
χ = δG, one obtains the form Q and the Schrödinger operator HV . All the results
of this section hold with the obvious modifications (and the same proofs) in this
more general setting; we shall not go into details here, however, as they would be
an unnecessary complication. All the results from the next section on will indeed
require a left-invariant measure.

4. General necessary and sufficient conditions

4.1. Dirichlet and Neumann spectra. Following [26], for all non-empty open
subsets U of G we define the bottoms of the Dirichlet and Neumann spectra of HV ,
respectively, as

σD(U) = inf

{ˆ
U

(
|∇Hf |2 + V |f |2

)
dµ : f ∈ C∞c (U), ‖f‖2 = 1

}
,

σN (U) = inf

{ˆ
U

(
|∇Hf |2 + V |f |2

)
dµ : f ∈ C∞(G), ‖1Uf‖2 = 1

}
.

It immediately follows from the definition that σN (U) ≤ σD(U). The aim of this
section is to characterize the discreteness of the spectrum of HV in terms of the
behaviour of σD(B) and σN (B) when B is a ball; see Theorem 4.5 below. We begin
with a partial result.

Proposition 4.1. If HV has purely discrete spectrum, then σD(B(x, r)) → ∞ as
x → ∞, for all r > 0. Conversely, if there is r > 0 such that σN (B(x, r)) → ∞ as
x→∞, then HV has purely discrete spectrum.

Proof. Assume that HV has purely discrete spectrum. Fix ε > 0, and observe that
by Proposition 3.3 there is R > 0 such thatˆ

G\B(e,R)

|f |2 dµ < ε

for all f ∈ Dom(Q) such that Q(f) ≤ 1. Therefore, if x ∈ G \ B(e,R + r) and
f ∈ C∞c (B(x, r)) satisfies ‖f‖2 = 1, we have Q(f) ≥ ε−1, whence σD(B(x, r)) ≥ ε−1.
The conclusion follows by the arbitrariness of ε.

Conversely, assume that there is r > 0 such that σN (B(x, r)) → ∞ as x → ∞.
By [2, Lemma 1], see also [11, Lemma 2.3], there are n ∈ N and a countable subset
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U of G such that
G =

⋃
x∈U

B(x, r)

and such that, for all x0 ∈ U, the intersection B(x0, r)∩B(x, r) is non-empty for at
most n elements x ∈ U.

For R > 0, define

σ̃R = inf{σN (B(x, r)) : x ∈ U, x 6∈ B(e,R+ r)},
so that, by assumption, σ̃R →∞ as R→∞. Then, define

IR = {x ∈ U : x 6∈ B(e,R+ r)}.
If f ∈ C∞c , thenˆ

G\B(e,R)

(|∇Hf |2 + V |f |2) dµ ≥ 1

n

∑
x∈IR

ˆ
B(x,r)

(|∇Hf |2 + V |f |2) dµ

≥ σ̃R
n

∑
x∈IR

ˆ
B(x,r)

|f |2 dµ

≥ σ̃R
n

ˆ
G\B(e,R+2r)

|f |2 dµ.

Therefore, ˆ
G\B(e,R+2r)

|f |2 dµ ≤ n

σ̃R
Q(f)

for every f ∈ C∞c . Since C∞c is dense in Dom(Q) by Lemma 2.1, it follows that

lim
R→∞

sup
Q(f)≤1

ˆ
G\B(e,R+2r)

|f |2 dµ = 0,

hence HV has purely discrete spectrum by Proposition 3.3. �

Corollary 4.2. If HV has purely discrete spectrum, then

lim
x→∞

ˆ
B(x,r)

V dµ =∞

for all r > 0.

Proof. Fix r > 0 and ψ ∈ C∞c (B(e, r)) so that ‖ψ‖2 = 1. For every x ∈ G, define
ψx = Lxψ and observe that ‖ψx‖2 = 1 for all x ∈ G. Then

σD(B(x, r)) ≤
ˆ
B(x,r)

(|∇Hψx|2 + V |ψx|2) dµ ≤ C
(

1 +

ˆ
B(x,r)

V dµ

)
where C := max(‖∇Hψ‖22, ‖ψ‖2∞) is independent of x. The conclusion follows, since
σD(B(x, r))→∞ for x→∞ by Proposition 4.1. �

We shall now proceed to show that σD(B(x, r)) → ∞ when x → ∞ if and only
if the same holds for σN (B(x, r)). This will refine Proposition 4.1 into a characteri-
zation of the discreteness of the spectrum of HV , which is Theorem 4.5 below. For
notational convenience, given a measurable subset U of G such that 0 < µ(U) <∞,
we define the mean of f ∈ L1(U) as

−
ˆ
U

f dµ =
1

µ(U)

ˆ
U

f dµ.

We will also need the Poincaré inequality on G, see [15, Theorem 3.1]. Given p ∈
(1,∞) and R > 0, there exists a positive constant C such that

−
ˆ
B×B
|f(x)− f(y)|p dµ(x) dµ(y) ≤ Crp −

ˆ
B

|∇Hf |p dµ (4.1)
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for all balls B of radius r ∈ (0, R] and f ∈ C∞. For x ∈ G and r > 0, we shall
denote by Sx,r the space

Sx,r =

{
f ∈ C∞(G) :

ˆ
B(x,r)

|∇Hf |2 dµ = 1

}
. (4.2)

Lemma 4.3. Let x ∈ G and r > 0 be given. If (fk) is a sequence in Sx,r, then(
fk − −

ˆ
B(x,r)

fk dµ

)
k∈N

has a convergent subsequence in L2(B(x, r)).

Proof. Combining the Poincaré inequality (4.1) with the local doubling condition (2.2)
and with [22, Theorem 9.7 and Corollary 9.5], we find q > 2 and C > 0 such that,
for all f ∈ C∞,(

−
ˆ
B(x,r)

|f − f̃ |q dµ

)1/q

≤ Cr
(
−
ˆ
B(x,r)

|∇Hf |2 dµ

)1/2

,

where f̃ := −́
B(x,r)

f dµ. Hence, the conclusion follows by [22, Theorem 8.1 and 9.7],
again by the Poincaré inequality (4.1). �

Lemma 4.4. Suppose r > 0 and define

C(r) =
4µ(B(e, r))

µ(B(e, r/2))
+ 1. (4.3)

Then, there is a decreasing function ωr : (0, 1) → (0,∞] such that, for all x ∈ G,
t ∈ (0, 1) and f ∈ C∞,ˆ

B(x,r)

|f |2 dµ ≤ C(r)

ˆ
B(x,tr)

|f |2 dµ+ ωr(t)

ˆ
B(x,r)

|∇Hf |2 dµ, (4.4)

and such that lim
t→1−

ωr(t) = 0.

When G is endowed with a Riemannian structure, it is possible to prove that
ωr(t) = O((1− t)2) for t→ 1−, at least when r is sufficiently small (cf. [26, Lemma
2.8]). Since the proof uses a good parametrization of the geodesics (namely, the
exponential map, for small balls), however, it is not clear to us whether it can be
extended to a sub-Riemannian setting. We shall then adopt a different strategy from
that of [26].

Proof. For every t ∈ (0, 1), define

ωx,r(t) = sup
f∈Sx,r

(ˆ
B(x,r)

|f |2 dµ− C(r)

ˆ
B(x,tr)

|f |2 dµ

)
,

where Sx,r was given in (4.2). Observe that ωx,r = ωe,r for all x ∈ G by left
invariance, and that ωe,r is decreasing on (0, 1). We then define ωr = ωe,r, so
that (4.4) holds.

By taking a non-zero f ∈ C∞c (B(e, r) \B(e, tr)) with normalized L2 norm of the
gradient, one also sees that ωr(t) > 0 for every t ∈ (0, 1), so that ωr : (0, 1)→ (0,∞].
It remains only to prove that ωr(t) → 0 when t → 1−. For notational convenience,
we shall just write ω and C in place of ωr and C(r) in the remainder of the proof.

Assume by contradiction that ω(t) does not tend to 0 when t → 1−, and fix a
strictly increasing sequence (tk) converging to 1 such that t0 ≥ 1/2. Then, there are
ε > 0 and a sequence (fk) in Se,r such thatˆ

B(e,r)

|fk|2 dµ ≥ ε+ C

ˆ
B(e,tkr)

|fk|2 dµ (4.5)
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for every k ∈ N.
By Lemma 4.3, we may assume that the sequence (fk − f̃k) converges to some f

in L2(B(e, r)), where

f̃k := −
ˆ
B(e,r)

fk dµ.

Since (fk − f̃k) converges to f also in L1(B(e, r)), one has
´
B(e,r)

f dµ = 0. We now
distinguish two cases, depending on the behaviour of (f̃k).

Assume first that the sequence (f̃k) in C has some bounded subsequence. Up
to passing to a subsequence, we may therefore assume that (f̃k) converges to some
c0 ∈ C, so that (fk) converges to f + c0 in L2(B(e, r)). Hence, taking the limit
in (4.5), ˆ

B(x,r)

|f + c0|2 dµ ≥ ε+ C

ˆ
B(x,r)

|f + c0|2,

which is a contradiction, since ε > 0 and C ≥ 1.
Assume then that (f̃k)→∞. By (4.5), for all k ∈ N(

−
ˆ
B(e,r)

|fk − f̃k|2 dµ

)1/2

≥
(
−
ˆ
B(e,r)

|fk|2 dµ

)1/2

− |f̃k|

≥ ε′ + C ′
(
−
ˆ
B(e,tkr)

|fk|2 dµ

)1/2

− |f̃k|,
(4.6)

where we set

ε′ =

(
ε

2µ(B(e, r))

)1/2

, C ′ =

(
Cµ(B(e, r/2))

2µ(B(e, r))

)1/2

.

Observe moreover that

−
ˆ
B(e,tkr)

|fk|2 dµ = −
ˆ
B(e,tkr)

|fk − f̃k|2 dµ+ |f̃k|2 + 2 Re

(
f̃k −
ˆ
B(e,tkr)

(f − f̃k) dµ

)
≥ −
ˆ
B(e,tkr)

|fk − f̃k|2 dµ+ |f̃k|2 − 2|f̃k|
∣∣∣∣ −ˆ
B(e,tkr)

(f − f̃k) dµ

∣∣∣∣.
This together with (4.6) implies that, for k ∈ N,(
−
ˆ
B(e,r)

|fk − f̃k|2 dµ

)1/2

≥ ε′ + C ′
(

1

2
−
ˆ
B(e,tkr)

|fk − f̃k|2 dµ

)1/2

+ |f̃k|
(
C ′√

2
− 1

)
−
√

2C ′
(
|f̃k|
∣∣∣∣ −ˆ
B(e,tkr)

(f − f̃k) dµ

∣∣∣∣)1/2

.

(4.7)

For k →∞, since

−
ˆ
B(e,tkr)

|fk − f̃k|2 dµ→ −
ˆ
B(e,r)

|f |2 dµ, −
ˆ
B(e,tkr)

(f − f̃k) dµ→ 0,

and C ′ >
√

2 by (4.3), the right hand side in (4.7) goes to +∞ while the left hand
side remains bounded. This gives a contradiction and completes the proof. �

Theorem 4.5. Let r > 0 be given. Then, the following conditions are equivalent:
(1) HV has purely discrete spectrum;
(2) lim

x→∞
σD(B(x, r)) = +∞;

(3) lim
x→∞

σN (B(x, r)) = +∞.
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Proof. To begin with, we observe that the statements (1) =⇒ (2) and (3) =⇒ (1)
follow from Proposition 4.1. Thus, we only need to prove that (2) implies (3).

Let C = C(r) be as in (4.3) and ωr as in Lemma 4.4. Fix t0 ∈ (0, 1) such that
ωr(t0) < ∞, so that ωr(t) ∈ (0, ωr(t0)] for all t ∈ [t0, 1). Choose a decreasing
homeomorphism ω : [t0, 1]→ [0,∞] such that ωr ≤ ω on [t0, 1).

For t > 0, pick a positive ηt ∈ C∞c such thatˆ
G

ηtδ
−1
G dµ = 1, supp ηt ⊆ B(e, t).

We then select a strictly increasing sequence (tk), k ≥ 1, such that t1 > t0 and
tk → 1. For all k ∈ N and t ∈ (tk, tk+1], we define

τt = 1B(x, r2 (1+tk+1)) ∗ η r2 (1−tk+1).

Then for t ∈ (t0, 1)

τt ∈ C∞c (B(x, r)), 1B(x,tr) ≤ τt ≤ 1B(x,r).

In addition, by defining

α : (t0, 1)→ (0,∞), α(t) = sup{‖∇Hτs‖∞ : s ∈ (t0, t]}+
1

1− t
,

one gets
|∇Hτt| ≤ α(t) ∀t ∈ (t0, 1).

Notice that α(t) is strictly increasing because of the extra term 1/(1− t).
By definition of σN (B(x, r)), there is f ∈ C∞ such thatˆ

B(x,r)

|f |2 dµ = 1, and Q(f) ≤ σN (B(x, r)) + 1. (4.8)

Then, for every t ∈ (t0, 1),

|∇H(fτt)|2 + V |fτt|2 ≤ |∇Hf |2 + V |f |2 + |f |2|∇Hτt|2 + 2|τtf ||∇Hf ||∇Hτt|)
≤ 2(|∇Hf |2 + V |f |2 + |f |2|∇Hτt|2).

Therefore, by integrating over B(x, r) and using (4.8),

Q(fτt) ≤ 2Q(f) + 2α2(t) ≤ 2σN (B(x, r)) + 2 + 2α2(t). (4.9)

Now, define

tx = ω−1

(
1

2σN (B(x, r)) + 2

)
,

and observe that, by the choice of ω and of f as in (4.8),

ωr(tx)

ˆ
B(x,r)

|∇Hf |2 dµ ≤ ω(tx)Q(f) ≤ ω(tx)(σN (B(x, r)) + 1) =
1

2
.

Hence, by the definition of ωr, see Lemma 4.4,

1 =

ˆ
B(x,r)

|f |2 dµ ≤ C
ˆ
B(x,txr)

|f |2 dµ+ ωr(tx)

ˆ
B(x,r)

|∇Hf |2 dµ

≤ C
ˆ
B(x,txr)

|f |2 dµ+
1

2
.

From this last inequality and the fact that τtx = 1 on B(x, txr), we deduce thatˆ
B(x,r)

|fτtx |
2

dµ ≥
ˆ
B(x,txr)

|f |2 dµ ≥ 1

2C
. (4.10)
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Therefore, from (4.10) and (4.9), we get

σD(B(x, r)) ≤ 2CQ(fτtx)

≤ 4C

[
σN (B(x, r)) + 1 + α2

(
ω−1

(
1

2σN (B(x, r)) + 2

))]
for all x ∈ G. Observe now that the function h : R+ → R+ defined by

h(s) = s+ 1 + α2

(
ω−1

(
1

2s+ 2

))
is well defined, continuous, and strictly increasing, since α is strictly increasing while
both ω−1 and s 7→ 1/(2s + 2) are strictly decreasing. In addition, since h(s) → ∞
as s→∞, also h−1(s)→∞ when s→∞. Hence,

lim inf
x→∞

σN (B(x, r)) ≥ lim
x→∞

h−1

(
σD(B(x, r))

4C

)
= +∞,

whence (3). �

4.2. Thin potentials. The following sufficient condition is inspired by [29, Theo-
rem 3.1]. As an application, see Corollary 4.7 below, we obtain a generalization of
a theorem of Simon in the Euclidean setting concerning “polynomially thin” poten-
tials [37, Theorem 2]; see also [12, Theorem 4.2] on stratified Lie groups.

Proposition 4.6. If there is r > 0 such that, for every M > 0,

lim
x→∞

µ
(
{y ∈ G : V (y) ≤M} ∩B(x, r)

)
= 0,

then HV has purely discrete spectrum.

Proof. Given M > 0, set ΩM = {y ∈ G : V (y) ≤ M}. For every f ∈ Dom(Q) and
x ∈ G, ˆ

B(x,r)∩(G\ΩM )

|f |2 ≤ 1

M

ˆ
B(x,r)

V |f |2 dµ. (4.11)

Let ψ ∈ C∞c be such that 1B(e,r) ≤ ψ ≤ 1B(e,2r), and for x ∈ G consider its translate
ψx = Lxψ. By the left invariance of the measure, the Sobolev embeddings (3.2)
and [14, Proposition 3.3], there are p > 2 and two constants C1, C

′
1 > 0 such that(ˆ

B(x,r)

|f |p dµ

)1/p

≤ ‖ψxf‖p ≤ C ′1‖ψxf‖L2
1

≤ C1

(ˆ
B(x,2r)

(|f |2 + |∇H(fψx)|2) dµ

)1/2

.

Since
|∇H(fψx)| ≤ |∇Hf |+ |∇Hψx||f | ≤ C2(|∇Hf |+ |f |),

one gets that there is C > 0 such that(ˆ
B(x,r)

|f |p dµ

)1/p

≤ C
(ˆ

B(x,2r)

(|f |2 + |∇Hf |2) dµ

)1/2

for all x ∈ G and f ∈ Dom(Q). Hence, by Hölder’s inequality,ˆ
B(x,r)∩ΩM

|f |2 dµ ≤ C2µ(ΩM ∩B(x, r))1−2/p

ˆ
B(x,2r)

(|f |2 + |∇Hf |2) dµ. (4.12)

Fix now ε > 0. By assumption, there exists R > 0 such that

C2µ(ΩM ∩B(x, r))1−2/p ≤ ε



SCHRÖDINGER OPERATORS ON LIE GROUPS 14

if d(x, e) > R; take M ≥ ε−1. Then, by (4.11) and (4.12),ˆ
B(x,r)

|f |2 dµ ≤ ε
ˆ
B(x,2r)

(|∇Hf |2 + (1 + V )|f |2) dµ, d(x, e) > R. (4.13)

We use again a covering lemma, see [11, Lemma 2.3] and [2, Lemma 1], to get a
countable subset U of G such that G =

⋃
x∈UB(x, r) and such that for all x0 ∈ U,

B(x0, 2r)∩B(x, 2r) is non-empty for at most n elements x ∈ U. Since B(x, r)∩ (G\
B(e, r +R)) 6= ∅ implies x /∈ B(e,R), by (4.13) we getˆ

G\B(e,r+R)

|f |2 dµ ≤
∑
x∈U

B(x,r)∩(G\B(e,r+R)) 6=∅

ˆ
B(x,r)

|f |2 dµ

≤ ε
∑
x∈U

ˆ
B(x,2r)

(|∇Hf |2 + (1 + V )|f |2) dµ

≤ 2εnQ(f).

The conclusion then follows from Proposition 3.3. �

As a corollary, we obtain the aforementioned generalization of [37, Theorem 2]
and [12, Theorem 4.2] for polynomially thin potentials.

Corollary 4.7. Assume that for every M > 0 there is ` > 0 such that ΩM = {y ∈
G : V (y) ≤M} satisfies ˆ

ΩM

µ(ΩM ∩B(x, r))` dµ(x) <∞

for every r > 0. Then HV has purely discrete spectrum.

Proof. By Proposition 4.6, it is enough to show that, if a measurable subset Ω of G
is such that, for some ` > 0,ˆ

Ω

µ(Ω ∩B(x, r))` dµ(x) <∞

for all r > 0, then there is s > 0 such that µ(Ω ∩ B(x, s)) → 0 when x → ∞. We
shall actually show that such condition holds for all s > 0.

Pick s > 0 and assume, by contradiction, that there exist a sequence (xn) going
to ∞ in G, and ε > 0 such that µ(Ω ∩ B(xn, s)) ≥ ε for all n ∈ N. Without loss
of generality, we can assume that d(xn, xm) ≥ 2s for all n 6= m, so that the balls
B(xn, s) are pairwise disjoint. It follows that, for all n ∈ N and x ∈ Ω ∩B(xn, s),

µ(Ω ∩B(x, 2s)) ≥ µ(Ω ∩B(xn, s)) ≥ ε. (4.14)

Thereforê

Ω

µ(Ω ∩B(x, 2s))` dµ(x) ≥
∑
n

ˆ
Ω∩B(xn,s)

µ(Ω ∩B(x, 2s))` dµ(x)

≥ ε`
∑
n

µ(Ω ∩B(xn, s)) =∞,

where the last equality follows from (4.14). The proof is complete. �

4.3. A prelude to polynomial potentials. The last result of this section is a
characterization of the discreteness of the spectrum of Schrödinger operators whose
potential is of the form V = f ◦ p, where p : G → Rn is a function in a finite-
dimensional left-invariant space of functions and f : Rn → R is a proper map. We
recall that a spaceW of functions on G is said to be left-invariant if the left-translates
of its elements still belong toW . This result will lay the ground for the next section,
where p will be a polynomial map. The characterization is again provided in terms
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of the decay property at infinity of the measure of the sublevel sets of V . We begin
with some lemmas.

Lemma 4.8. Let W be a finite-dimensional left-invariant space of functions from
G to some Rn. Then, every element of W is real analytic.

Proof. Observe that the map L : G → GL(W ) given by x 7→ Lx is a group homo-
morphism. In addition, if we endow W with the unique Hausdorff topology which is
compatible with its vector space structure and GL(W ) with the topology of point-
wise convergence, then L is continuous. Therefore, L is real analytic by [9, Theorem
1, Ch. 3, §8, No. 1]. Hence, for every p ∈ W the map x 7→ Lx−1p(e) = p(x) is real
analytic. �

Lemma 4.9. Let W be a finite-dimensional left-invariant space of functions from
G to some Rn. Let δ, r > 0 be given. Then, there is C > 0 such that, for every
M > 0, x ∈ G, and p ∈W , if

µ({y ∈ G : |p(y)| ≤M} ∩B(x, r)) ≥ δ

then ‖1B(x,r)p‖∞ ≤ CM .

Proof. We may reduce to proving the assertion for x = e andM = 1, up to replacing
p with Mp(x−1 · ). Then, assume by contradiction that there is a sequence (pk) of
elements of W such that

µ({y ∈ G : |pk(y)| ≤ 1} ∩B(e, r)) ≥ δ

for every k ∈ N, and
lim
k→∞

‖1B(e,r)pk‖∞ =∞. (4.15)

Observe that the map p 7→ ‖1B(e,r)p‖∞ is a continuous semi-norm on W ; it is a
norm by Lemma 4.8.

SinceW is finite dimensional, we may assume that the sequence (pk/‖1B(e,r)pk‖∞)
converges to some p ∈W . By continuity, ‖1B(e,r)p‖∞ = 1.

Now, set
Fk = {y ∈ G : |pk(y)| ≤ 1} ∩B(e, r), k ∈ N,

so that, by assumption, µ(Fk) ≥ δ. If we define

F =
⋂
k∈N

⋃
h≥k

Fh,

then F ⊆ B(e, r) and

µ(F ) = lim
k→∞

µ

( ⋃
h≥k

Fh

)
≥ δ.

Because of (4.15) and since |pk(y)| ≤ 1 for all y ∈ Fk, one gets

|p(y)| = lim
k→∞

|pk(y)|
‖1B(e,r)pk‖∞

= 0 ∀ y ∈ F,

namely p(F ) = {0}. Therefore, p vanishes on a set of strictly positive measure;
since it is analytic by Lemma 4.8, we obtain p = 0, while ‖1B(e,r)p‖∞ = 1: this is a
contradiction. �

Proposition 4.10. Let W be a finite-dimensional left-invariant space of functions
from G to some Rn. Assume that V = f ◦ p for some p ∈W and some proper map
f : Rn → R, and suppose r > 0. Then HV has purely discrete spectrum if and only
if, for every M > 0,

lim
x→∞

µ
(
{y ∈ G : V (y) ≤M} ∩B(x, r)

)
= 0.
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Proof. Sufficiency is a special case of Proposition 4.6. Conversely, assume that there
are M, δ > 0, and a sequence (xk) of elements of G such that (xk)→∞ for k →∞
and

µ({y ∈ G : V (y) ≤M} ∩B(xk, r)) ≥ δ.
Observe that we may assume that the balls B(xk, r) are pairwise disjoint; in addition,
since f is proper, there is a constant M ′ > 0 such that

{y ∈ G : V (y) ≤M} ⊆ {y ∈ G : |p(y)| ≤M ′}.
By Lemma 4.9 we get that ‖1B(xk,r)p‖∞ ≤ CM ′ for every k ∈ N, so that V is
uniformly bounded on

⋃
k∈NB(xk, r). Now, if u ∈ C∞c (B(e, r)) is non-zero, then

the sequence (u(x−1
k · )) is bounded in the domain of HV , but has no convergent

subsequence. Hence, HV does not have purely discrete spectrum by [32, Theorem
11.3.13]. �

As its proof shows, Proposition 4.10 can be rephrased in an equivalent way which
will be convenient to us in the following. For future reference, we state it as a remark.

Remark 4.11. Under the assumption of Proposition 4.10, HV does not have purely
discrete spectrum if and only if there is a sequence (xk) in G such that xk →∞ and
such that p is uniformly bounded on the sets B(xk, r), k ∈ N.

5. Polynomial potentials

In this section we consider the special case when the potential V is a polynomial,
and obtain a characterization of the discreteness of the spectrum of HV in terms
of the vanishing properties of the right-invariant derivatives of V . Though inspired
by [29], such result needs substantially different ideas and techniques. In the final
part of the section we discuss some notable examples, namely harmonic oscillators
on Heisenberg groups.

We begin by recalling two definitions of polynomials on general connected Lie
groups. Given a left-invariant vector X ∈ g, we denote by XR the unique right-
invariant vector field such that XR

e = Xe. We follow closely [3]; see also [27].

Definition 5.1. Let m,n ∈ N be given.
(i) A function p : G→ Rn of class Cm is said to be a g-polynomial of degree at

most m if (XR)mp = 0 for every X ∈ g.
(ii) A function p : G→ Rn of class Cm+1 is said to be a Leibman polynomial of

degree at most m if XR
1 · · ·XR

m+1p = 0 for every X1, . . . , Xm+1 ∈ g.
The space of g-polynomials of degree at most m will be denoted by Pm.

Observe that even though [3] considers left-invariant vector fields, its theory holds
as well with the right-invariant ones by considering the opposite group of G (i.e., by
considering the group which switches the role of the first and second factor). More-
over, [3] considers only scalar-valued polynomials, but its results can be applied in
our setting componentwise. Our definition of Leibman polynomials is an equivalent
formulation of that in [27] given in [3, Proposition 5.1].

We first prove a preliminary result about the structure of the space of g-polynomials
and the properties of its elements.

Lemma 5.2. For all m ∈ N, Pm is a finite-dimensional space and is invariant both
under left and right translations. Further, every element of Pm is real analytic.

Proof. The fact that Pm is finite dimensional and that its elements are real analytic is
proved in [3, Theorem 1.1]. In addition, it follows from the definition that Pm is right
invariant. We are then left with proving that Pm is also left invariant. For g ∈ G,
define Adg : g → g as the differential of the inner automorphism x 7→ gxg−1 of G,
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and let X ∈ g. Then, since Adg−1X is left invariant and (XR)Lg = Lg(Adg−1X)R,
one gets

(XR)mLgp = Lg[(Adg−1X)R]mp = 0,

so that Lgp ∈ Pm by the arbitrariness of X. �

The following theorem is one of the main results of this section. We recall that an
exponential group is a group whose exponential is a global diffeomorphism. Notable
examples are simply connected nilpotent Lie groups.

Theorem 5.3. Assume that G is an exponential group, and that V = f ◦ p for
a g-polynomial p : G → Rn and a proper map f : Rn → R. Then, HV has purely
discrete spectrum if and only if there is no non-zero X ∈ g such that XRp = 0.

Proof. Let m ∈ N be such that p ∈ Pm. Assume that there is no non-zero X ∈ g
such that XRp = 0, and by contradiction assume also that HV does not have purely
discrete spectrum. Fix r > 0. By Remark 4.11, there is a sequence (xj) of elements of
G such that xj →∞ for j →∞ and such that the sequence (1B(xj ,r)p) is uniformly
bounded.

Observe that, since exp is onto, there are tj ≥ 0 and Xj ∈ g such that |Xj | = 1
and xj = exp(tjXj). Since xj → ∞, one has tj → +∞; we may then assume that
tj ≥ 1 for every j ∈ N. Take r′ > 0 and ε > 0 such that

exp(Y )B(e, r′) ⊆ B(e, r) ∀Y ∈ Bg(0, ε), (5.1)

and let us prove that for every k ∈ N there is a constant Ck > 0 such that, for all
X ∈ Bg(0, 1) and t ∈ R,

‖1exp(tX)B(e,r′)(X
R)kp‖∞ ≤ Ck‖1exp(tX)B(e,r)p‖∞. (5.2)

Indeed, observe first that since p ∈ Pm, for X ∈ g and y ∈ G one has(
d

dt

)m
p(exp(tX)y) = (XR)mp(exp(tX)y) = 0.

Hence the functions t 7→ p(exp(tX)y), t ∈ R, are polynomials on R of degree at most
m − 1, whose vector space we denote by W . Since derivatives are linear operators
on the finite dimensional vector space W , they are continuous with respect to any
norm on it; in particular, for every k ∈ N there is a constant Ck > 0 such that

|q(k)(0)| ≤ Ck‖1(−ε,ε)q‖∞
for every q ∈W . By the translation invariance of W , one gets

|q(k)(t)| ≤ Ck‖1(t−ε,t+ε)q‖∞ (5.3)

for every q ∈W and t ∈ R. Hence, by (5.3) applied to the polynomial

t 7→ p(exp(tX)y),

and by (5.1), for X ∈ Bg(0, 1), y ∈ B(e, r′) and t ∈ R we get

|(XR)kp(exp(tX)y)| ≤ Ck‖1(t−ε,t+ε)p(exp( ·X)y)‖∞ ≤ Ck‖1exp(tX)B(e,r)p‖∞,
whence our claim (5.2).

Now observe that, by (finite) Taylor expansion,

[(XR)kp](exp(tX)y) =

m−k−1∑
h=0

th

h!
(XR)k+hp(y)

for every X ∈ g, t ∈ R, y ∈ G, and k = 0, . . . ,m− 1. By (5.2), for k = 0, . . . ,m− 1
the functions

[(XR
j )kp](exp(tjXj) · ) =

m−k−1∑
h=0

thj
h!

(XR
j )k+hp =

m−1∑
`=0

a
(j)
k,`t

`
j(X

R
j )`p
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are uniformly bounded on B(e, r′) for j ∈ N, where we set

a
(j)
k,` =

{
1

(`−k)!tkj
if 0 ≤ k ≤ ` ≤ m− 1

0 if 0 ≤ k, ` ≤ m− 1, ` < k.

Since, for every j, the matrices (a
(j)
k,`) are upper triangular with diagonal elements

constantly equal to 1, for j ∈ N they are uniformly bounded and have determinant
1. Hence, the matrices (a

(j)
k,`)
−1 are uniformly bounded as well, as j ∈ N. Therefore,

we deduce that the functions

t`j(X
R
j )`p, j ∈ N,

are uniformly bounded on B(e, r′) for every ` = 0, . . . ,m − 1. In particular, the
functions

tjX
R
j p, j ∈ N,

are uniformly bounded on B(e, r′).
Since |Xj | = 1 for all j, up to considering a subsequence we may assume that

(Xj) converges to some X∞ in g, with |X∞| = 1. Moreover, since tj → ∞ and
(tjX

R
j p) is bounded on B(e, r′), the sequence (XR

j p)j converges uniformly to 0 on
B(e, r′), so that XR

∞p = 0 on B(e, r′). Since p is analytic by Lemma 5.2, XR
∞p = 0

on G: contradiction.
Conversely, assume that XRp = 0 for some non-zero X ∈ g, and let us prove that

HV does not have purely discrete spectrum. By Taylor expansion, as before,

p(exp(tX)y) =

m−1∑
h=0

th

h!
(XR)hp(y) = p(y),

whence the left hand side is uniformly bounded as t ∈ R and y lies in a relatively
compact open subset of G. Since exp(tX)→∞ when t→∞, the conclusion follows
from Remark 4.11. �

The next goal in this section is to prove an analogue of Theorem 5.3 on groups
which are not exponential. To do this, we shall consider Leibman polynomials, and
reduce the problem from a non-exponential group to a nilpotent group. The reason
for considering Leibman polynomials here is that they behave well when passing to
a quotient with respect to an element of the lower central series of the group; and
this will be one of the steps of our reduction.

The characterization that we obtain is in terms of vector fields whose flow is
proper. In this order of ideas, we proceed with proving Lemmas 5.4 and 5.5 below.
Since the latter will be applied to some groups other than G, we distinguish from G
the Lie group therein.

Lemma 5.4. Let p : G → Rn be a Leibman polynomial. Then, there is a closed
connected normal subgroup N of G such that G/N is simply connected and nilpotent,
and such that p = q ◦ π, where π : G → G/N is the canonical projection and q is a
Leibman polynomial on G/N .

Proof. By the definition of a Leibman polynomial, there is an element h̃ of the lower
central series of g such that

XRp = 0, ∀X ∈ h̃. (5.4)

For the sake of clarity, we summarize here the strategy of the proof.
Step 1. We show that if H is the closure of the integral subgroup of G corresponding

to h̃, then p is right H-invariant, hence it induces a Leibman polynomial on
the nilpotent Lie group G/H, whose Lie algebra we denote with m.
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Step 2. We observe that G/H is the quotient of the simply connected Lie group M
with same Lie algebra m, modulo a discrete subgroup D of the center of M .

Step 3. We prove that the polynomial on M induced by p is right invariant with
respect to the smallest integral subgroup of M containing D, so that it
induces a Leibman polynomial on the quotient. We then reconstruct p in
terms of this last Leibman polynomial.

Step 1. Let H̃ be the connected integral subgroup of G whose tangent Lie algebra
is h̃, and observe that H̃ is a normal subgroup, cf. [9, Def. 1, Thm. 2, Prop. 14, Ch.
III, §6]. Then, the closure H of H̃ is a closed normal Lie subgroup of G, hence its
Lie algebra h is an ideal of g containing h̃.

We now show that

p(xy) = p(x) ∀x ∈ G, y ∈ H, (5.5)

so that XRp = 0 for every X ∈ h. By (5.4), property (5.5) holds when y ∈ expG(h̃),
hence when y is a finite products of elements of expG(h̃). Since expG(h̃) is a sym-
metric neighbourhood of the origin in H̃, (5.5) holds for every y ∈ H̃. By continuity,
this property extends to every y ∈ H.

By (5.5), p is constant on xH for all x, hence it induces a function p1 on G/H.
In other words, if π1 : G→ G/H is the canonical projection, then

p = p1 ◦ π1.

By [27, Proposition 1.11], p1 is a Leibman polynomial on G/H.
Step 2. Let M be a simply connected Lie group with nilpotent Lie algebra m =

g/h, and observe that, since M is nilpotent, it may be identified with its Lie algebra
by means of the exponential map. In addition, by [9, Theorem 3, Ch. III, §6, No. 3],
there is an analytic homomorphism π2 : M → G/H such that π2 is onto and kerπ2

is a discrete subgroup D of the centre Z of M . Observe that Z can be identified
with the centre z of m (as a manifold and as a group) by means of the exponential
map by [9, Propositions 13 and 15, Ch. III, §9, No. 5]. We define D′ = exp−1

M (D),
and observe that D′ is a (closed) discrete subgroup of z.

Step 3. Again by [27, Proposition 1.11], p1 ◦ π2 is a Leibman polynomial on M ;
that is, since M is nilpotent,

p2 := p1 ◦ π2 ◦ expM

is a polynomial on m, by [3, Corollary 1.4].
In addition, since D = kerπ2, one has p2(X1 + X2) = p2(X1) for every X1 ∈ m

and X2 ∈ D′, hence for every X2 in the vector subspace V of z generated by D′.
Therefore, p2 induces a polynomial map p3 on the simply connected nilpotent Lie
group M/ expM V, i.e.

p2 = p3 ◦ πV ◦ expM

where πV : M →M/ expM V is the canonical projection.
To conclude, observe that expM V/D is a closed connected normal subgroup of

M/D, so that there are a closed connected normal subgroup N of G (containing
H), an isomorphism π3 : M/ expM V → G/N , and a Leibman polynomial q on G/N
such that

q ◦ π3 = p3.

Therefore, q ◦ π = p, where π : G→ G/N denotes the canonical projection. �

Lemma 5.5. Let H be a connected noncompact Lie group with Lie algebra h. Then,
there is X ∈ h such that the map t 7→ expH(tX) is proper.



SCHRÖDINGER OPERATORS ON LIE GROUPS 20

Proof. We claim that the statement holds when h is compact and when h is solvable.
Assuming the claim, we complete the proof.

By [39, Theorem 3], H can be decomposed as H = KS where K is a closed
connected subgroup ofH whose Lie algebra is compact, and S is a solvable connected
subgroup ofH. Observe that S is a solvable connected subgroup ofH by [9, Corollary
2 to Proposition 1, Ch. III, §9, No. 1], so that we may assume that S is closed in H.
Since H is not compact, either K or S is not compact.

Therefore H has a closed, connected and noncompact subgroup H1, with Lie
algebra h1, with the property that, by the claim, there is Y ∈ h1 such that t 7→
expH1

(tY ) is proper. By identifying h1 with a subalgebra of h, we get expH1
= expH

on h1. Since the embedding H1 → H is proper, as H1 is closed in H, the conclusion
follows. We are then left with proving the claim.

Assume first that h is compact. By [10, Proposition 5, Ch. IX, §1, No. 4], there
are a closed, central, simply connected subgroup N of H and a connected compact
subgroup K of H such that H is the direct product N ×K. Observe that N is an
abelian group and, since H is not compact, N is not trivial. If n is the Lie algebra
of N , identified with an ideal of h, then expH induces an isomorphism of n onto N ,
so that, for every non-zero X ∈ n, the map t 7→ expH(tX) is proper.

Assume now that h is solvable. Then, there are a simply connected Lie group
S with Lie algebra h, and a surjective analytic homomorphism π : S → H such
that dπ is the identity and kerπ is a discrete closed subgroup of the centre of S
(cf. [9, Theorem 3, Ch. III, §6, No. 3]).
By [16, Theorem 1], there are a basis (X1, . . . , Xk) of h as a vector space and integers
0 ≤ r ≤ k, 1 ≤ j1 < · · · < jr ≤ k such that

(i) kerπ is a free abelian group of rank r;
(ii) the map

ϕ : Rk → S, ϕ(t) = expS(t1X1) · · · expS(tkXk),

is an analytic bijection;
(iii) Xj1 , . . . , Xjr generate an abelian subalgebra of h;
(iv) (expS(Xj1), . . . , expS(Xjr )) is a basis of kerπ as a Z-module.

Observe that if r = k, then h is abelian, hence S = Rk and, up to a change of
coordinates, kerπ = Zk. Thus H ∼= Tk, in particular H is compact. Since this is
not the case, we actually have r < k. Then, there is j0 ∈ {1, . . . , k} \ {j1, . . . , jr}.
Let us prove that the map t 7→ expH(tXj0) is proper.

Assume by contradiction that there exists a compact subset L of H such that
A := {t ∈ R : expH(tXj0) ∈ L} is unbounded. Notice that since expH(nXj`) =
expH(Xj`)

n is in the centre of S for every ` = 1, . . . , r and n ∈ Z,

ϕ(t)

r∏
`=1

expH(Xj`)
nj` = ϕ

(
t+

r∑
`=1

n`ej`

)
for every t ∈ Rk and n1, . . . , nr ∈ Z, where (ej)j=1,...,k is the canonical basis of Rk.
In addition, by [8, Proposition 18, Ch. IX, §2, No. 10], there is a compact subset L′
of Rk such that L = π(ϕ(L′)), so that

Aej0 ⊆ ϕ−1(π−1(L)) =

r∑
`=1

Zej` + L′.

This is a contradiction because Aej0 is unbounded, while Rej0 ∩ (
∑r
`=1 Zej` +L′) is

bounded. �

Proposition 5.6. Assume that V = f ◦p for some Leibman polynomial p : G→ Rn
and a proper map f : Rn → R. Then, HV has purely discrete spectrum if and only
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if there is no X ∈ g such that XRp = 0 and such that the map t 7→ expG(tX) is
proper.

Proof. By Lemma 5.4, there is a closed connected normal subgroup N of G such that
G/N is simply connected and nilpotent, and such that p factors through the canon-
ical projection π : G→ G/N , namely p = q ◦π, where q is a Leibman polynomial on
G/N .

Fix r > 0. By Remark 4.11, HV does not have purely discrete spectrum if and
only if there is a sequence (xk) in G such that xk →∞ and such that p is uniformly
bounded on the sets B(xk, r), k ∈ N. This happens if and only if q is uniformly
bounded on the sets π(B(xk, r)), k ∈ N. Two possibilities may arise:

(a) the sequence (π(xk)) stays in a compact subset K of G/N ;
(b) there is a subsequence of (π(xk)) which goes to ∞ in G/N .
If (a) holds, then kerπ = N is not compact. Therefore, there is X in the ideal of

g tangent to N such that the map t 7→ expG(tX) ∈ G is proper by Lemma 5.5, and
clearly XRp = XR(q ◦ π) = 0. Thus, the “only if” part is proved when condition (a)
holds.

Assume instead that (b) holds. By Remark 4.11 applied to G/N , dπ(L), and
f ◦ q, the operator dπ(L) + f ◦ q does not have purely discrete spectrum. Then, by
Theorem 5.3, there is a non-zero right-invariant vector field Y on G/N such that
Y q = 0 on G/N . Since there is X ∈ g such that dπ(X)R = Y as dπ is surjective,
we deduce XRp = 0. In addition, the map t 7→ expG(tX) ∈ G is proper, for
otherwise there would be a compact subset L of G such that expG(AX) ⊆ L for some
unbounded subset A of R, whence expG/N (AY R) ⊆ π(L), which is a contradiction.
Thus, the “only if” part is proved also if condition (b) is satisfied, hence its proof is
complete.

To show the “if” part, by Remark 4.11 it suffices to show that, if there is X ∈ g
such that XRp = 0 and such that the map t 7→ expG(tX) is proper, then the
sequence (expG(kX)) in G converges to ∞ and p is uniformly bounded on the balls
B(expG(kX), r), k ∈ N. Since p is then constant on the integral curves of XR, which
are of the form t 7→ expG(tX)x for x ∈ G, the assertion follows. �

We conclude this section with some remarks and notable examples of Schrödinger
operators with polynomial potentials on the Heisenberg groups.

5.1. Examples and remarks. The Heisenberg groups. For n ∈ N, the (2n+1)-
dimensional Heisenberg group Hn is the 2-step stratified Lie group whose underlying
manifold is Rn × Rn × R, endowed with the group law

(x, y, t)·(x′, y′, t′) =
(
x+x′, y+y′, t+t′+

1

2
(x·y′−y·x′)

)
, x, y, x′, y′ ∈ Rn, t, t′ ∈ R.

Its Lie algebra hn is spanned, as a vector space, by the left-invariant vector fields
X1, . . . , Xn, Y1, . . . , Yn, T given by

Xj = ∂xj −
1

2
yj∂t, Yj = ∂yj +

1

2
xj∂t, j = 1, . . . , n, T = ∂t,

which satisfy the relations

[Xj , Yj ] = T, [Xj , T ] = [Yj , T ] = 0, j = 1, . . . , n.

Their corresponding right-invariant vector fields are

XR
j = ∂xj +

1

2
yj∂t, Y Rj = ∂yj −

1

2
xj∂t, j = 1, . . . , n, TR = ∂t.

The groupHn is unimodular, and if µ is the left (and right) Haar measure, namely the
Lebesgue measure, then L = −

∑n
j=1(X2

j + Y 2
j ) is a sum-of-squares sub-Laplacian.

If n = 1, we just write X1 = X and Y1 = Y .
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It has recently become of interest the problem of introducing on Hn an analogue
of the Euclidean harmonic oscillator ∆ + | · |2, where ∆ = −(∂2

x1
+ · · · + ∂2

xn) is
the classical Laplacian. Since the Euclidean harmonic oscillator is a Schrödinger
operator (with | · |2 as a potential), it is reasonable to expect that its analogue on
Hn is a Schrödinger operator as well. Two different candidates have been proposed,
in [19] and [35,36] respectively, as Schrödinger operators in the form L+V , for some
polynomial potentials V , and a quantitative description of their spectrum has been
given. By Theorem 5.3, we can obtain at once a qualitative, though not quantitative,
description of their spectrum and shed some light on the nature of their difference.

In [19], it was proved that, if n = 1, then the spectrum of

−X2 − Y 2 + x2 + y2

is a half-line. In particular, it is not discrete; this latter fact can be easily obtained
from Theorem 5.3, as ∂t(x2 +y2) = 0. In [35,36], an harmonic oscillator was defined
by means of the representation theory of the Dynin–Folland group, having the form

−
n∑
j=1

(X2
j + Y 2

j ) + γt2,

for a suitable γ > 0. It was shown in [36] that its spectrum is discrete, and asymptotic
estimates were given for the distribution of its eigenvalues. Again, the discreteness
of the spectrum of this operator follows at once from Theorem 5.3; the reader can
in fact easily verify that there are no nonzero right-invariant vector fields which
annihilate (x, y, t) 7→ γt2.

Observe, moreover, that there are several polynomial potentials (in the wide sense
as above, possibly involving a proper map) which may give rise to good candidates for
harmonic oscillators on Hn. For example, one may consider a Schrödinger operator
HV where V = N2, being N a homogeneous norm on Hn such as the Kaplan norm

N(x, y, t) = 4
√

(|x|2 + |y|2)2 + 16t2.

By Proposition 4.6, such an HV has purely discrete spectrum.
As a final remark, we also observe that one cannot replace the right-invariant

vector fields with the left-invariant ones in Theorem 5.3, in general. The polynomial

p(x, y, t) = y2x+ 2yt

on H1 is annihilated by X, while it is not annihilated by any right-invariant vector
fields, hence by Theorem 5.3 the corresponding Schrödinger operator has purely
discrete spectrum. Analogously, the polynomial

p(x, y, t) = y2x− 2yt

on H1 is annihilated by XR, while it is not annihilated by any left-invariant vector
field.

6. Muckenhoupt potentials

The aim of this section is to study the case when the potential V is a local
Muckenhoupt weight. To do this, we first develop a basic theory for such weights on
G; recall that as a metric measure space, G is locally doubling but, in general, not
doubling. For more information about Muckenhoupt weights on doubling measure
spaces, we refer the reader to [38].

For R > 0, let BR be the set of all balls of radius at most R. If B is a ball of
radius r and λ > 0, we denote by λB the ball with same centre and radius λr. For
a non-zero positive w ∈ L1

loc, we denote by µw the measure with density w with
respect to µ, and consider the following conditions.
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(1) There are ε, δ ∈ (0, 1) such that, for every ball B ∈ BR and every Borel
subset F of B,

µ(F ) ≤ εµ(B) =⇒ µw(F ) ≤ δµw(B).

(2) There are p ∈ [1,∞) and C > 0 such that, for every ball B ∈ BR and every
Borel subset F of B,

µw(F )

µw(B)
≥ C

(
µ(F )

µ(B)

)p
.

(3) There are p ∈ (1,∞) and C > 0 such that, for every ball B ∈ BR,(
−
ˆ
B

w dµ

)(
−
ˆ
B

w−p
′/p

)p/p′
≤ C.

(4) There are δ, c > 0 such that, for every ball B ∈ BR,

µ

({
x ∈ B : w(x) ≥ δ −

ˆ
B

w dµ

})
≥ cµ(B).

Note that, a priori, condition (2) is meaningless if µw(B) = 0. However, if (2)
holds for all B ∈ BR such that µw(B) > 0, then the local doubling property of µ
(recall (2.2)) implies that µw is doubling on the balls in BR. Since G is connected
and µw 6= 0 by assumption, one gets µw(B) > 0 for all balls B.

The following result is a local version of [38, Corollary 14], and will lead us to the
definition of some classes of local Muckenhoupt weights.

Proposition 6.1. Let R > 0 and a positive w ∈ L1
loc be given. Then

(4) =⇒ (1), (3) =⇒ (2) =⇒ (1), and (3) =⇒ (4).

If there is a constant C > 0 such that

µw(5B) ≤ Cµw(B) (6.1)

for every B ∈ BR, then conditions (1)–(4) are equivalent.

Proof. The arguments used to prove [38, Corollary 14] show that (3) =⇒ (2) =⇒ (1),
and that if there is a constant C > 0 such that (6.1) holds for all B ∈ BR, then (1)
implies (3).

We now prove that (4) implies (1). By (4), there are δ, c > 0 such that

µ(Eδ(B)) ≥ cµ(B) (6.2)

for all B ∈ BR, where to simplify the notation we have set

Eδ(B) =

{
y ∈ B : w(y) ≥ δ −

ˆ
B

w dµ

}
. (6.3)

Notice that c ≤ 1.
Set α = c/2 and β = 1 − cδ/2. Take B ∈ BR, and let F be a Borel subset of B

such that µ(F ) ≤ αµ(B). Then

µ(Eδ(B) \ F ) = µ(B \ F ) + µ(Eδ(B))− µ((B \ F ) ∪ Eδ(B))

≥ (1− α)µ(B) + cµ(B)− µ(B)

=
c

2
µ(B),

so that by (6.2)ˆ
B\F

w dµ ≥
ˆ
Eδ(B)\F

w dµ ≥ c

2
µ(B)δ −

ˆ
B

w dµ = (1− β)

ˆ
B

w dµ.

Hence,
µw(F ) ≤ βµw(B),
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which proves (1).
To conclude the proof, it will then be enough to prove that (3) implies (4). More

precisely, we shall prove that for every c ∈ (0, 1) we may find δ ∈ (0, 1) so that (4)
holds. For B ∈ BR, set

w = inf{ t > 0: µ({y ∈ B : w(y) > t}) ≤ cµ(B) },
so that clearly

µ({ y ∈ B : w(y) > w }) ≤ cµ(B),

that is,
µ({ y ∈ B : w(y) ≤ w }) ≥ (1− c)µ(B). (6.4)

Observe that, in addition,

µ({ y ∈ B : w(y) ≥ w }) ≥ cµ(B). (6.5)

By (6.4) (
−
ˆ
B

w−p
′/p dµ

)p/p′
≥ (1− c)p/p

′
w−1,

and this together with (3) implies

−
ˆ
B

w dµ ≤ C
(
−
ˆ
B

w−p
′/p dµ

)−p/p′
≤ (1− c)−p/p

′
Cw.

Therefore,
{ y ∈ B : w(y) ≥ w } ⊆ E(1−c)p/p′C−1(B),

whence, by (6.5),
µ(E(1−c)p/p′C−1(B)) ≥ cµ(B).

The proof is complete. �

The previous result brings us to the following definitions. For notational conve-
nience, we shall maintain the notation (6.3).

Definition 6.2. We define A∞,loc as the space of non-zero positive functions w ∈
L1

loc for which there are R, δ, c > 0 such that

µ(Eδ(B)) ≥ cµ(B) (6.6)

for all B ∈ BR. We define Ã∞,loc as the space of w ∈ A∞,loc such that there are
R,C > 0 such that

µw(2B) ≤ Cµw(B)

for every ball B ∈ BR. If p ∈ [1,∞), we define Ap,loc as the set of non-zero positive
functions w ∈ L1

loc for which there are R,C > 0 such that(
−
ˆ
B

w dµ

)(
−
ˆ
B

w−p
′/p

)p/p′
≤ C

if p > 1, and (
−
ˆ
B

w dµ

)
‖w−1‖L∞(B) ≤ C

if p = 1, for every B ∈ BR.

By Jensen’s inequality, Ap,loc ⊆ Aq,loc for every 1 ≤ p ≤ q < ∞, and by the
implication (3) =⇒ (4) in Proposition (6.1), Ap,loc ⊆ A∞,loc for all p ∈ (1,∞). We
are now going to show that the spaces Ap,loc, p > 1, and Ã∞,loc may be equivalently
defined by requiring that the stated conditions hold for every R > 0 (instead for
some R > 0).

Proposition 6.3. If w ∈ Ã∞,loc, then the measure µw is locally doubling and con-
ditions (1)–(4) hold for every R > 0.
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Proof. Define Âp,R, for every R > 0 and p ∈ (1,∞), as the set of positive non-zero
functions w ∈ L1

loc(µ) for which there is a constant C > 0 such that

µw(F )

µw(B)
≥ C

(
µ(F )

µ(B)

)p
(6.7)

for every ball B ∈ BR, and every Borel subset F of B.
We claim that

Âp,R = Âp,R′ ∀R,R′ > 0. (6.8)

The statement follows from the claim, as we now show. If w ∈ Ã∞,loc, then there
are p ∈ (1,∞) and R > 0 such that w ∈ Âp,R, by Proposition 6.1. Hence, w ∈ Âp,R′
for every R′ > 0, by the claim. In particular, the measure µw is locally doubling
(apply (6.7) with F = 1

2B, and use the fact that µ is locally doubling). Therefore,
the assertion follows from Proposition 6.1.

It then remains to prove the claim (6.8). Pick R > 0 and w ∈ Âp,R, so that there
is a constant C1 > 0 such that

µw(F )

µw(B(x, r))
≥ C1

(
µ(F )

µ(B(x, r))

)p
(6.9)

for every x ∈ G and r ∈ (0, R], and for every Borel subset F of B(x, r). Observe
that, since µ is locally doubling, there is a constant C2 > 0 such that

µ(B(e, 2r)) ≤ C2µ(B(e, r)) (6.10)

for every r ∈ (0, (5/4)R]. Combining the preceding inequalities, we then see that

µw(B(x, 2r)) ≤ C3µw(B(x, r))

for every x ∈ G and r ∈ (0, R/2], where C3 := C−1
1 Cp2 .

Then, fix x ∈ G, r ∈ (R, (5/4)R], and a Borel subset F of B(x, r). Let (yj)j∈J
be a (finite) family of points in B(x, (3/4)R) which is maximal for the property
that d(yj , yk) ≥ R/2 for every j, k ∈ J with j 6= k. Then, the balls B(yj , R/4) are
pairwise disjoint and contained in B(x,R); let us prove that⋃

j∈J
B(yj , R) ⊇ B(x, (5/4)R) ⊇ B(x, r).

Indeed, take y ∈ B(x, (5/4)R), and let γ be a minimizing geodesic joining x and y,
which exists by [5, Corollaries 3.49 and 7.51]. Then, there is z in the support of γ
such that d(x, z) < (3/4)R and d(z, y) < R/2. By maximality, there is j ∈ J such
that d(z, yj) < R/2, so that d(y, yj) ≤ d(y, z) + d(z, yj) < R, whence y ∈ B(yj , R).

In addition, since

µ(B(x, r)) ≤ C3
2µ(B(x,R/4)) = C3

2µ(B(yj , R/4))

for all j ∈ J , one gets

#JC−3
2 µ(B(x, r)) ≤

∑
j∈J

µ(B(yj , R/4)) ≤ µ(B(x, r)),

so that
#J ≤ C3

2 . (6.11)
Now, observe that

µw(B(x, r)) ≤
∑
j

µw(B(yj , R)) ≤ C2
3

∑
j

µw(B(yj , R/4)) ≤ C2
3µw(B(x,R)),

and that, by (6.9),

µw(B(x,R)) ≤ C−1
1 µw(B(yj , R/4))

(
µ(B(x,R))

µ(B(yj , R/4))

)p
≤ C−1

1 C2p
2 µw(B(yj , R/4)),
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so that
µw(B(x, r)) ≤ C4µw(B(yj , R)) (6.12)

with C4 := C2
3C
−1
1 C2p

2 , for every j ∈ J .
Finally, observe that we may find a partition (Fj)j∈J of F into Borel sets such

that Fj ⊆ B(yj , R) for every j ∈ J . Hence, by (6.12) and (6.9)

µw(F )

µw(B(x, r))
=
∑
j

µw(Fj)

µw(B(x, r))

≥ C−1
4

∑
j

µw(Fj)

µw(B(yj , R))
≥ C1C

−1
4

∑
j

(
µ(Fj)

µ(B(yj , R))

)p
,

while by (6.11) and (6.10),∑
j

(
µ(Fj)

µ(B(yj , R))

)p
≥ #J1−p

(∑
j

µ(Fj)

µ(B(yj , R))

)p
≥ C3(1−p)

2 C−2p
2

(∑
j

µ(Fj)

µ(B(yj , R/4))

)p
≥ C3−5p

2

(∑
j

µ(Fj)

µ(B(x, r))

)p
≥ C3−5p

2

(
µ(F )

µ(B(x, r))

)p
.

This shows that w ∈ Âp,(5/4)R. By iteration, one gets w ∈ Âp,(5/4)kR for all k ∈ N.
Since Âp,R ⊆ Âp,R′ if R > R′, the claim (6.8) follows. �

As a corollary, we also see that if the condition defining Ap,loc holds for some R,
then it holds for all R’s.

Corollary 6.4. Suppose p ∈ (1,∞). If w ∈ Ap,loc, then for every R > 0 there is
C > 0 such that (

−
ˆ
B

w dµ

)(
−
ˆ
B

w−p
′/p

)p/p′
≤ C

for every B ∈ BR. Moreover, Ap,loc ⊆ Ã∞,loc for every p ∈ [1,∞).

Proof. Observe first that by the implication (3) =⇒ (2) in Proposition 6.1, the
measures µ and µw are equivalent, so that w(x) > 0 for almost every x ∈ G.

Then, w−p
′/p ∈ Ap′,loc. Now, as the proof of the implication (3) =⇒ (4) in

Proposition 6.1 shows, for every R > 0 we may find δ > 0 such that

µ

({
x ∈ B : w(x) ≥ δ −

ˆ
B

w dµ

})
≥ 2

3
µ(B)

and

µ

({
x ∈ B : w(x)−p

′/p ≥ δ −
ˆ
B

w−p
′/p dµ

})
≥ 2

3
µ(B)

for every B ∈ BR. Hence,

µ

({
x ∈ B : w(x) ≥ δ −

ˆ
B

w dµ, w(x)−p
′/p ≥ δ −

ˆ
B

w−p
′/p dµ

})
≥ 1

3
µ(B),

and in particular there exists x0 belonging to the set in the left hand side. Then(
−
ˆ
B

w dµ

)(
−
ˆ
B

w−p
′/p dµ

)−p/p′
≤ w(x0)

δ

w(x0)−1

δp/p′
=

1

δ1+p/p′
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for every B ∈ BR, whence the first statement. To conclude, notice that by combining
the fact that Ap,loc ⊆ A∞,loc with the implication (3) =⇒ (2) in Proposition 6.1,
with the first part of the statement and with the local doubling property of µ,
see (2.2), one gets Ap,loc ⊆ Ã∞,loc when p > 1. The case p = 1 follows as well since
A1,loc ⊆ Ap,loc for all p > 1. �

Proposition 6.5. If the function r 7→ µ(B(e, r)) is continuous on (0, R] for some
R > 0, then A∞,loc = Ã∞,loc.

Proof. Take w ∈ A∞,loc. Then, by Proposition 6.1 there are R′ > 0 and ε, δ ∈ (0, 1)
such that

µ(F ) ≤ εµ(B) =⇒ µw(F ) ≤ δµw(B) (6.13)
for every ball B ∈ BR′ , and every Borel subset F of B. We may assume that
R′ < R/2.

Since µ is locally doubling, there is a constant C > 1 such that

µ(B(e, 2r)) ≤ Cµ(B(e, r))

for every r ∈ (0, R]. Take the smallest ` ∈ N∗ such that (1− ε)` ≤ C−1, and observe
that, by the continuity of the map r 7→ µ(B(e, r)) on (0, R], for every r ∈ (0, R/2]
we may find r = r0 < · · · < r` = 2r such that

µ(B(x, rj−1)) ≥ (1− ε)µ(B(x, rj))

for every j = 1, . . . , ` and x ∈ G. In addition, ` ≤ 1 − logC
log(1−ε) =: `∗. Therefore,

by (6.13),

µw(B(x, r)) = µw(B(x, r0)) ≥ (1− δ)µw(B(x, r1))

≥ · · · ≥ (1− δ)`µw(B(x, r`))

= (1− δ)`µw(B(x, 2r))

≥ (1− δ)`
∗
µw(B(x, 2r)),

whence w ∈ Ã∞,loc. �

The proof of the following result is inspired by [17, Theorem 6], which deals with
cubes instead of balls, and with matrix-valued potential. The insterested reader can
actually adapt our proof (and Corollary 4.2, which is used therein) to the matrix-
valued case, but we limit ourselves to the scalar case under consideration. See
also [6].

Theorem 6.6. Assume that V ∈ Ã∞,loc. Then, HV has purely discrete spectrum if
and only if

lim
x→∞

ˆ
B(x,R)

V dµ =∞ (6.14)

for some (equivalently for all) R > 0.

Observe that V ∈ Ã∞,loc if V ∈ Ap,loc for some p ∈ [1,∞) by Corollary 6.4, or if
V ∈ A∞,loc and the map r 7→ µ(B(x, r)) is continuous on (0, R] for some R > 0 by
Proposition 6.5.

Proof. If HV has purely discrete spectrum, the statement follows by Corollary 4.2.
It is then enough to show that, if (6.14) holds and V ∈ Ã∞,loc, then HV has purely
discrete spectrum. By Proposition 3.3, it is enough to show that

lim
r→∞

sup
f∈C∞c
Q(f)≤1

ˆ
G\B(e,r)

|f |2 = 0. (6.15)
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For a ball B of radius r > 0, let us define

M(B) = r2 −
ˆ
B

V dµ.

Observe that, by Proposition 6.3 and (2.1), there is a constant C > 0 such that

M(2B) ≤ CM(B), ∀B ∈ BR/2.
Define B′R′ , for R′ > 0, as the set of balls of radius R which meet G \ B(e,R′).
By (6.14), for all k ∈ N∗ there is Rk ≥ k such that M(B) ≥ Ck for all B ∈ B′Rk .
Therefore,

M(2−kB) ≥ C−kM(B) ≥ 1

for all B ∈ B′Rk . By Proposition 6.3, there are two constants c, δ > 0 such that, for
all B ∈ BR,

µ(Eδ(B)) ≥ cµ(B). (6.16)
Hence, for all B ∈ B′Rk and y ∈ Eδ(2−kB),

V (y) ≥ δ −
ˆ

2−kB

V dµ =
δ4k

R2
M(2−kB) ≥ δ4k

R2
. (6.17)

Let now f ∈ C∞c be such that Q(f) ≤ 1, and B ∈ B′Rk . Then, by (6.16) and (6.17),

−
ˆ

2−kB

|f |2 dµ ≤ 2 −
ˆ
Eδ(2−kB)×(2−kB)

|f(y)− f(y′)|2 dµ(y) dµ(y′)

+ 2 −
ˆ
Eδ(2−kB)

|f(y)|2 dµ(y)

≤ 2

c
−
ˆ

(2−kB)×(2−kB)

|f(y)− f(y′)|2 dµ(y) dµ(y′)

+
2R2

cδ4k
−
ˆ

2−kB

V |f |2 dµ. (6.18)

Denote by CR the constant in the Poincaré inequality (4.1), and observe that

−
ˆ

2−kB

|f |2 dµ ≤ CR
2R2

c4k
−
ˆ

2−kB

|∇Hf |2 dµ+
2R2

cδ4k
−
ˆ

2−kB

V |f |2 dµ. (6.19)

Let now Fk be a subset of G \ B(e,Rk) which is maximal for the property that
d(y, y′) ≥ 2−kR for every y, y′ ∈ Fk, y 6= y′. Then, by maximality,

G \B(e,Rk) ⊆
⋃
x∈Fk

B(x, 2−kR).

In addition, if x ∈ Fk and

Fk,x := {y ∈ Fk : d(x, y) < 2−k+1R},
then the balls B(y, 2−k−1R), for y ∈ Fk,x, are pairwise disjoint and contained in
B(x, 2−k+2R). Therefore, by the left-invariance of µ,

#Fk,x ≤
µ(B(e, 2−k+2R))

µ(B(e, 2−k−1R))
≤ C ′3,

where C ′ is the doubling constant of µ for balls of radii at most R. Then,ˆ
G\B(e,Rk)

|f |2 dµ ≤
∑
x∈Fk

ˆ
B(x,2−kR)

|f |2 dµ

≤ max(CR, δ
−1)

2R2

c4k

∑
x∈Fk

ˆ
B(x,2−kR)

(|∇Hf |2 + V |f |2) dµ

≤ max(CR, δ
−1)C ′3

2R2

c4k
Q(f) ≤ max(CR, δ

−1)C ′3
2R2

c4k
.



SCHRÖDINGER OPERATORS ON LIE GROUPS 29

Since the function

r 7→ sup
f∈C∞c
Q(f)≤1

ˆ
G\B(e,r)

|f |2

is decreasing, and since Rk → +∞ for k →∞, (6.15) follows. �

7. Weighted Sub-Laplacians

In this section, we denote by w a positive function in L1
loc such that w−1 ∈ L1

loc.
As in the preceding section, we denote by µw the measure with density w with
respect to µ. We consider the positive Hermitian form

Qw : (f, g) 7→
ˆ
G

∇Hf · ∇Hg dµw,

with domain
Dom(Qw) = {f ∈ L2(µw) : ∇Hf ∈ L2

H(µw)}.
We emphasize that if f ∈ L2(µw), then fw1/2 ∈ L2, so that f = (fw1/2)w−1/2 ∈
L1

loc. Hence, ∇Hf is well defined in the distributional sense.
Observe that Qw is closed, continuous, and positive, and that C∞c ⊆ Dom(Qw),

so that Qw is also densely defined. Then, it defines a positive self-adjoint operator
Lw on L2(µw) such that

Qw(f, g) = 〈Lwf, g〉L2(µw)

for all f ∈ Dom(Lw) and g ∈ Dom(Qw).

Proposition 7.1. The space C∞c is dense in Dom(Qw) with respect to the graph
norm. If in addition ∇Hw ∈ w1/2L2

H,loc, then C
∞
c ⊆ Dom(Lw) and for f ∈ C∞c

Lwf = Lf − ∇Hw
w
· ∇Hf.

Proof. Mutatis mutandis, the density of C∞c can be shown as in Lemma 2.1.
Assume now that ∇Hw ∈ w1/2L2

H,loc ⊆ L1
H,loc, and observe that also

∇Hw
w
∈ w−1/2L2

H,loc ⊆ L1
H,loc.

Then, for every f, g ∈ C∞c ,

Qw(f, g) =

ˆ
G

∇Hf · ∇Hg w dµ

=

ˆ
G

(
(Lf)gw − (∇Hf · ∇Hw) g

)
dµ

=

〈
Lf − ∇Hw

w
· ∇Hf

∣∣∣∣ g〉
L2(µw)

.

Since Lf − ∇Hww · ∇Hf ∈ L2(µw), and since C∞c is dense in Dom(Qw), this implies
that Dom(Lw) contains C∞c and

Lwf = Lf − ∇Hw
w
· ∇Hf

for every f ∈ C∞c . �

Assume now that ∇Hw ∈ L1
H,loc ∩ (wL2

H,loc), Lw ∈ L1
loc ∩ (wL1

loc), so that the
associated potential

Vw = −|∇Hw|
2

4w2
− Lw

2w
(7.1)
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is in L1
loc. We also assume that Vw is bounded from below, say Vw ≥ −m + 1.

Observe that due to the specific form of such potential, one cannot easily reduce to
the case V ≥ 1 as before. Then, the corresponding Hermitian form

QVw : (f, g) 7→
ˆ
G

(∇H · ∇Hg + Vwfg) dµ,

with domain

Dom(QVw) = {f ∈ L2 : ∇Hf ∈ L2
H, f

√
Vw +m ∈ L2},

defines a Schrödinger operator HVw on L2. We endow Dom(QVw) with the norm

f 7→
√
m‖f‖2L2 +QVw(f) .

In the next proposition, we show that under the under slightly stronger, but nec-
essary, assumptions the weighted sub-Laplacian Lw and the Schrödinger operator
HVw are unitarily equivalent.

Proposition 7.2. Assume that

∇Hw ∈ (
√
wL2
H,loc) ∩ (wL2

H,loc), Lw ∈ L1
loc ∩ (wL1

loc), (7.2)

and that the associated potential satisfies Vw ≥ −m+ 1 for some m > 0. Then, the
map f 7→ fw1/2 induces an isometry of Dom(Qw), endowed with the norm

f 7→
√
m‖f‖2L2(w) +Qw(f) ,

onto Dom(QVw). In particular, it intertwines Qw and QVw .

Proof. By the assumptions in (7.2), ∇Hw ∈ L1
H,loc and Vw ∈ L1

loc. Let us first notice
that

∇H(w1/2) =
∇Hw
2w1/2

and ∇H(w−1/2) = −∇Hw
2w3/2

(7.3)

in the distributional sense. These formulae hold for w + ε in place of w by the
smoothness of the functions t →

√
t and t → t−1/2 on (ε/2,+∞). Then, by our

assumptions, the fact that (w + ε)−1/2 ≤ w−1/2 and by dominated convergence, we
see that the right hand sides in (7.3), for w + ε in place of w, converge in L1

loc to
the right hand sides in (7.3). Analogously, since (w + ε)±1/2 converge to w±1/2 in
L1

loc by dominated convergence, the left hand sides in (7.3), for w+ ε in place of w,
converge in the sense of distributions to the left hand sides in (7.3).

We can now show that fw1/2 ∈ Dom(QVw) for every f ∈ C∞c . By our assump-
tions, fw1/2 ∈ L2 and

∇H(fw1/2) = (∇Hf)w1/2 + f
∇Hw
2w1/2

∈ L2
H.

Moreover, since

wVw = −|∇Hw|
2

4w
− 1

2
Lw ∈ L1

loc,

one gets w(Vw + m) ∈ L1
loc, and hence f

√
w
√
Vw +m ∈ L2, that is, f

√
Vw +m ∈

L2(µw).
A simple integration by parts now shows that

QVw(fw1/2, gw1/2) = Qw(f, g)

for all f, g ∈ C∞c .
Since C∞c is dense in Dom(Qw), the map f 7→ f

√
w extends to an isometry

I : Dom(Qw)→ Dom(QVw).

Since Dom(Qw) and Dom(QVw) embed continuously in L2(µw) and L2 respectively,
I is the restriction on Dom(Qw) of the surjective isometry J : L2(µw) → L2 given
by J(f) = f

√
w. To show that I is surjective, it is enough to show that J−1(C∞c ) ⊆
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Dom(Qw), so that C∞c ⊆ I(Dom(Qw)). Indeed, this implies that the image of I,
which is closed since I is an isometry, is dense in Dom(QVw); whence I(Dom(Qw)) =
Dom(QVw).

Since J is an isometry, in order to show that fw−1/2 ∈ Dom(Qw) when f ∈ C∞c ,
it will suffice to prove that ∇H(fw−1/2) ∈ L2

H(µw). This is a consequence of the
equality

∇H(fw−1/2) = (∇Hf)w−1/2 − 1

2
f(∇Hw)w−3/2,

and the assumptions (7.2) on w. �
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