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Introduction

Atmospheric aerosol is an active component of the climate system and is known

to impact the Earth’s radiative energy balance by interacting with both solar and

terrestrial radiation (Stocker, 2014). Particles deposited on mid-latitude glaciers,

polar snow, and sea ice affects the albedo, altering the ability of such surfaces to

scatter light, and increasing significantly the absorption (Hansen and Nazarenko

(2004), Mauro et al. (2021)). Moreover, mineral dust acts as cloud condensation

nuclei affecting the formation of clouds and the occurring of precipitation (Hay-

wood and Boucher, 2000, Mahowald et al., 2009). Not only dust plays an important

role in the climate system, but it is also strongly affected by anthropogenic activi-

ties: both deforestation and agriculture increase the area of bare soil that can act

as a source of dust storms (McTainsh et al., 1990). The quantitative estimation of

these impacts has considerable uncertainty in climate models, so further research

is needed for better predicting future climate change. The physics of dust entrain-

ment, transport, and deposition is complex, and model parameters are hard to

estimate. Moreover, to date, there is a critical lack of calibrated samples. In this

respect, models could benefit from systematic data collection.

Ice cores provide one of the most important proxies for paleoclimate research;

records from the past reveal dust deposition under different climates (Wolff et al.,

2010). They store air bubbles, sea salts, volcanic ash, soot, dust, sands, and other

pollutants, characterized by different sizes and morphologies that define the depo-

sition times and the susceptibility to long-range transport. The effect of mineral

dust on the atmospheric system is tightly related to their optical properties. These

depend on the morphological and chemical properties of dust; indeed deviations

from ideal spheres have an appreciable impact on the radiative forcing component

from dust. For example, plate particles cause a lower extinction of the incoming

light compared to spheres for any given cross-sectional area (Dubovik et al., 2002).

Deriving information about dust particle shapes is critical to determine the intrin-

sic optical properties of dust, which are of environmental relevance to improve the

ix



x Introduction

modelization of their radiative properties and reduce the associated uncertainties

(Ellis et al., 2016). State-of-the-art models acknowledge mineral dust, as well as

the need for a refined description of aerosol morphologies, as an essential compo-

nent of the climate system. Because of the extremely low number of particles in ice

core samples, an analysis on a particle-by-particle is preferable when investigating

grains already deposited, enhancing the use of the optical techniques, as a versatile

and non-invasive probe.

In the present work, we focus on the study of new optical methods for a single-

particle characterization of mineral dust and micrometric particles, focusing on the

analysis of airborne particles in meltwater samples from the cryosphere, like Alpine

and Antarctic snow and ice core samples. The aim is to obtain information on the

effects of the particle shape on the optical parameters of interest for the radiative

transfer of sunlight through the atmosphere.

Methods for extracting quantitative information from microscopy images typically

rely on heuristic models intended to emulate the perception of vision. These iden-

tify regions of contrast as features of interest and employ various image analysis

techniques to estimate the position, shape, and cross-sectional area of objects in the

field of view (Jähne, 1995). However, recently the field of quantitative microscopy

has advanced with the introduction of techniques that model the physics of image

formation to extract quantitative information from microscopic images (Bierbaum

et al., 2017, Lee and Grier, 2007). With digital microscopic holography, it is possi-

ble to analyze water suspensions of micrometric mineral dust particles polydisperse

in size and simultaneously provide information about the morphological and optical

properties of each measured particle. In particular, this thesis describes advances

in holographic particle characterization, obtaining the three-dimensional position,

cross-sectional area, and extinction cross-section of particles. Holography, as an op-

tical method, is versatile, fast, and non-invasive. The advantage of holography with

respect to traditional imaging relies on the capability of recovering images and opti-

cal information from objects within volumes much thicker than the limited depth of

focus of traditional imaging. Moreover, it naturally deals with sample polydisper-

sity and under strong dilution, hence it is particularly suited for polar ice cores and

snow samples. As a particle-by-particle optical technique contributes significantly

to an all-around characterization of mineral dust by giving direct access to their

optical properties. Finally, it is suitable for continuous flow analysis systems typi-

cally used in ice core characterization. This work develops a formal foundation for

the technique explaining the theory of image formation in holographic microscopy

by reporting a suite of validation measurements with calibrated particles, which

set the limits of precision and accuracy that can be obtained with it, and providing



an overview of the experimental results from Antarctic and Alpine ice core.

Thesis aim and overview

This thesis describes two main scientific results. First, we have developed a method

for performing rapid and accurate imaging of particles using a technique called

digital holographic microscopy. Secondly, we have applied for the first time this

technique to perform an optical characterization of meltwater samples from the

cryosphere, with a dedicated apparatus and flow system designed for this purpose.

The first part is devoted to introducing the scientific framework of mineral dust

and their relevance. We begin by giving an overview of their relevant radiative

effects and morphological characteristics in Chapter 1. Next, we explain the im-

portance of studying mineral dust embedded in ice core in Section 1.3. The optical

properties of mineral dust and the description of scattering theory are given in Sec-

tion 1.4. Chapter 2 provides an extensive theoretical and practical introduction to

holographic particle characterization. The chapter starts with a brief historically-

driven overview of digital holography, followed by the features of the holographic

patterns from different morphological particles in Section 2.2. In Section 2.3, 2.5

and 2.6 the theoretical mainstay for the experimental techniques used for this work

is explained exhaustively, in particular the object reconstruction method and the

optical characteristics embedded in a holographic pattern.

The second part illustrates the experimental setup, procedures, and analysis. We

describe the details of our implementation of digital holography and image anal-

ysis for detection, localization, reconstruction, and characterization in Chapter 3,

Sect. 3.1. From the detection of an holographic feature, we can obtain the three-

dimensional position and the estimation of the particle size, cross-sectional area,

aspect ratio, and extinction cross-section. Follows a series of experimental stud-

ies that describe the effectiveness of digital holography for characterizing compact

non-spherical particles as mineral dust. The samples chosen for the analysis are

mineral dust from Antarctic snowpits in Sect. 3.2. Here the effect of shape on the

extinction cross-section of micrometric particles is highlighted. We found similar

results in Alpine snow cores from Router Glacier, and we report a recent three-year

historical series from 2015 to 2019 in Subsect. 3.2.1. In Sect. 3.3 we turn to mineral

dust samples in deep ice cores, sampling in a way to describe the Holocene age of

the West Antarctic Ice Sheet.

We conclude in Sect. 3.4 with a custom-made implementation of the technique over

a bright-field microscope, by providing the few and simple modifications needed,



and the preliminary experimental analysis with polystyrene beads of different sizes.

We summarize our results and discuss the outlook of digital holography in the

Conclusion. In Appendix A we provide the explanations and the results of the

calibration test both for the holographic technique and the reconstruction algorithm

through the use of calibrated polystyrene beads. In Appendix A.1 we show an

example of absorbing particles from carbon smoke soot aggregates, whereby we

can differentiate from non-absorbing ones. Finally, in Appendix B we describe the

Lorents-Mie models based on single sphere scattering solutions, which has been

vastly cited in the work.



Chapter 1

Mineral dust

The atmosphere is a multiphase system consisting of both gas molecules and liq-

uid or solid phase aerosol particles (Seinfeld and Pandis, 2016). Among aerosols,

such as the soot from natural fires and sulfates from the industrial exhaust, or ash

from volcanic eruptions and sea salt from the marine ecosystem, mineral dust is

the most important aerosol by (dry) mass (Fig. 1.1, Prospero et al. (2002), Bond

et al. (2013)). Airborne dust is released into the atmosphere by wind erosion

Figure 1.1: NASA’s GEOS-5 simulation. The four main aerosols are color-coded:

mineral dust from deserts (red), sea salt from spray (blue), soot and smoke from fires

(green), and sulphate particles from fossil fuel combustion and volcanoes (white).

Credit: http: // geos5. org .

processes, saltation, and sandblasting, at a rate of 1 − 3 · 103 kg/a (Field et al.,

2010, Shao, 2001), from soils in arid and semi-arid regions, with sporadic contri-

butions from volcanoes and from extraterrestrial sources. It may be present as

fine-grained particles or in a dissolved form within water droplets or ice crystals.

They can be transported thousands of kilometers from their source region, thereby

1
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2 1.1 Source and composition of mineral dust

affecting weather and climate, ecosystem productivity, the hydrological cycle, and

various other components of the Earth system. For example, they contribute to

the deterioration of air quality and visibility, which can affect air traffic and road

transportation, and have a critical impact on agriculture due to the aerial erosion

of soils (McTainsh et al., 1990). Similarly, the wind is responsible for the release

into the atmosphere of ions, phosphorus, and other corpuscles found in soil and

seawater such as microalgae (Marks, 1987, Tesson et al., 2016). They become a

source of micronutrients for continental and maritime ecosystems, regions of dust

settlement, by fertilizing and impacting the biogeochemical cycles of oceans and

seas (Babin and Stramski, 2002, Mahowald et al., 2009, Mart́ınez-Garcia et al.,

2011). Dust can also serve as a reaction surface for gases in the atmosphere and

can moderate photochemical processes (Prospero et al., 2002). Moreover, their in-

teraction with solar and terrestrial radiation directly by absorption and scattering

of radiation and indirectly by influencing the life cycle of clouds makes them an

important term appearing in the radiative budget of the Earth (Textor et al., 2006,

Tegen and Schepanski, 2009, Booth et al., 2012, Ito and Wagai, 2017). This can

result either in positive or negative feedback depending on the surface reflectance

of the land or water underneath (Haywood and Boucher, 2000). Finally, mineral

dust particles enhance melting in glaciers and snowpacks when deposited on the

cryosphere (Kok et al., 2012, Mauro et al., 2019). However, the role of dust in cli-

mate change still represents an important source of uncertainty in climate models

and many open questions remain (Claquin et al., 1998, Stocker, 2014).

All the aforementioned impacts are tightly related both to mineral dust optical

properties, and to their chemical and mineralogical composition, morphology, and

shape. In the present work, our focus is on the interaction with solar and terres-

trial radiation which impacts the Earth’s radiative energy balance and the local

temperature in the atmosphere.

1.1 Source and composition of mineral dust

Mineral dust from both natural and anthropogenic sources constitutes the second

most abundant aerosol after sea salt and has the highest average optical thick-

ness. Wind erosion may take place on soils that are unprotected by vegetation

and sufficiently dry. Major sources are desert regions of Northern Africa and the

Middle East, Australia, and parts of Southern Asia. Estimates of annual dust

emissions range from 800 to 2000 Tg/y (Zender et al., 2004), which exceeds 50% of

aerosol total dry mass (Miller et al., 2006), a large portion of which (∼ 60%) orig-

inates from northern Africa (low-latitude deserts). Interestingly, the average dust
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load during the Last Glacial Maximum used to be much higher than the present

one. During a dust storm, particles are moved horizontally and trigger the basic

mechanisms which underlie the particle emission into the atmosphere and the dust

generation: the collisions of saltating (fine) particles with the surface (Shao et al.,

1993), the sandblasting (Lawrence and Neff, 2009), and the suspension. The effi-

ciency of such processes and the size distribution of the resulting products depend

on the mineralogy of the soil as well as on its tendency to liberate smaller particles.

The suspension involves the long-range transport—which makes seemingly regional

sources grow in importance and have tangible effects on a global scale (Balkanski

et al., 2007)—by advection and atmospheric circulation of ∼ 1% of the total mass.

Travel distance is related to atmospheric lifetime, which in turn depends on the

size of the particle and ranges between one day and one week approximately. Close

to the major dust source regions deflation includes all size ranges up to coarse silt

and fine sand (Rea and Hovan, 1995), however, only clays and very fine silt are

involved in long-range transport (Schulz et al., 1998, Moosmüller et al., 2012)).

During transport, they are exposed to removal processes by wet (related to precip-

itation) and dry (sedimentation or impaction) deposition.

Most mineral particles that compose the dust fraction are dominated by (alumino)

silicates such as quartz, plagioclase, feldspar, salts, volcanic materials, and clay

minerals with varying amounts of carbonates, sulfates, and iron-bearing miner-

als (Paleari et al., 2019, Tsoar and Pye, 1987). Mineral dust aerosol exhibits the

largest size distribution variability among aerosols from a few nanometres to several

tens of microns (Mahowald et al., 2014). In central East Antarctica, where dust

is transported from Southern Hemisphere continents and the mean transit time is

in the order of 3 − 4 weeks (Petit and Delmonte, 2009), the modal value of the

volume (mass) dust size distribution is around 2 µm, with small variations mainly

related to the altitude and type of transport, while the modal density is 2.5 g/cm3

(Delmonte et al., 2017). Generally, particles are known to follow a log-normal

distribution, but actually, an “average” mineral size is an oversimplified param-

eter due to the morphological complexity of dust, which shows a predominant

non-spherical shape and an internally mixed composition. In addition, the compo-

sition of aerosol may evolve rapidly over time, altered by chemical reactions during

transport: dust can collect many smaller constituents and acquire correspondingly

diverse scattering and absorption cross-sections (Pöschl, 2005). Moreover, devia-

tions from ideal spheres have an appreciable impact on the radiative forcing from

aerosols (Dubovik et al., 2006) and on aerosol optical depth (Potenza et al., 2016,

Mariani et al., 2017). Therefore, characterizing the optical properties of mineral

dust—and aerosol particles in general—can be challenging since they are affected

by morphology, impurities, and coatings (Ellis et al., 2016).
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1.2 Radiative effects of mineral dust

Atmospheric aerosols influence global climate both (1) directly, by changing the

radiative properties of the atmosphere through scattering and absorption of solar

(shortwave) and terrestrial (longwave) radiation, and (2) indirectly, by impacting

on cloud formation and properties (Tegen and Lacis, 1996, Carslaw et al., 2010).

Generally, an increase of dust results in an increase in solar radiation scattered

back to space, partially offset by dust absorption. This can result in either posi-

tive or negative feedback depending strongly on the underlying surface: the highly

scattering dust present over an ocean will have more impact on radiation balance

than that over a desert surface. Conversely, in the long-wave part of the spec-

trum, dust can absorb the infrared terrestrial radiation and re-emit this radiation

in all directions. Moreover, aerosol particles affect the hydro-geological cycle by

serving as condensation nuclei in clouds (CCN) or ice nuclei (IN) (Stocker et al.,

2013, Kärcher et al., 2007), on which cloud droplets and ice particles can form.

In the presence of more aerosol particles, clouds of liquid water droplets tend to

have higher droplet concentrations, but a decrease in their sizes, which causes these

clouds to reflect more solar radiation. This is an example of how aerosol particles

affect the microphysical properties of clouds—such as their lifetime, vertical extent,

and precipitation efficiency (Lohmann and Feichter, 2005). In turn, clouds interact

with light to the extent of their optical thickness, albedo, and lifetime, yielding ei-

ther a cooling or warming effect in the short-wave and long-wave range respectively

(Ebert and Curry, 1992, Haywood and Boucher, 2000). Aerosol composition, size,

shape, surface, and physical-chemical and optical properties are continuously mod-

ified in the atmosphere by the mixing of aerosol particles and their aging through

interactions with clouds.

In general, the feedback due to aerosol has been found to contribute to the temper-

ature increase in the Arctic regions, which are experiencing a trend twice as fast as

the rest of the globe, up to ∼ 1.5 °C in the Arctic (Ferrero et al. (2019), Kylling et al.

(2018)). Moreover, while dielectric particles have mostly a cooling effect, strongly

absorbing particles, as anthropogenic aerosol and pollutants, have the potential to

counteract this contribution (Stocker et al., 2013, Ghan and Zaveri, 2007). Indeed,

because of its extraordinary absorption properties (Kahnert et al., 2012, Vecchi

et al., 2014, Massabò et al., 2015), the contribution of black carbon direct radiative

forcing is calculated to be about 70% of that of CO2 (Chung and Seinfeld, 2005,

Stocker, 2014). As thoroughly discussed in the 2013 Intergovernmental Panel on

Climate Change (IPCC), the direct and indirect impact of mineral dust and other

types of aerosols on the energy balance of the Earth system is, to date, far from

being well characterized, mostly because of the large uncertainties affecting cur-

rent estimations. Aerosols remain one of the greatest sources of uncertainty in
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the interpretation and projection of past and future climate change on a synoptic

scale. Moreover, because of their short lifetime, the abundance of aerosols—and

their climate effects—suffer from a large spatial and temporal variability (Prospero

et al., 2002, Kaufman and Koren, 2006). As the first step to understanding and

quantifying the impact of dust on weather and climate, detailed knowledge of the

optical properties of mineral dust is needed to clarify the mechanisms of aerosol

radiative forcing. Besides the underlying environment, to model the radiative bal-

ance we must be able to describe the optical properties as a function of wavelength

(for example, the extinction coefficient, the single-scattering albedo, and the phase

function)—these are dependent on the size, shape, complex refractive index, com-

position of the dust, and the effective scattering cross-section, that are in turn

dependent on the dust source and transport processes (Dubovik et al., 2002). One

of the main reasons for the uncertainties affecting the impact of aerosols stems

from the spherical shape approximation in the state-of-the-art numerical climate

models (Potenza et al., 2016, Huang et al., 2020), whereby they would benefit from

more accurate modeling of the aerosol components. Oversimplified composition

and physical parameters in radiative modeling will lead to inaccurate or even erro-

neous results. Having detailed and reliable information available about the optical

properties of particles suspended in the atmosphere is therefore essential.

1.3 Ice core archives of mineral dust

For the purpose of this work, we focus our attention on retrieving from ice cores

the airborne particles transported and subsequently deposited on the surface of

glaciers, and in time brought deeper, layer after layer, far from sources of pollution

and contamination (Alloway et al., 2007, Wolff et al., 2010). The interest in ice cores

arises from the fact they provide one of the most important proxies for paleoclimate

research. They host a footprint of the aerosol content of the atmosphere of the past

that would otherwise be lost—air bubbles, dust, sea salts, volcanic ash, soot, and

other pollutants—that can end up trapped in glacial ice for thousands of years,

as a library that stores in chronological order the story about how our planet’s

climate and atmosphere evolved (Delmonte et al., 2017, Lambert et al., 2012). A

remarkable variety of sources and mineralogical compositions involve the particles

that can be found in any glacier. Two Scanning Electron Microscope images of a set

of mineral dust particles found in an Antarctic ice core is shown in Figure 1.2. Deep

ice core drilling of polar ice caps can be up to 4 km long and have produced climate

records covering the past 800 ky (thousands of years) allowing for accurate dating of

samples and retrieving of high-resolution paleoclimate records over up to geologic

time spans (Ruth et al., 2008, Rasmussen et al., 2014, Maffezzoli et al., 2017,
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Figure 1.2: Scanning Electron Microscope images of mineral dust particles from

Dome C, Antarctica with different bar-scale (5 µm on the left, 50 µm on the right).

Shape and size variability is well visible, moreover, some particles result from in-situ

aggregation of smaller grains. The images were acquired by Dr. Delmonte (Uni-

versity of Milano-Bicocca) with a Scanning Electron Microscope at the EuroCold

laboratory at the University of Milano-Bicocca.

Potenza et al., 2017, Bertler et al., 2018). Provenance studies of aeolian dust can

be based on particle mineralogy and isotopic composition. For example, strontium

and neodymium isotopic fingerprinting identify the East Asian and Patagonian

deserts respectively as the most probable source areas for dust carried to Greenland

and Antarctica.

Dust concentration and composition in ice cores can be related to abrupt climatic

fluctuations and glacial-interglacial transitions (Delmonte et al., 2002, Albani et al.,

2018, Lunga et al., 2017) and provide a detailed record of the manner in which cli-

mate variability influences the combined processes of dust deflation, transport, and

deposition processes. Indeed, the glacial-interglacial climate changes are correlated

with sequences of high and low dust concentrations ranging from 800 to 15 µg kg−1

over the past climate cycles, with different particle size distribution in different

sites over the same climatic period (Delmonte et al., 2004). On a global scale,

last glacial maximum dust deposition rates were 2–4 times higher than during the

Holocene (Maher et al., 2010, Kohfeld and Harrison, 2001, Ruth et al., 2003). The

EPICA-Dome C and Vostok Antarctic ice cores provide evidence of this signifi-

cant increase that is inversely correlated with temperature, global sea level, and

atmospheric CO2 concentration (Lambert et al., 2008, Petit et al., 1999).

Despite the well-recognized importance of past changes in mineral dust aerosol dis-
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tribution and content for the estimates of climate sensitivity (Stocker et al., 2013,

Carslaw et al., 2017), and although the extensive research carried out on this topic,

significant uncertainties still affect current estimations. Moreover, dust plays an

important role in glacial-interglacial cycles (Lambert et al., 2008, 2013), but model

simulations show that dust can both dampen or reinforce glacial-interglacial cli-

mate changes depending on its optical parameters (Bauer and Ganopolski, 2014).

This uncertainty is related to the poor knowledge of dust optical properties and

the way they can change within a given climate period (Formenti et al., 2011, Ma-

howald et al., 2014).

Retrieving the information within an ice core brings the optical properties of dust

and the optical techniques to the foreground. Because of the shallow concentration

and the size polydispersity of the dust, particle-by-particle techniques usually bet-

ter fulfill the requirements of investigating grains already deposited, whereas the

application of traditional light scattering approaches is limited. One of the most

powerful approaches capable of characterizing the size and shape of mineral dust,

or aerosol, is based on microscopy technique, like the SEM (Scanning Electron Mi-

croscopy) and the TEM (Transmission Electron Microscopy), although they are

strongly time demanding and often need specific sample preparation (Villa et al.,

2016). By contrast, optical methods such OPC (Optical Particle Counter) and

SPOS (Single Particle Obscuration Sensor) are non-invasive and easy to be oper-

ated in line. The former measures the size from the scattering cross-section, the

latter from extinction, following a Lorentz-Mie approximation (Simonsen et al.,

2018). However, obtaining the size indirectly passing throw the optical signals may

bring inaccurate values, and represent the limit of these optical approaches. An

appreciated and widely applied technique in ice core measurements is the Coul-

ter Counter, because of its accurate size measurement and sensitivity even to low

concentrations. It measures the volume-size distributions of equivalent spherical

particles immersed in an electrolyte from a variation of impedance. Also in this

case, the particle size is obtained only from one parameter, thus any other feature

affecting light scattering (composition, internal structure, shape, and orientation of

each grain) remains unknown (Hinds, 1999). This causes discrepancies between the

size distributions retrieved by such different strategies (Kahn, 1957), and calls for a

multiparametric characterization where possible. For example, the Single Particle

Extinction and Scattering (SPES) technique can obtain a simultaneous measure-

ment of the real and imaginary parts of the field scattered by single mineral dust in

meltwater sample illuminated by a laser beam, retrieving so at the same time the

extinction coefficients and optical thickness (Potenza et al., 2016, 2017, Cremonesi

et al., 2019, Cremonesi, 2021).
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The present work presents the results obtained from the analysis of liquid samples,

specifically, melted ice cores containing mineral dust particles, with a single-particle

optical method and a multiparametric characterization.

1.4 Optical properties of dust - scattering fundamental

Micrometric or sub-micrometric particles as mineral dust, which have a complex

internal structure with composite materials, are able to interact with both solar

and terrestrial electromagnetic radiation by scattering the radiation and absorbing

it, acting as a non-spherical polarizable obstacle. Hardly ever the light is observed

directly from its source. The scattering of light may be thought of as the redirec-

tion of light that takes place when an electromagnetic (EM) wave (i.e. an incident

light ray) encounters an obstacle or non-homogeneity in the medium in which it

is propagating, in our case the scattering particle (Bohren and Huffman, 2008).

If light traverses a perfectly homogeneous medium, it is not scattered. Only in-

homogeneities (due to variations in density or refractive index) cause scattering

(Van de Hulst, 1981) and they depend on the wavelength of the radiation, which

determines the relevant length scale of the phenomenon (Born and Wolf, 2013).

Frequently, the inhomogeneities are alien bodies embedded in the medium. Clear

examples are water drops and dust grains in atmospheric air and bubbles in water

or in opal glass. As the EM wave interacts with the discrete particle, the electron

orbits within the particle’s constituent molecules are perturbed periodically with

the same frequency as the electric field of the incident wave. The oscillation or

perturbation of the electron cloud results in a periodic separation of charge within

the molecule, which is called an induced dipole moment. The oscillating induced

dipole moment is manifest as a source of EM radiation, thereby resulting in scat-

tered light radiated in many directions other than the direction of incidence—in

particular the angular aperture of the forward scattering lobe depends on the size

of the particles. The majority of light scattered by the particle is emitted at the

identical frequency of the incident light, a process referred to as elastic scatter-

ing. In summary, the above comments describe the process of light scattering as

a complex interaction between the incident EM wave and the molecular/atomic

structure of the scattering object. What follows is a brief review of an essential set

of theoretical tools, aiming at discussing some important properties and results.

1.4.1 Scattering amplitude

Let us consider a particle of arbitrary shape and composition illuminated by a

monochromatic light source at a large distance from the particle. We will assume

the laboratory system to consist of a fixed set of axes, with z being the direction
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Figure 1.3: Geometry of scattering plane of an arbitrary particle showing the in-

cident and scattered wavevectors k0 and ks. The arrows represent the direction of

propagation of the fields which is parallel to the wave vector and to which the fields

are orthogonal. This defines the positive direction of the z-axis, while the incident

and scattering direction together define the scattering plane. θ = 0 corresponds to

forward scattering, while θ = π to backward scattering.

of propagation of the incident wave. The origin of the coordinates is chosen some-

where in the particle, as illustrated in Figure 1.3. Most scattering experiments are

performed in the far-field, where kr � 1, so it can possibly treat the incoming

field locally as a plane, scalar wave of infinite extent propagating in a homogeneous

non-absorbing medium like air. The particle in the origin of the reference frame is

exposed to an incoming field E0 ∼ eikz−iωt, where k = 2π
λ and λ is the wavelength

relative to the surrounding medium and scatters light at all angles. In far field ap-

proximation, one may write the incident and scattered fields in terms of a complex

4 x 4 amplitude scattering matrix (Van de Hulst, 1981)1:(
Es ‖
Es⊥

)
=
eik(z−r)

ikr

(
S2 S3

S4 S1

)(
E0 ‖

E0⊥

)
(1.1)

where i is the imaginary unit. S1 gives the amplitude of the perpendicular compo-

nent of the incident field in Es⊥. Similarly, S2 gives the amplitude of the parallel

component of the incident field in Es ‖, while S3 and S4 give the corresponding de-

polarised terms. For the Lorenz-Mie problem symmetry requires the off-diagonal

terms of S3 and S4 to be 0, and S1 and S2 to be almost the same (Fig. 1.4). In

this case, at a distance r from the origin, we can write the scattered wave Es as a

1for simplicity, we drop the time dependence.
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Figure 1.4: Scattering diagrams for non-absorbing micron-nanometer spheres, with

m = 1.14 and size parameter from x = 0.5 to x = 24.8, where x = rk. The ordinates

are proportional to the amplitudes of the scattered light in polarizations S1 (golden

lines) and S2 (red lines). Mie calculations were conducted using the open-source

package Holopy (https: // github. com/ manoharan-lab/ holopy ).

spherical wave modulated and dephased as follows:

Es(θ, ϕ) = S(θ, ϕ)
eik(z−r)

ikr
E0 (1.2)

where θ is the scattering angle with respect to the direction of propagation of the

incoming light, while φ is the azimuth angle as defined in Figure 1.3. This equa-

tion defines the scattering amplitude, S(θ, ϕ), a complex dimensionless quantity

which links the incoming field to the scattered field, and completely determines

the scattering by an arbitrary particle of finite size. A striking illustration of the

change in the scattering pattern is shown in Fig. 1.4, where we have plotted the

ratios |S1(θ)|/x and |S2(θ)|/x as a function of θ for the size parameter x = rk

ranging from 0.5 to 24.8. S(θ, φ) does not depend upon the distance r at which

https://github.com/manoharan-lab/holopy
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the particle is observed, but it does depend on its orientation with respect to the

incident (plane) wave and the state of polarization of the latter.

The amplitude function may also written as:

S(θ, ϕ) = s · eiσ (1.3)

where s is positive and σ is real, and both are functions of θ and φ. A negative

σ− (π/2) denotes a phase lag of the scattered wave—usually, the scattered field is

not in phase with the incident field.

However in general, the equation (1.1) is not symmetric. First particle non-

sphericity contributes increasingly to the anisotropy of S(θ, ϕ) with respect to

ϕ (Horvath, 2009). Moreover, also the polarization of the incoming light breaks

this symmetry. In this work, we used linearly polarised light and investigated non-

spherical particles. We should therefore consider the more general form of S(θ, φ).

Finally, we have to note that any point of space is traversed both by the incident and

scattered wave, within the extension of the E0, that interfere (either constructively

or destructively depending on the phase of S(θ, ϕ)). This is particularly relevant

at small θ, where the incident field cannot be avoided by a detector. The ampli-

tude at θ = 0 is of particular significance since it is related to the total scattering

cross-section, as will be detailed later on Section 2.5. Holographic technique—the

principal method of this study—is based right on this interference. Otherwise, in

a laboratory, a detector placed at large θ or with a large objective and at a very

large distance has sufficiently resolving power to separate the two contributions.

The intensity of the scattered light is proportional to the square of the amplitude

of S(θ, ϕ), so we have

Is(θ, ϕ) =
|S(θ, φ)|2

k2r2
I0 =

s(θ, φ)2

k2r2
I0 (1.4)

The quantity s(θ, φ)2 reflects the internal structure of the particle (Debye and

Bueche, 1949, Debye et al., 1957). Usually, one drops the dependence on φ by

taking a rotational average, whereas its trend as a function of the scattering angle

θ gives the structure factor.

1.4.2 Extinction, scattering, absorption

We imagine surrounding a particle with a large imaginary surface a (such that

we are in the far-field) embedded in a non-absorbing medium and integrating the

Poynting vector due to the external fields (incident and scattered) over this surface

(Fig. 1.5). The rate at which energy is lost inside the surface is:

Wa =

∫
S da (1.5)
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Figure 1.5: Absorption by a single arbitrary particle embedded in a non-absorbing

medium and illuminated by a plane wave. To obtain the absorption cross-section,

we calculate the rate at which energy is lost inside the imaginary surface “a” around

the particle. This is equivalent for scattering and extinction.

If Wa > 0, (if Wa is negative, energy is being created within the sphere, a possibility

we exclude from consideration), energy is absorbed within the sphere. But the

medium is non-absorbing, which implies that Wa is the rate at which energy is

absorbed by the particle. If we divide this by the incident irradiance Ii, which for

a z-propagating incident field is the z component of its Poynting vector, we get

something with units of area. This is the so-called absorption cross-section, Cabs.

In a similar way, considering the scattered power, we can define the scattering

cross-section:

Csca =
1

Ii

∫
Ssca da (1.6)

where Ssca is calculated with the scattered field.

If we get the dimensionless vector scattering amplitude S(θ, ϕ) as defined in Eq. (1.2),

then it can be shown that an integral over 4π of solid angle gives the scattering

cross-section:

Csca =
1

k2

∫
4π

|S(θ, ϕ)|2 dΩ. (1.7)

where dΩ = dϕd(cos θ) is the element of solid angle. Consequently |S(θ, ϕ)|2/k2Csca

is normalized with respect to integration over solid angle.

The quantity |S(θ, ϕ)|2/k2 is sometimes called the differential scattering cross-

section, defined as the cross-section per unit solid angle and denoted symbolically
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by Csca/ dΩ, so that

Csca =

∫
4π

dCsca

dΩ
dΩ (1.8)

Physically, Csca/ dΩ specifies the angular distribution of the scattered light: the

amount of light scattered into a unit solid angle about a given direction (Fig. 1.6).

Comparing Eq. (1.8) with the definition in Eq. (1.7) it follows that

dCsca

dΩ
=

1

k2
|S(θ, ϕ)|2 (1.9)

This physical quantity bears essential information about the internal structure of

the scatterer. For example, in Fig. 1.6 we show the differential scattering cross-

section as a function of the scattering angle for three particles of different sizes. The

angular dependence of the scattering cross-section is precisely what distinguishes

a sphere from an amorphous particle having the same geometrical cross section or

the same volume. We can define the phase function2 as the angular distribution of

light intensity scattered by a particle normalised by its integral

p =
|S(θ, ϕ)|2

k2Csca
=

dCsca

dΩ

Csca
=

|S(θ, ϕ)|2∫
4π

|S(θ, ϕ)|2 dΩ
(1.10)

that is so normalized
∫
4π

p dΩ = 1. The phase function is the most complete de-

scription of the scattering pattern (Mishchenko et al., 1995, Bond et al., 2013).

A major concern has been the differential scattering cross-section of mineral dust,

and therefore the extinction cross-section, which is found to vary substantially from

those of equivalent spheres based on Lorenz–Mie theory suited for homogeneous

or spherical core-shell particles, as extensively reported in Nousiainen (2009). By

definition, such approach fails to account for the particle shape, which has been

acknowledged as a determining factor for the response to electromagnetic waves in

the visible and near-infrared spectrum especially for micron-sized particles (Kahn-

ert et al., 2007).

From the phase function, we can also characterize how homogeneously a sphere

scatters light. The electric field radiated from a point dipole scatterer is (for polar-

ization perpendicular to the scattering plane) independent of θ. A large particle, by

contrast, tends to scatter most strongly in the forward direction. We can quantify

this with the asymmetry parameter γ, defined as the intensity-weighted average of

2The word phase has come into this expression via astronomy (lunar phases) and has nothing

to do with the phase of a wave.
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Figure 1.6: Differential scattering cross-section in function of the scattering angle

for polystyrene beads of 200 nm, 1.70 µm and 3 µm size-diameter. Mie calculations

were conducted using the open-source package MiePython (https: // miepython.

readthedocs. io/ en/ latest/ ).

the cosine of the scattering angle, such that

γ =
1

k2

∫
4π

|S(θ, ϕ)|2 cos θ dΩ. (1.11)

Isometric scattering would ideally give γ = 0, a value to which small particles come

close. Whereas, non-absorbing particles of increasing size scatter mainly in the for-

ward direction so that γ approaches 1. A reflecting (metallic) particle would give

negative values of the asymmetry parameter instead, up to the limiting case of a

perfect mirror where γ = −1 (purely forward scattering).

The law of conservation of energy requires that the extinction cross-section Cext is

given by the sum of the scattering and absorption cross sections:

Cext = Csca + Cabs; (1.12)

https://miepython.readthedocs.io/en/latest/
https://miepython.readthedocs.io/en/latest/
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which might be phrased as extinction = scattering + absorption. Cext is related

to the total energy removed from the incident beam, by absorption and scattering.

Therefore, for non-absorbing particles, the extinction is entirely due to scatter-

ing, and they mostly have a cooling effect on the atmosphere. The quantities

Cext, Csca, Cabs have the dimensions of an area and generally are functions of the

orientation of the particle, the wavelength and the state of polarization of the

incident light.

One also frequently encounters these cross-sections non-dimensionalized as effi-

ciencies Q, where the non-dimensionalization comes from the ratio of the optical

cross-sections to the geometric cross-section of the sphere of equivalent volume,

G = πr2
eq:

Qext =
Cext

G
(1.13)

The same definitions are for scattering and absorption efficiency factors (Van de

Hulst, 1981, Bohren and Huffman, 2008). The word efficiency might lead us to

think that extinction efficiencies can never be greater than unity. Indeed, all rays

incident on a particle should either be absorbed or deflected by reflection and

refraction. Really, there are very many particles that can scatter and absorb more

light, than is geometrically incident upon them, and this is depending on their

polarizability. Moreover, a large particle removes from the incident beam exactly

twice in the far-field (see Fig. 1.7). This is known as the extinction paradox (Van de

Hulst, 1981).

Another important result related to radiometry is the Optical Theorem (Newton,

1976, Van de Hulst, 1981, Bohren and Huffman, 2008), which directly follows from

the conservation of energy. It relates Cext to the real part of the far-field scattering

amplitude in the forward direction. For the case of Lorenz-Mie scattering

Cext =
4π

k2
ReS(0) (1.14)

where S is either non-zero element of the amplitude scattering matrix S, which

are identical at θ = 0. Hence the power removed from the incident beam, which

includes the integration of the power radiated at all angles, is related to the phase of

the forward scattered field. We remark that by equation 1.12, S(0) is then related

to absorption as well. However small ReS(0) might be compared to ImS(0), it

cannot be zero: the forward scattered field is not in phase with the incident field

and must destructively interfere with it to some degree.

1.4.3 A cloud of many particles

Let us consider a collection of many independent scattering particles, far apart

from each other—we can assume the inter-particle distances much larger than both
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Figure 1.7: Mie calculations of the extinction efficiency of spherical water droplets

as a function of the dimensionless size parameter x = kr (in log scale). The red

curve refers to m = 1.33, whereas the blue curves refer to absorbing spheres with

m = 1.33+0.03i. The two lower curves refer to the scattering and absorption cross

sections which add to Qext. The limit for Rayleigh scattering can be set to x ∼ 1.

Mie calculations were conducted using the Holopy open-source package.

the wavelength and the sizes of the particle—each of them characterizing by their

amplitude function Si(θ, φ), where the index i denotes any individual particles.

This ensures that the field incident on each particle is essentially given by the

incoming wave, and multiple scattering is negligible. However, the differential

scattering cross-section still depends on the positions of the scatterers, and the

phase lag between the fields scattered at a given angle by any two particles is

depending on the vector joining the two particles, thereby the phase lag ∆φ vanishes

if k0 is parallel to ks (Born and Wolf, 2013), where we denoted with k0 the wave

vector of the incident field, and ks the wave vector of the scattered field. If the

particles are randomly distributed, at any angle θ > 0, as a consequence of the

averaging out of constructive and destructive interference, we have that the overall

intensity is approximately given by the sum of the intensities scattered by each
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particle in the cloud:

Itot(θ, φ) =
∑
i

Si(θ, φ) (1.15)

The situation for θ = 0 deserves a separate discussion. The particles act like coher-

ent emitters and interfere constructively regardless of their position in the scattering

volume (Parola et al., 2014, Van de Hulst, 1981). Under this assumptions, the total

scattering amplitude of an ensemble of N particles is

Stot(0) =
∑
i

Si(0) (1.16)

By integration over all directions we find that the total scattering cross-section is

thus given by

Ctot
ext =

∑
i

Cext,i (1.17)

The same rule holds also for the scattering and absorption cross-section, the last

one as a consequence of equation 1.12.

An important diagnostic of scattering and absorption measurements is the single

scattering albedo, which described the ratio of scattering efficiency to extinction

efficiency at a particular wavelength. Its value approaches 1 for non-absorbing

particles and 0 if scattering is negligible compared to absorption. A similar prop-

erty, the aerosol extinction coefficient is defined as σext = N ·Cext, where N is the

number of particles per cubic meter of air. The vertically integrated value of the

extinction coefficient is equal to the commonly used non-dimensional aerosol opti-

cal depth, which represents the total amount of radiation extinguished by aerosol

in an atmospheric column. The model described above is relevant for estimating

the overall aerosol optical depth of the atmosphere, which may be considered a

good approximation as a very rarefied cloud of solid particles immersed in a non-

absorbing medium. Instead, at close distances, neighboring particles experience the

coupling of internal electric fields (Kinnan and Chumanov, 2010) to an appreciable

extent, so that equation (1.17) does not give the best interpretation of experimental

data.





Chapter 2

Digital Holography

Particle-by-particle optical measurements contribute significantly to an all-around

characterization of mineral dust by giving direct access to their optical properties,

especially when many parameters are measured simultaneously and independently.

Holographic particle characterization uses coherent illumination to measure prop-

erties of micrometer-sized particles, enabling a direct measurement of their size,

extinction cross-section, and three-dimensional position.

The following is an introduction to the salient physical processes underlying the

holographic technique. We then discuss our implementation of image analysis in

Chapter 3, and conclude with an overview of the experimental results from Antarc-

tic and Alpine ice cores by applying a holographic particle-by-particle characteriza-

tion. Particular attention was given to the shape of the particles which consistently

exhibit a considerable non-sphericity.

2.1 Overview

Digital holography (DH) is a technique that has been widely used in the fields

of optics. It is well suited for the investigation of micro-components, dynamic

three-dimensional particle field imaging, and tracking systems. It offers a non-

contact approach, preserving the samples, and it can cover a wide range of sizes.

For these reasons, it has many applications that include studying contaminants in

water (Philips et al., 2017), quantifying unconstrained bacterial mobility (Nadeau

et al., 2016), studying protein aggregates (Kasimbeg et al., 2019), or characterizing

flowing aerosol particles in air (Kemppinen et al., 2020).

It was introduced in the 1940s thanks to the study of Dennis Gabor, who at the time

was working on electron microscopy and was seeking ways to avoid the problems

caused by primitive electron lenses that suffered from spherical aberration (Gabor,

1948) by proposing to avoid lenses entirely. He created the word holography by

combining the Greek words holos, which means everything, and graphein, which

means writing. His idea was based on a diverging incident wave, like that shown in

19
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Figure 2.1, which today we would refer to as point source in-line holographic mi-

croscopy. However, its proposal can be applied to light as well, as he demonstrated

by using a mercury arc lamp and a pinhole to create an almost monochromatic,

coherent source of spherical waves (Gabor, 1948, 1949). For his invention and de-

velopment of the holographic method, Gabor later won the Nobel Prize. With this

technique, it was possible to recover original images by illuminating the holograms

in reverse. In this way, from a single image, he could reconstruct multiple object

planes. We discuss reconstruction in more detail in Section 2.3.

Detector

pinhole

Figure 2.1: Schematic illustration of point source in-line holographic microscopy as

proposed by Gabor. A spherical incident wave emanates from a pinhole and illumi-

nates a scatterer. Because the scatterer is downstream from the pinhole, the phase

difference between the scattered and incident waves will vary over the detector,

which will consequently record a fringe pattern.

Although remarkable results were achieved, some limitations did not allow holog-

raphy to become practical until the development of digital holographic microscopy

in the 1990’s1. Even after lasers became readily available sources of intense, coher-

ent light, recording holograms generally required finely grained photographic films,

which were difficult to chemically develop and required high time-consuming. The

development of CCD/CMOS cameras, along with improvements in the compu-

tational capacity of computers, made it possible both to record holograms digi-

tally and to simulate the optical reconstruction process numerically (Schnars and

Jüptner, 1994). Digital holograms enjoy all the convenience of digital files, such as

transport simplicity, the ability to be duplicated and sent remotely, and the possi-

bility of being modified with relative simplicity through computer software, without

losing the original image. One of the earliest works with both digital recording and

numerical hologram reconstruction was that of Schnars and Juptner (Schnars and

Jüptner, 1994). They proposed to image ordinary gaming die by the use of an

1We refer the reader interested in the historical holography development to Schnars and

Jüptner (1994) and the references therein.
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off-axis rather than inline configuration. They soon identified one of the limita-

tions of CCDs as opposed to the specialized photographic films: the large pixel size

(∼ µm), resulting in almost two orders of magnitude larger than the resolution of

holographic films. The resulting loss of high-spatial frequency information necessar-

ily degraded the imaging resolution. Anyway, the convenience of digital recording

and numerical reconstruction compared with photographic films was substantial.

One solution to this problem is to reduce the effectiveness of pixel size by the use

of lenses to magnify holograms (Cuche et al., 1996, Zhang and Yamaguchi, 1998).

The approach of combining magnifying lenses and an off-axis holographic configu-

ration be mostly applied in the area of biological microscopy (Cuche et al., 1999b).

However, off-axis holographic instruments have the disadvantage of a much more

challenging setup and alignment, and quantitatively precise reconstruction can be

harder. An alternative approach to overcome the problem of large CCD pixel sizes

was given by the idea to use an in-line configuration with illumination by a point

source, as in Figure 2.1 (Kreuzer et al., 1999, Xu et al., 2002). In particular, since

in this setup the wave from the point source diverges, it is possible to magnify the

hologram fringe pattern without any lenses whatsoever, simply by placing the de-

tector further away. The size of the hologram is equal to the size of the object area

multiplied by the magnification factor M = D/d, where D is the distance between

the object and the point source, while d is the distance between the detector and

the point source. Despite the straightforward setup of this approach compared to

the off-axis configuration, with no lenses that might introduce optical aberrations,

it is still arguably not ideal. Indeed, the detector has to be moved far away from

the point source and the scatterers (i.e. D has to be greater than d). The result

is that the detector, having a limited side length (∼ 4 cm2), collects only light at

small scattering angles, missing important information about the size of scatterers.

However, non-spherical particles, or particles that exhibiting surface roughness or

protuberances, tend to scatter light at higher angles (see Sec. 2.2, Figure 2.5).

The optical configuration we used in this thesis is described in Chap. 3 and it is

shown schematically in Figure 2.2, with the insertion of a microscope objective lens

between the scatterer and the detector to magnify the hologram. It is a combination

of the magnifying optics (as in the work of Cuche et al.) and the in-line setup with

plane wave (as in Kreuzer et al.), similar to Lee et al., Berg and Videen and Sheng

et al.. This setup allowed the effective hologram plane to remain relatively close

to the scatterers (within hundreds of µm), achieving a greater scattering angle

coverage with high numerical aperture objectives (N.A. ∼ 40).

We conclude with a list of symbols and abbreviations in table 2.1, which will be

useful for the rest of the reading.
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DetectorDetector

(a) (b)

Figure 2.2: Schematic overview of in-line digital holography (DM). A coherent

plane wave from a laser illuminates a complex shape scatter (a) and a spherical

scatter (b). The interference pattern, recorded by the detector and placed after

the object, is formed between the scattered light (green lines) and the unscattered

incident light (red straight lines).

Description Symbol

Digital holography DH

Extinction cross-section Cext

Cross sectional area, orthogonal to the optical axis csa

Aspect ratio, the ratio between the major and minor axes of the csa ar

Thickness (along the optical axis) to diameter ratio tdr

Coordinates on the hologram plane (ξ, η)

Coordinates on the objects plane (x0, y0)

Wavenumber k = 2π
λ

Complex scattering amplitude S(0)

Table 2.1: List of symbols and abbreviations

2.2 Encoding scatterer information

To understand holography, we need to consider the wave nature of light. At any

point in space, a light wave can be described by an amplitude and phase of the

oscillating electromagnetic field. Coherent imaging preserves the phase informa-

tion that is instead averaged away in conventional incoherent images. Therefore,

whereas a conventional photograph captures the intensity of light reflected or scat-
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(a) (c) (d)(b) (e)

z

ξ

ηz0

x0

y0 z1
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Figure 2.3: Diagram of in-line digital holographic microscopy (DHM). A collimated

laser beam (a) impinges on a thin cell (b) through which samples are flown to be

measured, placed at the (x0, y0, z0) plane. A microscope objective (d) is located

in the far-field of the sample. A sensor (e), placed on the (ξ, η, z) plane, records

the holographic pattern resulting from the interference of the faint scattered (green

lines) and transmitted waves (red lines). The insert (c) shows the longitudinal

intensity profile of a holographic pattern along an arbitrary (x′, y′) plane.

tered from an object, a hologram can record both the amplitude and phase of a

wave. The position and physical properties of individual scatterers are encoded in

this phase information and can be extracted by reconstructing the pattern (Sec. 2.3)

or fitting the resulting intensity patterns to an appropriate light scattering theory

(Sec. 2.4).

The Figure 2.3 illustrates the working principle of in-line digital holographic mi-

croscope (DHM). A coherent laser with plane wave (a) impinges onto a scatterer

into the sample (b), which we assume has an object’s density not exceedingly large.

Some of this incident light is scattered by the particle (the object beam, green lines),

while most of the incident light does not interact with the particle and proceeds

undisturbed (the reference beam, red lines). Therefore, if the two waves are coherent

(temporally and spatially), it is possible to record at the plane of the detector (e)

an interference pattern—the so-called hologram pattern—resulting from the faint

scattered light and the unscattered incident light, and magnifying by the objective

lens (d). The concentric fringes of the hologram pattern are centered around the

particle position in the lateral (ξ and η) directions, perpendicular to the optical

axis. While the spacing of the fringes encodes the position of the particle in z0,

that is the distance along the optical axis between the particle and the hologram

plane. The dependence on the optical axis position is also shown in Figure 2.4: as

the distance z increases (1) the spacing of the fringes increases and (2) the contrast

in the hologram fringes decreases. The last one is due to the approximate 1/r
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dependence of the scattered electric field, as we can see in Eq. 1.2. The simula-

(a) (b)

(c) (d)

Figure 2.4: Simulated holograms of a 1 µm-diameter polystyrene sphere in water

with different z, from 50 µm (a), 150 µm (b), 300 µm (c), to 600 µm (d). As z

increases, the spacing between the hologram fringes increases and the contrast de-

creases. We reported the output as a color gradient with the same scale (minimum

value: blue, maximum value: yellow). Holograms are simulated using the Lorenz-

Mie formalism described in Sec. 2.4 and App. B, with an in-line optical setup

(detector shape = 300 pixel2, pixel size = 0.26 µm, λ = 0.633 µm). Calculation

were conducted using the open-source package HoloPy.

tions shown in Figure 2.4—and in general in above this work—were performed using

the open-source package HoloPy (https://github.com/manoharan-lab/holopy).

HoloPy scattering computations perform the Lorenz-Mie formalism, including lay-

ered sphere, Mie superposition calculation, and DDA calculations. These theories

are used to accurately simulate light scattering from a particle of known size and

arbitrary shape. The scattered light is then superimposed with the incident light

to generate a simulated contrast hologram.

Anyway, a hologram contains far more information in addition to particle position,

because it hosts a footprint of the scatterer that generated it, and therefore its

characteristics (dimension, refractive index, extinction, ...). First, the amplitude of

https://github.com/manoharan-lab/holopy
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the hologram fringes is modulated by the angular dependence of the scattered light

from the particle, which depends, in general, on its size and refractive index. As

it is shown in Figure 2.4 and 2.5, the amplitude of the hologram fringes decreases

towards the edges (or equivalently, as the scattering angle increases). In Figure 2.5

we show two simulated holograms of a polystyrene sphere 5 µm in diameter (a),

and 2 µm in diameter (b). The plots of the intensity across the horizontal black

lines in Figure 2.5, on the right, show that the fringes of the two holograms have

different envelopes, which are approximately set by the amplitude of the scattered

electric field (dashed red lines).

Moreover, the geometry of the particles can break the circular symmetry of the

interference path. When a source impinges on an ellipsoid or a cylinder, for exam-

ple, the intensity of the hologram path is elongated due to the sides of the ellipsoid

(or cylinder) that scatter light more than the ends. We report an example in Fig-

ure 2.6 (a, d), where we simulated a spheroid with semi-axes (a, a, c) aligned with

a hypothetical axis x, while z is the direction of the source. Anyway, if we change

the orientation of the spheroid such that it is aligned with the optical axis z—so

the sources illuminate a “spherical” cross-sectional area (with r = a)—the intensity

of the hologram path exhibits, in turn, circular fringes (Figure 2.6 (b, e)). We can

distinguish it from a sphere only by the measurement of the Cext value (Sec. 2.5

and 3.2). The more complex is the geometry of the scatterer and the more the

hologram pattern exhibits irregular fringes as opposed to the circular fringes, that

reveal its shape. In Figure (2.6) (c, f) we show the result from an aggregate of

three polystyrene beads of different sizes. If more than one particle is in the field

of views of the source, their patterns will overlap but could be distinguishable in

the reconstruction.

2.3 Holographic registration and reconstruction

In this section, we will model mathematically the physical process that leads to the

formation of an image of an illuminated particle at the focal plane of the objective

lens. We will assume that a scatterer is illuminated by an incident plane wave

E0(r). Monochromatic light has a time dependence of e−iωt. Measurements of

the light’s intensity are time averaged over the duration of the camera’s exposure

period of at least 10 µm. As we will be imaging with a wavelength λ of 633 nm

(with frequency ω ∼ 473 THz), our time average will include billions full cycles;

we will therefore safely neglect this time dependence. As this incident illumination

propagates in the ẑ direction through the meltwater sample, it scatters from the

particles, each of which will emits a diverging scattered wave, Es(r), in response.

For the kind of interest in this study, the scattered field is dominated by forward
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Figure 2.5: Amplitude of scattered field sets envelope of hologram fringes. Simu-

lated holograms shown 2.5 µm radius (a) and 1 µm radius (b) polystyrene spheres

(n = 1.58) in water. Solid lines on the right plots show hologram intensity along

horizontal black lines in the left. Dotted red lines show amplitude of in-plane com-

ponents of scattered electric field computed in simulations, shifted vertically for

clarity and normalized by 2
√
Qextπx2/z, where x = kr is the dimensionless size

parameter and Qext the total extinction efficiency. We reported the output as a

color gradient (minimum value: blue, maximum value: yellow). Computational

parameters: detector shape = 821 pixel2, pixel size = 0.26 µm, λ = 0.633 µm, z =

420 µm.

scattering (because the angle of detection θdet is small) and the scatterer absorbs

a negligible proportion of the incident wave. Both of these waves, the incident and

the scattered wave, illuminate a detector, which records an interference pattern. In

general, detectors (such as the pixels of a camera, or the human eye) are sensitive

not to electric fields directly, but to the intensity I. In particular, because the

detector in an in-line configuration records both the scattered wave as well as the

unscattered incident wave, the intensity recorded for a hologram is

I(r) =|E0 + Es|2

=|E0|2 + E0E
∗
s + E∗0Es + |Es|2.

(2.1)

This relation holds true regardless of any assumptions made by a reconstruction
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Figure 2.6: Simulated holograms of more complex scatterers. (a, d) Prolate spheroid

with (0.7, 0.7, 0.2) µm semi-axis in water aligned with an hypothetical x-axis and

(b, e) aligned with the z-axis. (c, f) An aggregate of three polystyrene spheres

of different diameters (d1=2 µm, d2=1 µm, d3=1 µm). Computational parameters:

detector shape = 401 pixel2, pixel size = 0.2 µm, λ= 0.633 µm, z = 40 µm, m =

1.18. In HoloPy by default these objects are aligned with the z-axis, but they can

be rotated into any orientation by passing a set of Euler angles.
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(a) (b) (c)

Figure 2.7: Depicting separately the three intensity contributions to a holographic

image formed by a 2 micrometer-sized diameter scatterer. Computational parame-

ters: detector shape = 401 pixel2, pixel size = 0.26 µm, λ = 0.633 µm, z = 200 µm,

m = 1.19.

technique. Figure 2.7 presents a simulate holographic image for a 2 µm diameter

polystyrene sphere (n = 1.58). The relative contributions of the terms in Eq. 2.1

are illustrated in Figure 2.7 (a), (b) and (c). The first term, |E0|2 , is a DC term

due to the unscattered wave alone: for plane wave illumination, it is constant over

the field of view and incorporates no phase information. The last term, |Es|2, is a

self-interference term and corresponds to the intensity of the diffracted wave at the

sensor plane. It is also real-valued but is not constant over the field of view. The

second term, E0E
∗
s +E∗0Es = 2Re{E0 ·E∗s}, contributes the spatially-varying inter-

ference pattern from the phase profile of the scattered wave. To obtain the original

image of the object from the recorded hologram a second step is needed, which was

traditionally (non-digitally) achieved by illuminating the recording medium with

the same reference wave. The fringes of a recorded hologram essentially act as a

zone plate2 and can focus light when illuminated. In particular, by shining light

backwards through the hologram, it is possible to reconstruct the field scattered by

the particle. Digitally, this operation is possible with some approximations. First of

2A zone plate is a device used to focus light or other things exhibiting wave character. They are

circular diffraction gratings with radially increasing line density, where the position of adjacent

zones reproduce that of Fresnel half period zones, which alternate between being opaque and

transparent. Light hitting the zone plate will diffract around the opaque zones. The zones can

be spaced so that the diffracted light constructively interferes at the desired focus, creating an

image there.
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all, one assumes that scattering is weak: |Es| � |E0|. Consequently, the last term

in Equation 2.1 may be neglected relative to the remaining terms. Illuminating the

hologram backwards is akin to multiplying Equation 2.1 by E∗0. If we had an inci-

dent plane wave eikz, where k is the scattered wavevector, backwards-propagating

wave would have the form e−ikz. Therefore, we obtain

E∗0I(r) = E∗0|E0|2 + E∗s + E∗0
2Es (2.2)

at the hologram plane. The second term here is E∗s , a backwards-propagating

version of the scattered wave. In particular, if Es is a spherical wave outgoing from

the hologram plane is described in Eq. 1.2 but with the opposite sign because we

have a backwards-propagation:

Es(r) = S · e
ikr

−ikr
E0 (2.3)

where r is the distance between the particle and a point on the hologram plane,

then

E∗s (r) = S∗ · e
−ikr

ikr
E∗0. (2.4)

This is a spherical wave converging at the origin, where the particle was: this is why

we can state that the reconstruction recovers the wave scattered by the particle.

In Equation 2.2 the first term, arising from the DC background, will once again be

constant3, but the third term, proportional to Es, will give rise to the twin image

artifact, i.e. a wave that converges on the opposite side of the hologram plane as

the real image from E∗s . This twin image problem was recognized early on by Gabor

(Gabor, 1949), and by trying to eliminate this unwanted feature, holographic off-

axis techniques have been developed. In-line reconstruction approaches generally

ignore the twin image, assuming that the field due to the twin image near the focal

point of the real image is small.

Once we have E∗s at the hologram plane (from Equation 2.2, neglecting DC and

twin image contributions), it is then necessary to propagate this field from the

hologram plane. The field E∗s (x′, y′, z′) at an arbitrary point (x′, y′, z′) is related

to the field E∗s,hp(ξ, η, z) at the hologram plane via the Fresnel-Kirchoff diffraction

formula (Benzie, 2008, Latychevskaia and Fink, 2015):

E∗s (x′, y′, z′) =
1

λ

∫ ∫
E∗s,hp(ξ, η)

eikρ

ikρ
dξ dη. (2.5)

Here λ is the wavelength of the illuminating light, ξ and η are coordinates in the

hologram plane, the integrals run over the entire hologram plane, and

ρ =
√

(ξ − x′)2 + (η − y′)2 + z′2 (2.6)

3Usually, it is possible to measure and subtract off the DC background term prior to the

reconstruction.
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denotes the distance between a point in the detector plane P0(ξ, η, z = 0) and a

point in the arbitrary plane P1(x′, y′, z′), as illustrated in Fig. 2.8.

Object plane

x0

y0

z0

P1

P0.
. z’

Arbitrary plane

x’

y’
ρ

Hologram plane

ξ

η

Figure 2.8: System of coordinates and distances involved in the reconstruction of a

digital hologram. (ξ, η, z=0) are the coordinates in the hologram plane, (x’, y’, z’)

in an arbitrary plane, while (x0, y0, z0) in the object plane.

We have here neglected the obliquity factor z′/ρ, because the angles are approx-

imately 0. For ξ and η values as well as for x’ and y’ values, which are small

compared to the distance z’ between the reconstruction and the detector plane,

the expression Eq. 2.6 can be approximated with the Taylor series expansion:

ρ = z′ +
(ξ − x′)2

2z′
+

(η − x′)2

2z′
− 1

8

[(ξ − x′)2 + (η − x′)2]2

z′3
+ ... (2.7)

When the z′ distance is sufficiently large

z
′3 � 1

8λ

[
(ξ − x)2 + (η − y)2

]2
, (2.8)

so that the Fresnel approximation is fulfilled, Eq. 2.5 turns into

E∗s (x′, y′, z′) =
1

λz

∫ ∫
E∗s,hp(ξ, η)

e
ik
z′ [(ξ−x′)2+(η−y′)2]

ik
dξ dη. (2.9)

Since the integrand in Equation 2.9 depends only on the differences ξ − x′ and

η − y′, we may write E∗s (x′, y′, z′) as a convolution:

E∗s (x′, y′, z′) = E∗s,hp(ξ, η) ∗ h (2.10)
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where h is the impulse response function of free space:

h ∗ (ξ − x′, η − y′) =
1

λ

eikρ

ikρ
. (2.11)

Recalling the convolution theorem, thanks to the fast Fourier transform it is compu-

tationally faster to compute E∗s (x′, y′, z′) using the transfer function H = F{h} =

eiπλz
′(u2+v2) , where F denotes the Fourier transform and (u, v) the Fourier domain

coordinates. Therefore the hologram reconstruction consists in calculating the in-

verse Fourier transform of the multiplication of the Fourier transform of E∗s,hp with

H:

E∗s (x′, y′, z′) = F−1{F{E∗s,hp} ·H}. (2.12)

The actual computational implementation is somewhat less straightforward than

this; in particular, experimentally recorded holograms are not continuous functions.

This is the consequence of the use of a digital detector, which has in output a

discrete number of values, one for each pixel, in addition to the noise that can not

be entirely avoided.

2.3.1 Angular spectrum method

The angular spectrum method is based on the concept that the plane wave propaga-

tion can be described by the propagation of its spectrum (Ratcliffe, 1956, Goodman,

2005) and does not use any approximations. We start to define the components of

the scattering vector

k =
2π

λ
(cosϕ sin θ, sinϕ cos θ, cos θ) (2.13)

which are related to the Fourier domain coordinates (u, v) as follows:

cosϕ sin θ = λu

sinϕ cos θ = λv
(2.14)

where (λu, λv) are the direction cosines of the vector k. As a consequence, the

following condition is fulfilled:

(λu)2 + (λv)2 ≤ 1. (2.15)

Therefore the reconstruction of the hologram is calculated by using the formula

(Goodman, 2005):

E∗s (x′, y′, z′) = F−1
[
F{E∗s,hp} · e−ikz

′
√

1−(λu)2−(λv)2
]
. (2.16)
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Due to the constraint described in Eq. 2.15, the term e±ikz
′
√

1−(λu)2−(λv)2 has non-

zero values in the range of (λu, λv), which thus acts like a low-pass filter. Eq. 2.15

set also the limit for the maximal possible frequency in the Fourier domain:

λumax = 1. (2.17)

Recalling the definitions of the Fourier domain coordinates (Eq 2.14) we obtain:

λumax = sin θmax = 1, (2.18)

where θmax is the greater angle of the scattered wave. The condition given by

Eq. 2.15 relates to the classical resolution limit, whereby we can defined the lateral

resolution, given by the Abbe criterion (Abbe, 1881, 1883), as:

Rlateral =
λ

2 sin θmax
=
λ

2
(2.19)

2.3.2 Resolution in in-line holography with plane waves

We can define the lateral resolution as

Rlateral =
λz0

N∆
=
λz0

S
, (2.20)

which is in general valid for digital Gabor in-line holography. In particular, z0 is

the distance between the sample and the detector, and S = N∆ is the side length

of the hologram, N denotes the number of pixels and ∆ is the pixel size in the

hologram plane.

In practice, the resolution of in-line holography depends on the spacing and visi-

bility of the interference fringes at large diffraction angles, resulting from the inter-

ference between the reference and the object waves scattered. Moreover, a further

limit for the resolution is set by the mechanical stability of the optical setup. A

quantitative value of the lateral resolution can be achieved by the highest observ-

able frequency in the Fourier domain umax—similar to the resolution estimation in

coherent diffractive imaging. If umax is detected at a determinate pixel A from the

center of the spectrum, its coordinate is given by:

umax = ∆FA, (2.21)

where ∆F is the pixel size in the Fourier spectrum. Using the relation 2.18, we

obtain that

sin θmax = λ∆FA. (2.22)

Finally, from the classical Abbe resolution criterion, by Eq. 2.19 we obtain:

Rlateral =
λ

2 sin θmax
=

1

2umax
=

1

2∆FA
=

S

2A
, (2.23)
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The axial resolution (in the z-direction, along the optical axis) can be defined as a

depth of focus δ:

δ =
2λ

(2NA)
2 , (2.24)

where N.A. is the numerical aperture of the system. This provides an estimate for

the axial resolution:

Raxial = 2δ =
λ

(NA)2
(2.25)

2.4 Fitting techniques

Despite the relative simplicity and, above all, the generality of analyzing digital

holograms based on their reconstruction, this technique has some limitations that

will now be briefly reviewed.

As we will describe in Chap. 3, the original position of the particle along the

optical axis (i.e. the focal point, z0) is indicated by an abrupt increase in the

amplitude of E∗s (Fig. 2.11). The amplitude here exhibits a spike that indicates

the presence of a particle (Goodman, 2005). However, this method shows some

limits when we try to apply it to larger particles. The reconstructions of spherical

particles, in fact, tend to appear elongated in the axial direction (Xu et al., 2002).

We illustrate this effect in Figure 2.9, where we display the field back-propagating

from the hologram plane within a x − z slice. The elongation is noticeable for

the 5 µm-diameter polystyrene sphere in Figure 2.9 (b), but not for the smaller

scatterer (1 µm-diameter polystyrene sphere) in Figure 2.9 (a). While it would be

straightforward to detect the lateral (x−y) positions of the particles, the precision

for detecting the axial position of strong scatterers might be an order of magnitude

greater (∼ hundreds of nm).

By reconstructing holograms, modeled throw an exact solution (the Lorenz-Mie

solution for the scattering of a plane wave by isolated spheres), Pu and Meng (2003)

demonstrated that the elongation arose from the waves scattered by large scattering

particles (particle radius very larger than the incident wavelength λ), being far from

spherical. In particular, as expressed in Eq. 2.10, the reconstructed field can be

viewed as a spherical wave E∗s,hp modulated by the impulse response h, which causes

the actual wavefront to deviate from the Gaussian reference sphere (Fig. 2.10).

Accordingly, the spike in intensity is displaced along the optical axis far from the

actual position of the scatterer. Figure 2.9 (b) shows that this displacement is

of 10 µm. To avoid this artifact, we can use a model based on the Lorenz-Mie

scattering solution (App. B) not simply to model hologram formation, but also

to extract physical information from experimentally recorded holograms through a

fitting procedure (Lee et al., 2007). The Lorenz-Mie scattering solution is a vector
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Figure 2.9: Reconstructions of simulated holograms. Slices in the x−z plane of: (a)

polystyrene sphere suspended in water, with radius a = 1 µm; (b) polystyrene sphere

in water, with a = 2.5 µm. The x− z slices are computed at the vertical midplane

of the x− y slices. Green dashed lines denotes actual z position of scatterers, while

the red line the reconstructed z position. Computational parameters: detector shape

= 821 pixel2, pixel size = 0.26 µm, λ = 0.633 µm, z = 420 µm.
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Figure 2.10: Phase deviation due to the holographic reconstruction. The wave front

is deviated from the Gaussian reference sphere causing aberrations in the image

reconstruction.
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field solution to Maxwell’s equations for the scattering of a plane wave by a sphere.

We will assume the incident wave to be a plane wave propagating in the positive z

direction. A key feature is that the Lorenz-Mie scattered field, Es, depends linearly

on the amplitude of the incident field E0. Therefore, recalling Eq. 1.2, we can define

Es as:

Es(r) =S(θ, φ)
eik(z−r)

ikr
E0

=fff(r)eik(z−r)E0.

(2.26)

Here, fff(r) is the vector scattering amplitude of the sphere (see for further details

the Sec. 1.4). It depends not only on the distance vector r between the sphere

and a detector point, but also on the polarization and wavelength of the incident

light, the sphere radius a, and the relative index m = np/nmed, where np is the

particle refractive index and nmed is the refractive index of the surrounding medium.

Recalling the Equation 2.1 for the measured hologram intensity I in vector form:

I(r) =|E0 + Es|2

=|E0|2 + E0E
∗
s + E∗0Es + |Es|2

=|E0|2 + 2Re{E∗0Es}+ |Es|2,
(2.27)

we may re-express it through the definitions of Eq. 2.26, and normalize the mea-

sured holograms by dividing by a background image of an empty field of view,

which measured |E0|:

I

|E0|2
=1 +

2Re{E∗0Es}
|E0|2

+
|Es|2

|E0|2

=1 + 2Re{fff(r)eik(z−r)}+ |fff(r)|2.
(2.28)

Analyzing holograms by fitting scattering solutions to them had several advantages

over reconstruction techniques. First, it has a ∼ nm tracking precision (Lee et al.,

2007) in the axial direction. The size of the particles can also be retrieved by fitting

scattering models such as Eq. 2.28. Reconstruction methods require high compu-

tational cost to back-propagate light to many focal planes, in addition to complex

particle-finding analysis, whereas fitting methods allow particle positions to be pre-

cisely determined from holograms in a single processing step. However, one great

limiting aspect of fitting techniques is readily apparent: since the Lorenz-Mie so-

lution strictly applies only to single spheres in an infinite, perfectly homogeneous

medium, it is not clear how applied to holograms formed either by non-spherical

particles or by multiple particles in close proximity, that is the main theme of this

work. It is necessary therefore to extend this fitting paradigm to new types of

scattering particles.
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Figure 2.11: Reconstructions of simulated holograms. Line plots of the amplitude

|E∗s | along z. (a) Polystyrene scattering sphere suspended in water, with radius a =

1 µm; (b) strongly scattering polystyrene sphere in water, with a = 2.5 µm. The plots

are computed at the vertical and horizontal midplane of the x− y lateral position,

respectively. Green points denotes actual z position of scatterers, while the red

points correspond to the external sides of the particle. Computational parameters:

detector shape = 821 pixel2, pixel size = 0.26 µm, λ = 0.633 µm, z = 420 µm.

Returning to the reconstruction technique, there are some computational methods

to avoid the mismatch of axial particle detection. Lets take a line plot of the

amplitude |E∗s | (Eq. 2.2) corresponding to the lateral (x−y) position of the scatter

along z. The plot exhibits a spike at the focal position z0, whose amplitude depends

on the nature of the particle (Goodman, 2005). We show this in Fig. 2.11 with a

1 µm-diameter polystyrene sphere (a), and 5 µm-diameter polystyrene sphere (b).

The particles are the same simulated in Fig. 2.9. How we saw before, for the weaker

scatterer the focal position is easily determined, and corresponds to the maximum

of the line plot (green dot in Fig. 2.11 (a)). Instead, for the stronger scatterer, the

focal position is located inside the object. Therefore the plot exhibits not one but

two maximal positions (red dots in Fig. 2.11 (b)) interspaced by a local minimum

(green dot in Fig. 2.11 (b)), that shows the actual focal position. To reconstruct

the size of the particles we had to select the x − y slice at z0. In Fig. 2.12 we

report the case for the 5 µm-diameter polystyrene sphere. Fig. 2.12 (a) and (c)

show the slice at z0 = 410 µm and 440 µm, the red maximal positions in Fig. 2.11

(b), respectively; while Fig. 2.12 (b) shows the slice at the actual focal position,

z0 = 420 µm. By imposing a cutoff of 30% of the maximum of the intensity |E∗s |2

we obtain (c), (e), and (f), respectively. The diameters found are 1.82 µm (d),

4.94 µm (e), 2.86 µm (f). Keeping in mind this elongation in the axial direction,

we can anyway obtain computationally the correct focal positions and the size of
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(a) (b) (c)

(d) (e) (f)

Figure 2.12: Slices in the x − y plane of a strongly scattering polystyrene sphere

in water reconstructions with a = 2.5 µm. (b): Slice at the actual focal position.

(a) and (c): Slice at the maximal positions found in Fig. 2.11 (b). By imposing a

threshold mask in intensity we obtain (c), (e), and (f), respectively.

scatterers of any shape. In Chap. 3 we will discuss in further detail the object

reconstruction algorithm.

2.5 Using holography to measure extinction and absorbtion

cross-section

The interaction of a wave with a ∼ wavelength-scale particle causes a small attenu-

ation of the original beam as the particle scatters and possibly absorbs part of the

incoming radiation. Extinction is the overall effect that describes this power reduc-

tion, typically concentrated around the forward-scattering direction (Berg et al.,

2008), and is quantified by the particle’s extinction cross-section (Cext) (Van de

Hulst, 1957, Bohren and Huffman, 2008, Potenza et al., 2010). Since the hologram

is a consequence of the interference between the scattered and transmitted field,

the holographic pattern also contains information about the Cext of the particle

(Berg et al., 2014), independently by its shape.

Let us consider a particle of arbitrary shape and composition, embedded in a non-

absorbing medium and illuminated by a light source, like a laser beam, at a large

distance from the particle. We assumed the source be a linearly polarized plane

wave traveling along the k̂0 (z-axis) with wavelength λ, as shown in Fig. 2.13.

The particle is exposed to an incoming field E0 ∼ eikz−iωt, where k = 2π
λ , and

scatters light at all angles with the same time-harmonic dependence. Along the

forward scattering direction, we put a detector, with planar size S2. We surround
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Figure 2.13: Geometry of scattering plane of an arbitrary particle showing the

surfaces S1 (arbitrary) and S2 (detector), along with θ and θdet. k̂0 represent the

direction of propagation of the fields along the positive direction of the z-axis.

our particle with a large imaginary surface S1, and we call S the union of S1 and

S2. In Berg et al. (2014), the authors state that measuring Cext is equivalent to the

difference of the net response of a detector looking into the light source without

(Idet
0 ) and with (Idet) an arbitrary particle disturbing the incident wave. Throw

the Poynting’s theorem, with the same logic of 1.4.2, we can define them as

Idet
0 (θ) =

1

Ii

∫
S2

〈
Sinc

〉
t
· ẑ da

Idet(θ) =
1

Ii

∫
S2

〈
S
〉
t
· ẑ da

(2.29)

where
〈
S
〉
t

=
〈
Sinc

〉
t

+
〈
Ssca

〉
t

+
〈
Sext

〉
t
. The first two terms involve the incident

and scattered fields respectively, while the last term describes the energy flow due

to the interference of these waves. Therefore, Idet
0 is the total power received by the

sensor due to the energy flow
〈
Sinc

〉
t

and Idet to the energy flow
〈
S
〉
t

integrated

across S2, which subtends an angle θdet, as shown in Fig. 2.13.

Recalling that for the law of conservation of energy

Wext = Wsca +Wabs, (2.30)

using the Poynting theorem we get

Wabs = −
[∫
S1

〈
S
〉
t
· n̂ da+

∫
S2

〈
S
〉
t
· ẑ da

]
Wext = −

[∫
S1

〈
Sext

〉
t
· n̂ da+

∫
S2

〈
Sext

〉
t
· ẑ da

]
Wscat =

∫
S1

〈
Ssca

〉
t
· n̂ da+

∫
S2

〈
Ssca

〉
t
· ẑ da

(2.31)
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Therefore the difference between Idet
0 and Idet can be expressed as

f(θ) = Idet
0 − Idet

=
1

Ii

∫
S2

〈
Sinc

〉
t
· ẑ da− 1

Ii

∫
S2

〈
S
〉
t
· ẑ da

=
���������1

Ii

∫
S2

〈
Sinc

〉
t
· ẑ da− 1

Ii

∫
S2

[
�
���〈

Sinc

〉
t

+
〈
Sext

〉
t

+
〈
Ssca

〉
t

]
· ẑ da

=
1

Ii

Wext +

∫
S1

〈
Sext

〉
t
· n̂ da︸ ︷︷ ︸

I1

−Wscat +

∫
S1

〈
Ssca

〉
t
· n̂ da︸ ︷︷ ︸

I2


(2.32)

Let us look the limits of this equation:

if θ � 1 S2 approaches zero and S1 a closed surface surrounding the

particle. I1 ≈ −Wext and I2 ≈Wscat, therefore f(θ) ≈ 0.

if θ � 1 I1 ≈ 0 due to this oscillation provided that n̂ ∼= r̂ on S1 (Berg

et al., 2014). I2 decreases from its θ = 0 value of Wscat.

With the same logic Eq. 2.32 can also be expressed as:

f(θ) =
1

Ii

Wabs +

∫
S2

〈
Ssca

〉
t
· ẑ da︸ ︷︷ ︸

I3

−Wscat +

∫
S1

〈
Ssca

〉
t
· n̂ da︸ ︷︷ ︸

I2

 (2.33)

where:

if θ � 1 then f(θ) ≈ 0.

if θ � 1 I3 ≈Wscat, since particles larger than λ typically scatter most

strongly around θ = 0, and I2 ≈ 0 for the same reason

aforementioned. Therefore f(θ) ≈Wabs as θ grows.

In conclusion, f(θ), as θ increases from 0 to θdet, shows a pattern that quickly rises

from zero to a peak, then oscillates, and finally decays to an asymptote according

to the nature of the scatterer: if the particle is non-absorbing, the curve will

asymptotically approach zero (because Wabs = 0); if the particle is absorbing, the

curve will approach Wabs. While, the average of f with θ over the domain where

f oscillates approximates Wext when extrapolated to θ = 0. Therefore, based on

Eq. 2.32 and 2.33, we get a measure of Cext and Cabs.
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In concrete terms, a hologram is proportional to the integrand of Idet
0 in Eq. 2.29

evaluated at each sensor pixel, while the background, that is equivalent to a particle-

free measurement, is proportional to the integrand of Idet in Eq. 2.29. There-

fore, the operation Idet
0 − Idet is the same as integrating the contrast hologram,

namely, the hologram pattern without the background. This procedure is sketched

in Fig. 2.14. Three different cases are considered (panels a, b, and c): a non-

absorbing sphere with d = 5 µm, m = 1.19; an absorbing sphere with d = 5 µm, m

= 1.19 + 0.1i; and an aggregate of several particles of d = 2 µm, m = 1.19. The

simulated particles produce three hologram patterns (Fig. 2.14 (d), (e) and (f))

that vary according to the scatterer morphology. Using the open-source package

Holopy, we calculate the expected Cext by computing scattered fields using Mie

theory (g and h) and a T-matrix-based solution of scattering that accounts for

multiple scattering between spheres (i). The f(θ) is plotted, normalized to the

expected Cext values, by integrating the pattern from its center to the edges. For

this operation is crucial that the hologram pattern is with zero mean. The value of

Cext can be obtained by measuring the envelopes of the integration curve (black,

dashed line in Fig. 2.14, panels (g), (h) and (i)), which define the average trend

(pink, dashed line). For the absorbing sphere (h) and for large θ limit, the plot

is asymptotic to Cabs (normalized by Cext). While for non-absorbing objects (g,

h) f approaches 0. In particular, the extinction cross-section of the aggregate is

equivalent to Cext = Cext,s ·N , with N = 6 and Cext,s the extinction of each particle

aggregate, because they can be considered as a collection of independent particles

(Sec. 1.4). In general, results show that this method works well for a large variety

of particle sizes, shapes, and refractive index within ±10%, depending both by

the maximal angle of detector of collection and by the intensity of scatterer (Berg

et al., 2017). For example, for a 2.5 µm ray-particle as that in Fig. 2.14 (a) we

obtain the extinction within 0.2% for θdet ∼ 11° and 9% for θdet ∼ 21°; while for

a 1 µm ray-particle we obtain the extinction within 10% for θdet ∼ 11° and 5% for

θdet ∼ 21°. The results of the simulations are reported in Table 2.2.

2.6 Using holography to measure extinction via the Optical

Theorem

As we see in Sec. 2.4, holograms can be modeled by fitting techniques, allowing

reliable information about the size and optical properties of the scatterers. For

sphere particles, in the forward direction at θ = 0, the scattering wave superposed

on the incident plane wave is a spherical wave, and the amplitude and phase are
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Figure 2.14: Examples of a general method to extract the extinction and absorption

cross-section from a hologram in three simulated cases. (a) Non-absorbing sphere

with d = 5 µm, m = 1.19; (b) absorbing sphere with d =5 µm, m = 1.19 + 0.1i;

(c) six spheres aggregate of d = 2 µm, m = 1.19. (d, e, f) Intensity plots of

the corresponding holograms; the centered dashed lines correspond to the position

of the dashed lines in the top images. (g, h, i) Integration of the corresponding

holographic pattern, normalized to the Cext value expected, by transition square

matrix from the center of the pattern to the edges. The x-scale are in degree (θ in

Fig. 2.13). Following integration, the endpoint of the trend curve (pink dashed line)

corresponding to the first maximum gives the Cext (red arrow), in good agreement

with the expected value (approaches 1). For the absorbing sphere (panel h), the plot

is asymptotic to the Cabs value (normalized by Cext). We reported the output as

a color gradient with the same scale (minimum value: -0.2 blue, maximum value:

+0.2 yellow). Computational parameters: detector shape = 601 pixel2, pixel size

= 0.26 µm, λ = 0.633 µm, z = 400 µm.
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Panel Quantity Integral method Mie Theory

a Cext 41 µm2 41 µm2

b
Cext 42 µm2 43 µm2

Cabs 23 µm2 22 µm2

c Cext 58 µm2 60 µm2

Table 2.2: Results of the simulations with the integral method for extracting extinc-

tion and absorption cross-section compared with the Mie Theory. The values are

within 5%.

characterized by the amplitude function

S(0) = s(0)eiσ(0) (2.34)

The phase σ(0) is independent of the choice of origin and of sign conventions for

polarized light. Let (x, y, z) be a point in this plane, within the boundaries of 0.

For this point, x and y are � z, so that

r = z +
x2

0 + y2
0

2z
(2.35)

where (x0, y0) is the position of the scatterer on the plane and z is the position

along the optical axis. In this way, from Eq. 2.28, we obtain:

I

|E0|2
− 1 =

2s(0)

kz
cos

(
k

2z
(x2 + y2) + σ

)
f(θ) (2.36)

where f(θ) is the form factor, the characteristic function of the interference pattern

accounting for the intensity damping as the scattering angle increases. Therefore,

we can fit the contrasted hologram, that is equivalent to the operation I/|E0|2− 1,

with Eq. 2.36 obtaining the value of s(0) and the phase shift σ. Finally, from the

Optical Theorem (Eq. 1.4.2) we can obtain the value of the scattering cross-section

as (Van de Hulst, 1957):

Cext =
4π

k2
ReS(0) =

4π

k2
s(0) cos

(π
2
− σ

)
. (2.37)

Fig. 2.15 shows an example of this analysis. Fitted holograms from spherical

polystyrene (n = 1.58) particles in water (Fig. 2.15 (a), (c)) are compared to our

experimental results (Fig. 2.15 (b), (d)). We used spherical polystyrene particles of

2 µm (a, b) and 5 µm (c, d) suspended in ultra-pure (Milli-Q) water; we normalized

the intensity of the interference term to the incident field and reported the output

as a color gradient (minimum value: blue, maximum value: yellow). In Figure 2.15,

it can be seen that the oscillations vanish at the edges of the holograms, where the

scattered wave vanishes. From the fit we obtained the values of the Cext equals to

11 µm2 and 44 µm2, within 7% and 9% to the expected values, respectively.
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Figure 2.15: Result of fitted holograms (a, c) to experimental polystyrene spheres

(b, d) of 2 µm and 5 µm in diameter in water (n = 1.33) using the Lorenz-Mie

formalism (Eq. 2.36). We reported the output as a color gradient with the same

scale (minimum value: -0.2 blue, maximum value: +0.2 yellow)

2.7 Quantitative three-dimensional imaging by phase con-

trast

Quantitative three-dimensional (3-D) imaging provides important information in

many fields, especially in the study of biological specimens, such as living cells

and their intracellular constituents since they are mostly transparent and therefore

problematic for conventional bright-field microscopy. Off-axis digital holographic

interference microscopy is an ideal tool for 3-D imaging, parameter extraction, and

classification of living cells (Vora et al., 2017). Although in-line digital holography

is the simplest of the common-path techniques, leading to compact setups using

fewer optical elements and ensuring a great temporal coherence, it suffers from the

reduction of field of view as only a portion of it contains useful information about

the object. Moreover, in-line holography results in a superposition of the recon-

structed object wavefront with a conjugate wavefront (the virtual twin image) and

the intensity of the reference wave (the zero-order intensity). Thus, the reference

beam may contain information about the medium surrounding the object, which

may result in unwanted spatial phase variations. Therefore, an off-axis scheme has

the potential to provide high-quality 3D images, as it can separate out the differ-

ent diffracted components (non-diffracted reference, virtual object component, and
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real-object component) in the frequency domain—only the frequency information

about the virtual/real object is propagated—so there will not be any overlap be-

tween the three components in the reconstruction plane (Anand et al., 2011, Javidi

et al., 2017). Summarizing, in quantitative digital holographic phase contrast mi-

croscopy, two aspects are of particular importance: (1) reconstructing the object

wave without zero-order intensity and the twin image and (2) managing the phase

aberration that is affected by the divergent object wave due to the application of a

microscope lens. The first point can be obtained through a spatial phase-shifting

(Carl et al., 2004, Liebling et al., 2004), while the second one is compensated by

the use of double exposure, with and without the object.

Recalling that the intensity distribution I, located at the hologram plane, is formed

by the interference of the object and the reference wave:

I =|E0 + Es|2

=|E0|2 + E0E
∗
s + E∗0Es + |Es|2

=|E0|2 + |Es|2 + 2
√
|E0|2|Es|2 cos ∆φ(x, y),

(2.38)

we define the parameter ∆φ(x, y) = ∆φ0−∆φs as the phase difference between the

two waves. In presence of a sample in the optical path the object-phase distribution

is represented by the sum ∆φs = ∆φs0 +∆ψs, where ∆φs0 denotes the pure object

phase-shift and ∆ψs is proportional to the optical path length induced by the

sample (Anand et al., 2011).

After the numerical propagation from the hologram plane to the object plane, we

can obtain both the absolute amplitude and phase distribution of the scattered

wave Es:

∆ψs = ∆φs −∆φs0

= arctan
Im{Es(x, y)}
Re{Es(x, y)}

(mod2π)
(2.39)

After removing of the 2π ambiguity by a phase unwrapping process (Kreis, 1996),

the data obtained with Eq. 2.39 can be applied for quantitative phase contrast

microscopy. Indeed, this phase difference is related to the object thickness through

∆ψs =
2π

λ
(np − nmed)hi (2.40)

where λ is the wavelength, z is the axial coordinate, hi is the cellular thickness

corresponding to the pixel i, np is the particle refractive index and nmed is the re-

fractive index of the surrounding medium. Equation 2.40 can be used to determine

either the thickness or the optical thickness, defined as (np − nmed)hi.
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Therefore, the object profile is directly obtained throw a phase imaging, and digi-

tal holography is a very effective process for achieving high-precision quantitative

phase microscopy (Cuche et al., 1999a, Kühn et al., 2008, Kemper and Von Bally,

2008).





Chapter 3

Mineral dust characterization

The experimental setup is outlined in Fig. 3.1 and in Fig. 3.2. (a) Light from

a visible laser source (He-Ne laser 5 mW, 633 nm, about 0.8 mm in width) is

focused with a 20× objective, spatially filtered by a ∼ 30 µm diameter pinhole (b),

and collimated with a 4× objective lens. The pinhole filters the beam improving

its spatial coherence and enhancing the quality of the holograms. The collimated

beam impinges onto a quartz flow-cell (c) centered on the scattering volume (5×0.3

mm cross-section). A 20× microscope objective (d) is located in the far-field to

reach the desired spatial resolution. Finally, the beam reaches a (e) CMOS detector

(Ueye-5240CP-M-GL IDS Camera), illuminating its whole pixel array (1280×1024,

5.3 µm pixel size). The design of the instrument is simple and compact; its case

is approximately 80 × 20 × 20 cm (Fig. 3.2). We operated in a cleanroom, and

the custom table-top instrument is kept inside a laminar flow hood to prevent

contamination of the samples. We examine light scattering data from dust particles

once stored in ice cores from the cryosphere. Small portions of about 10 cm3 were

cut and isolated in sealed plastic tubes in a cold room (−20 °C). Coulter counter

measurements have been performed immediately after melting at room temperature

(∼24 °C) by the EuroCold research group at Università Degli Studi di Milano-

Bicocca; then the samples are stored in a dark room at a temperature below 18 °C.

The numbering of the sample is progressive starting from the first meter perforated,

i.e from the most superficial portion of the core towards the depth, according to

increasing numbers and correlated to the age of the layer. The age of each layer is

expressed in year before present (KyBP), where conventionally the date assumed as

present is 1951. By employing the digital holographic method for the analysis, the

samples are transferred into a borosilicate glass container that serves as a reservoir;

a steady stream of ∼1 ml min−1 is delivered to the illuminated region using a

peristaltic pump. The samples were circulated through the instrument many times,

up to some hundreds, in order to gather enough statistics. We acquired the images

continuously in real-time (1280 × 1024, grayscale, 8-bit scale) with a frame rate

of 27 #/s and an exposure time of 0.04 ms. We collected for each sample 38000

images; usually, this does not take more than ∼ 40 minutes for each measurement.

47
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Figure 3.1: Diagram of in-line digital holographic microscopy. A laser beam (a) is

focused and spatially filtered by a 30 µm pinhole (b); the collimated beam illuminates

a thin cell (c) through which particles (gray spheres) are flown. A 20× microscope

objective (d) is located in the far-field of the sample, and a sensor (e) records

the holographic pattern resulting from the interference of the faint scattered (green

lines) and transmitted waves (red lines).

Any small particle intercepting the laser beam scatters an almost spherical wave,

which in turn interferes with the trans-illuminating field, similarly to in-line Gabor’s

holography (Gabor, 1948). The resulting self-reference interference pattern conveys

information on both the amplitude and phase of the scattered field. An example

of the output of the instrument is shown in Fig. 3.4.

Among the advantages of DH over other optical techniques is that the accurate

alignment of its optical components is not critical, hence the setup is hardly af-

fected by issues related to misalignment. Moreover, as it does not require time-

consuming sample preparations, it is suited for in-line applications (Kaufmann

et al., 2008, Bigler et al., 2011). Other factors contribute to the robustness of this

method. Firstly, it is calibration-free, only needing a fine-tuning of the magnifica-

tion (App. A). Secondly, it works well under strong dilution conditions (typically

a limit for the static light scattering), hence it is particularly suited for polar ice

core and snow samples. Low particle concentration in the samples prevents the

overlap of waves from multiple dust particles. The main criticalities, such as the

occurrence of multiple events, can be handled with custom-made software. For ex-

ample, it is important to distinguish an aggregate from several separate particles,

since the optical properties of these two morphologies are different even if the total

mass is the same. In this regard, also the shape of the flow-cell is critical: the

thicker it is, and the more likely it is to have particle detection on different focal

planes. On one hand, this is discouraged as requires a high computational cost—to

find the focal position we have to propagate the field from the hologram plane to

the particle plane and it is time-consuming over ∼ 500 µm with a personal laptop.

Moreover, the overlap of the patterns from particles on multiple planes disturbs the
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(a) (b)

Figure 3.2: Photos of the custom instrumental setup kept inside a laminar flow

hood at the EuroCold Laboratory at the Università degli Studi di Milano - Bicocca

with its case (a) and without (b).

analysis. An example is shown in Fig 3.3, where a sample of polystyrene of 2 µm

size-diameter is streamed through a cell of 1 mm of depth (along the optical view).

The holographic patterns are very different due to the different focal positions and

it is hard to mismatch the signals.

3.1 Image analysis and object reconstruction

After acquiring the images, the reconstruction is in post-process. An algorithm

sets a threshold in the variance of the recorded images that allows detection if a

particle falls into the field of view of the instrument. Since the amplitude of the

scattered wave approximately decays as r−1, the contribution of each scatterer is

confined to a limited region of the image. Hereinafter, we refer to these regions of

interest as holographic features: these need to be isolated from each experimental

raw image and separately analyzed. As a pre-processing step, we form the contrast

hologram Ic(ξ, η), which is produced after the normalization of the raw image with

a background measurement, Ibg(ξ, η). This operation improves the hologram fringe

contrast and eventual image. Since the background signal can vary slightly during

the measurements, we compute a pixel-wise median to subtract the incident beam

and suppress spurious contributions such as any laser intensity fluctuations. Each

pixel of the resulting image is the median of the corresponding pixel in all images,

over an interval range of 20 images. Thanks to the sample strong dilution, averaging

we cancel each hologram patterns due to the particles that are driven through the

scattering volume, obtaining a background image. The finals contrast hologram is
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Figure 3.3: 2 µm-polystyrene beads streamed into a quartz flow-cell 1 mm thick

(along the optical axis).

(a) (b)

Figure 3.4: From the raw image (a) we subtract the background image and produce

a normalized frame where the holograms are clearly distinguishable (b).

the result of the normalization

Ic(ξ, η) =
I(ξ, η)

Ibg(ξ, η)
(3.1)

where I(ξ, η) is the raw image recorded by the detector. Fig. 3.4 illustrates this

process.

The second step is the feature localization. In each image, the center of the par-

ticle can be identified by performing a cross-correlation between the normalized

hologram and a spherical function damping in intensity (see Eq. 2.36 and Fig 3.5,

(a) and (b)). In this way, the hologram is transformed by the deconvolution into

sharply resolved peaks (Fig 3.5 (c)), whose centers correspond to the position of

the particle on the observation plane (Fig. 3.5 (d)). More than one distinguishable

particle may appear in the same image. Given the importance of accurately finding
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the center of the holograms on the (ξ, η) plane, we double-check it by implementing

a Hough-based holographic feature detection algorithm (Krishnatreya and Grier,

2014). Following the approach of a Hough transform, the algorithm finds the pixel

from which the most gradients point towards or away. Once this pixel is found, it

uses a brightness-weighted average around that pixel to refine the center location

to return. After the first center is found, the surrounding area is blocked out and

another brightest pixel is searched for if more centers are required. Once the po-

sitions of the scatterers are retrieved, the original image is cropped to discard the

portions of the image that do not include any fringes to reduce the computational

cost (Fig 3.5 (d)). If an image includes many holographic features, it is divided

into sub-images. Incomplete data are discarded: a threshold is set to disregard

any hologram too close to the edges so that only image portions between 400×400

and 1000×1000 pixels are collected. Rejecting some events causes the apparent

concentration to be slightly lower than the actual absolute concentration, an effect

that can be compensated for.

The position of the scatterer on the (x0, y0) plane can be deducted directly from

the hologram. Conversely, the position of the scatterer along the optical axis (z)

must be reconstructed numerically. To do so, we propagate the wavefront recovered

by the hologram (E∗s,hp) to another position along the optical axis (E∗s ) (Schnars

et al., 2015, Latychevskaia and Fink, 2015) by the Fresnel-Kirchhoff diffraction

formula (Eq. 2.5). The original position of the particle along the optical axis (i.e.

the focal point z0) is indicated by an abrupt increase in the amplitude. We give an

example of this method in Fig. 3.6: the amplitude exhibits a spike that indicates

the presence of a particle (blue, dashed line). A threshold on the amplitude of the

spike ensures that noise-related artifacts do not affect the retrieval. These steps

are at the core of many-particle detection algorithms, some examples are given in

Goodman (2005). An alternative method for particle detection is based on the

spatial phase shift of the in-line hologram (Yang et al., 2006). Along the optical

axis, the phase shift exhibits a 1/(z − z0) singularity and a change in sign at the

focal position, z0, whereby it is possible to identify the position of the particle (see

the red dashed line in Fig. 3.6).

Finally, having determined the position of the particle along the three axes, we are

able to reconstruct the particle on the object plane and retrieve its silhouette, i.e.

the cross-sectional area (csa), as follows. In Fig. 3.7 we can see some examples of

the image reconstruction steps. Firstly, a threshold in amplitude is set to obtain

a binary image, where “1” is the particle and “0” its (empty) surroundings. Here,

a cutoff of 30% of the maximum of |E∗s |2 is used. In this way, we can label and

recognize the different objects present in the images and obtain the csa of the

particles (Fig. 3.7 (b, e, h)). Then, we check the first and second neighbors of each
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(b)

*

(a)

(d)

Figure 3.5: By the cross-correlation between a simulated hologram (a) and an exper-

imental contrasted hologram (b), the hologram is transformed into sharply resolved

peaks (c), whose centers correspond to the position of the particle on the observa-

tion plane (d). The final image is then cropped along the dashed red lines in (d) to

discard the portions of the image that do not include any fringes.
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Figure 3.6: Numerical propagation of the field scattered by a polystyrene bead 2 µm

in diameter. At the focal position (z0), the intensity (blue dashed line) exhibits a

spike along the optical axis. Similarly, the phase shift along the optical axis (red

dashed line) shows a (z − z0) singularity around the focal position.

pixel: if there is at least one pixel within the second neighbor’s range with the

value “1”, it is considered part of a single cluster. Cluster construction ends when

the second neighbor’s range returns zero pixels in all the ranges. An example of

the recognition of two distinct objects is shown in Fig. 3.8. Finally, the images are

processed with an edge detection algorithm that defines a contour enclosing each

particle, designed to ignore regions affected by noise that causes the contour to be

too small. If the algorithm identifies more than one particle, as in Fig. 3.10 (d, e, f),

data are rejected to avoid artifacts that would lead to an overestimation of Cext.

It then computes a (possibly rotated) bounding rectangle around each particle.

By computing the Euclidean distance between the midpoints of the rectangle, and

multiplying by the pixel metric size, we obtain their cross-sectional height and

width. The ratio between the major and minor axes gives the dimensionless aspect

ratio (ar) (Fig. 3.7 (c, f, i)). In the special case where the two axes are equal

(ar ' 1) we can uniquely define the dimensionless thickness (longitudinal axis

along the optical axis) to diameter ratio (tdr). From the reconstructed images

and the slopes of the major and minor axes, we can observe the orientation of the

particles in the field of view and we can state that almost all (∼ 90%) are oriented

along the flow direction, as expected (Simonsen et al., 2018). The algorithm was

validated with polystyrene microparticles, as described in Appendix A.

It is hard to precisely determine the particle throughput of the instrument. How-

ever, we can identify and discuss some limiting factors: (1) technological limits,

and (2) methodological limits. The former is essentially due to the limited field of
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(a) (b)

csa : 1.5 m2

(c)

minor axis: 1.2 m 
major axis: 1.9 m  
ar : 0.7

(d) (e)

csa : 5.5 m2

(f)

minor axis: 4.1 m 
major axis: 1.9 m  
ar : 2.2

(g) (h)

csa : 1.2, 1.9 m2

(i)

minor axis: 1.1, 
major axis: 1.6, 
ar : 0.7, 

1.4 m 
1.1 m 

1.2

Figure 3.7: Examples of some mineral dust particles from Antarctica detected by

the instrument (snowpits collected along the East Antarctic International Ice Sheet

Traverse). From the contrasted hologram we propagate the field to the focal plane

and we obtain the image of the particle (a, d, g). Then, by setting a threshold

in amplitude we obtain the cross-sectional area (b, e, f). Finally, by computing a

bounding rectangle around the particle (green dashed lines) we obtain the value of

the cross-sectional height and width (red dashed lines) and their ratio (ar).
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R

d > 2th
neighbors

d

Figure 3.8: Left: structure with squared connectivity; the yellow boxes are the first

neighbors; the green boxes are the second neighbors; R is the reference. Center, top:

one cluster is recognized and labeled. Center, down: two clusters are recognized and

labeled. Right, top: the distance between first neighbor (yellow arrow) and second

neighbor (green arrow) whiting of a single cluster. Right, bottom: the distance

between two clusters equals d, which is greater than the distance of the range of the

second neighbor.

view of the camera, which currently is about 3% of the effective surface of the flow

cell since we magnify the field with an objective lens. This does not introduce any

instrumental biases and can be optimized with a larger sensor or a smaller flow cell

(a wider field of view). The methodological limits are harder to compensate for and

are mainly due to the signal-to-noise ratio: only particles with a Cext > 0.3 µm2 can

be analyzed successfully. Below this threshold, we cannot distinguish a very faint

hologram pattern from an ‘empty’ image (with no particles in the field of view).

We stress that this limit does not depend on the power of the laser, but rather

on the extinction efficiency of the particle. Anyway, the working principle of the

instrument makes it suitable for continuous flow analysis systems typically used in

ice core characterization; this can be further eased by optimizing the camera field

of view and the thickness of the flow cell.

3.2 Mineral dust content in snow

We now turn to the first part of the experimental results of this work. The ex-

perimental question we attempted to investigate is how does the shape of particles

intercepting a laser beam affects their extinction cross-section. As regards the

shape, the parameter we are interested in is the cross-sectional area (csa), and
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(a)

(b)

Figure 3.9: (a) Some of the stops planned by the EAIIST traverse during the 50-

day expedition on the East Antarctic plateau, between Dome C (Concordia) and the

geographic South Pole. (b) Zoom of the dashed rectangle in (a). On the 1670 km

journey, the remarkable sites are labeled with yellow arrows.
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the aspect ratio (ar), loosely defined as the ratio between the major and minor

dimensions of the csa. The aspect ratio has values ranging from 1 for isometric

csa, including both spheres and flat oblate-prolate spheroids, to ideally 0 for an

infinitely thin csa. Moreover, for isometric csa we can obtain the ratio between

the dimension of a particle and the width perpendicular to it, the dimensionless

thickness to diameter ratio (tdr). In practice, it is common to encounter particles

with tdr ∼ 0.3− 0.4.

We measured meltwater samples from snowpits collected along the East Antarctic

International Ice Sheet Traverse (EAIIST project) across the East Antarctic plateau

(Fig. 3.9), where dust concentration is very low (∼ 102 − 103 ppb). Samples (from

the surface down to a depth of 175 cm depth) have been selected from five sites,

which are: AGO5 (coordinate), mega dunes on the accumulation (MA), and on

the erosion side (ME), and Wind Crust (WC, coordinate). These mega dunes

formations (4 km long, few meters high) are structures generated in the interaction

between the slope, wind direction, snow accumulation, and ice flow. The result is

that the windward side loses mass, while the leeward side gains mass. Sampling over

a very short distance of the accumulation and erosion part may allow measuring

the influence of snowfall on the recording of climate parameters in the snow because

only this parameter varies at the km scale mega dunes. We obtained the Cext, csa,

and ar as defined in the previous section. We observed a wide variety of particle

shapes, as revealed by their silhouettes. Isometric and needle-like dust particles are

most common (Fig. 3.10 (a), (b), and (c)), although we found some occurrences of

aggregates of adhering particles (see Fig. 3.10 (e) and (f)). Generally, we observed

a range of sizes from 1 to 20 µm2 and a broad Cext distribution (Fig. 3.11). Coulter

Counter results reveal many mineral dust particles below the micrometric size range

(0.5 µm – 1 µm approximately) that is inaccessible to our apparatus. However, with

this study, we focus on the larger size range to better estimate the effects of shape.

We don’t observed highly absorbing particles (Appendix A.1).

The first thing to note is that no significant correlation between Cext data and csa

was found in any of the samples, which would instead be expected for sphere-like

particles (see for example Fig. 3.14 below). In the histograms shown in Fig. 3.12,

the area distribution of particles with isometric csa, obtained by the holographic re-

construction algorithm, is compared to the area distribution by inverting Cext with

spherical particles. The measured radius is ∼1.5 times that of the Cext-equivalent

radius. The spherical approximation distorts the distribution considerably, hence

the importance of measuring two parameters simultaneously and independently.

Similarly, trying to obtain the Cext distribution from a volume-equivalent spherical

model gives rise to discrepancies. In addition to optical extinction, information is

needed about single-particle morphology, such as particle shape and orientation.
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(a) (b) (c)

(d) (e) (f)

Figure 3.10: Examples of some reconstructed images from some contrast holograms.

A wide variety of shapes (cross-sectional areas) is observed, although sphere and

needle-like dust particles are most common (a, b, c). The white bar on the top-right

corner of each image is set to 2 µm.
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Figure 3.11: Cext distribution from AGO5 (depth 69 cm). The wide distribution

covers a range of values from 1 to ∼ 20 µm2. Larger sizes can be ascribed to

aggregates and are discarded.
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Figure 3.12: (Blue histogram) csa distribution for ME (depth 99 cm) for isometric

particles obtained from the reconstruction algorithm. (Red histogram) csa distribu-

tion for the same sample obtained from the Cext distribution, interpreting particles

as spheres.

For example, flat particles cause a lower extinction of the incoming light compared

to spheres for any given csa; it is crucial to take into account this feature in order

to compare optical data to measurements of the volume of the particles (Simonsen

et al., 2018).

Different sites exhibit considerably different shape distributions, as shown in Fig. 3.13,

where we report the ar distributions of two samples from ME and AGO5, respec-

tively. For ME at 99 cm depth (blue histogram in Fig. 3.13), a peak at around

ar = 1 is clearly visible, a marker of isometric shapes, while the distribution of

AGO5 at 69 cm (green histogram) shows significant shape polydispersity. In or-

der to compare the spherical model to our data, we consider the subset of par-

ticles whose ar approaches 1 (dashed columns in Fig. 3.13), and we plot Cext vs

area in Fig. 3.14. To compare to the expected curves for spherical particles, the

Cext of spherical particles were calculated with the open-source package Holopy.

The expected refractive index of the particles in our samples is between 1.51 and

1.55 (∼1.14-1.16 relative to water), which is coherent with the expected Holocene

dust composition observed at Dome C, mainly composed of plagioclase, feldspars,

quartz, and phyllosilicates (Paleari et al., 2019). We chose 1.15 as an average value;

the refractive index did not prove to be a critical parameter in this range, since

variations in Cext due to particles with different refractive indexes are negligible

compared to the contribution of shape, specifically, to the distribution of tdr in
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Figure 3.13: ar distribution from AGO5 (depth 69 cm) and from ME (depth 99 cm).

The dashed columns are the subset of particles whose aspect ratio approaches 1.

the population of particles. In addition, we were able to assess that in the samples

there are almost no particles characterized by high absorption such as combustion

by-products, which are marked by an exceptionally high Cext for any given size

(App. A.1). We also note that low refractive index impurities such as bacteria give

a low-intensity contrast in the images and do not pose a problem during measure-

ments: repeating measurements after several hours gave consistent results. The

solid black line in Fig. 3.14 is calculated with the Lorentz-Mie model for spheres

with a diameter ranging homogeneously from 1.4 to 2.8 µm and a relative refractive

index of 1.15. Particles that are nearly isometric fall close to this line. We include

an uncertainty band in gray obtained for Mie calculations with a refractive index

ranging between 1.14 and 1.16. We note that data appear appreciably spread out

at any given size, and Cext spans over an extended range (∼ 1 order of magni-

tude). Such variability is attributable to the non-isometric shape of the particles.

Specifically, our samples are dominated by flat (oblate) particles, whose Cext is

consistently lower than it is for spheres, or any equivalent isometric shape.

The extinction and scattering cross-sections of non-spherical particles can be calcu-

lated with the Amsterdam Discrete Dipole Approximation (ADDA) code (Yurkin

and Hoekstra, 2011). The spheroid model allows a much more accurate model-

ing of scattered light from dust than that achievable through a model based on

Mie spheres (Redmond et al., 2010). Each particle is discretized in many small

sub-volumes (dipoles); the algorithm then calculates their interaction with a given

incident electromagnetic wave. We used ADDA to determine the Cext of oblate el-
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lipsoids (1.15 relative refractive index) with a ranging thickness over diameter ratio

(from tdr = 0.1, turquoise dashed line, to 0.9, dark green dashed line in Fig. 3.14),

and we compared to our distribution, labeling the particles with the same range

of color. Some data points in the top-left corner of the plot lay well above the

Mie curves at very high values of extinction. The former are reported as purple

points in Fig. 3.14 and are about 5−6% of the total counts, and are essentially due

to particles with a non-negligible absorption cross-section. Some of these events

arise when many particles located at different z coordinates occupy the scattering

volume and only one of them is tracked by the reconstruction algorithm. While the

other particles still contribute to the total extinction, the contrast of their holo-

grams is too low and the estimate of the particle size is altered. However, these

events are statistically negligible due to the low concentration of the samples.

By comparing the Cext of oblate ellipsoids with our data, we can obtain the distri-

butions of tdr from the subset of particles whose ar approaches 1 (Fig. 3.15). In

doing so, we can also implicitly use the fact that the majority of particles orient

themselves orthogonally to the optical axis. The shape of the final distribution

does not have a peak around 1 (a trait of isometric particles) but extends over a

wide range with a prevalence of 0.2 − 0.4 tdr (plate-shaped particles). Moreover,

the distributions in Fig. 3.15 exhibit a similar trend, showing a comparable pres-

ence of plate-shaped particles. Once obtained the thickness of the particles, we can

univocally determine the volume. At any given volume, the observed (oblate) par-

ticles with tdr = 0.1 have an extinction 1/3 times that of the equivalent spherical

particles. As the tdr value increases, the oblate particles have a Cext that tends to

that of equivalent spheres (∼1.1 times for tdr = 0.6 and 0.8 times for tdr = 0.8),

as expected.

We summarize our results in Figure 3.16, where we include all the samples, se-

lected so as to cover a variety of depths for each of the five sites. We show the

parameters described above for each sample: the Cext (a), the csa (b), and the

tdr (c). The data points in the plot are the medians of the respective optical and

geometrical distributions. Broad distributions characterize both the area and the

Cext but appear to be homogeneous among the different sites. We obtained the

tdr distributions for all the samples that show a consistent number of particles

whose ar approaches 1. The plot underlines the prevalence of a principal tdr range

between 0.15 and 0.4. The gray regions in Fig. 3.16 highlight samples close to

the surface that are exposed to contamination and are therefore excluded from the

following analysis.

In Fig. 3.17, the particle counts for each sample are reported in comparison with

Coulter Counter results. In order to compare the two analyses, we select the same

range of cross-sectional area, from 1 to 20 µm2. Some volcanic events have been
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Figure 3.14: csa according to the extinction cross-section for a ME sample (depth

99 cm). The solid black line is the Mie curve for spheres (1.15). The colored lines

refer to the simulated extinction cross-section of oblate ellipsoids (1.15 refractive

index) with a ranging thickness/diameter (tdr) from 0.1 (turquoise line) to 0.9

(dark-green line). The experimental data points, whose color indicates the tdr as

in the corresponding dashed lines, are a subset of particles whose aspect ratio on

the ξη plane approaches 1.
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Figure 3.15: tdr distributions obtained by comparing the simulated Cext of oblate el-

lipsoids (with isometric cross-sectional ar) with our data from AGO5 (depth 69 cm),

and from ME (depth 99 cm).

identified in several sites at different depths (i.e. in samples MA 233-234, ME

227-229, and AGO5 20-23, as can be seen by the dashed blocks in Figure 3.17),

from both DH and Coulter counter data. These events are marked by a very high

particle concentration, especially at small diameters . 1.5/2 µm, as revealed by

Coulter Counter measurements. We do not have access to this size range due

to the size limit of the holographic instrument presented here; however, we still

notice a particle concentration anomaly in the larger size range. Moreover, we

observe a large number of aggregates resulting from the increased probability for

two particles to collide and stick together. Even if the absolute counts differ due to

the different sensitivities of the two instruments, we can state that Coulter Counter

and holography measurements are in good accordance, especially for samples not

close to the surface or with volcanic events (dashed boxes in Fig. 3.17). These events

are characterized by a very high particle concentration at small diameters, therefore

here the measures deviate cause to the size limit of the holographic technique at

this range. We notice the particle concentration anomaly, but mainly in the larger

size range.

Finally, in Fig. 3.18, we show the average concentration of the five sites compared

with Coulter Counter results, which deserve some further considerations. We show

the results sorting the sites by the impact of wind erosion, increasing from left to

right. To exclude possibly contaminated samples and anomalies, here we do not

include samples containing volcanic events nor samples close to the surface. We
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Figure 3.16: Summary of the results reported as a function of sample depth in cm.

(a) Cext, (b) csa, and (c) tdr distribution of each sample (circles, left y-axis) and

standard deviation (stars, right y-axis). Sites are color-coded: blue for AGO, green

for MA, red for ME, orange for ME2 (another sample site of ME2), and violet for

WC. The gray regions highlight samples close to the surface.
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Figure 3.17: Particle counts as a function of sample depth in cm. The left y-axis

refers to the holography measurements, whereas the y-axis on the right refers to

Coulter Counter measurements on the same size range. The gray regions highlight

samples close to the surface, while the dashed boxes represent the volcanic events.

The absolute counts differ due to the different sensitivities of the two instruments.
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Figure 3.18: Comparison of the average particle counts for the five sites, excluding

volcanic and superficial regions. The left y-axis refers to the DH measurements,

whereas the y-axis on the right refers to Coulter Counter measurements on the

same size range. The absolute counts differ due to the different sensitivities of the

two instruments.

point out that comparing Coulter Counter and DH results for particle concentration

and size distribution is not straightforward, as the physical quantities measured by

these two methods are different. Here we set an approximate threshold in size to

compare the two results, from 1 to 20 µm2, but this is intrinsically blurred by the

fact that the Coulter Counter gives a volume-equivalent diameter for each particle,

whereas holography gives a cross-sectional area. The relationship between these

two quantities is not trivial, as it clearly follows from Figure 3.14. This is more

evident in the WC samples, which have ∼3 times the particle counts than the

other sites. WC site is especially subject to sublimation by the wind while not

exhibiting appreciable erosion, which produces crusts and alters the dust content,

enhancing post-depositional aggregation. Anyway, we notice a distinct rise in dust

concentration due to snow sublimation caused by the wind, in agreement with

Coulter Counter measurements.

3.2.1 Alpine snow samples

Similar results can be found studying airborne particles from meltwater Alpine

snow samples. We report briefly, as an example, three samples from the Rutor

Glacier (2500 m - Aosta Valley, Italy) as representative of the majority of particles

from this site with three-year historical series of snow cores, from 2015 to 2019.
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Snow samples are collected by digging a trench and then are stored in vials, with

a drilling system up to ∼4 m of depth. Alpine ice or snow samples are character-

ized by an elevated dust concentration and are considered to be highly sensitive

to climatic and environmental conditions. First, they are composed of mineral

dust from the deflation of local mountains. Moreover, a large amount of mineral

dust can be transported long-range from North Africa due to Saharan dust storms,

which are the world’s largest source of aeolian desert dust and have significant

direct and indirect radiative effects. Opposite to Antarctic samples, a great con-

tribution is also due to anthropogenic sources, with a prevalence of carbonaceous

particles. Elemental carbons are relevant due to their high absorption and are one

of the most important anthropogenic constituents to global warming after CO2

(Jenk et al., 2006). In the melting season, there is also a large release of micro-

algae, microorganisms, and bacteria that can form a patchwork of red, green, or

orange snow that covers large superficial areas (Hoham and Remias, 2020). The

presence of micro-algae has important implications for snowpack stability, melting,

and biogeochemistry (Courville et al., 2020) because they amplify the rate of snow

loss by decreasing snow surface albedo. Finally, other contributions are derived

from pollen and local vegetation, which are useful for the study of the response of

terrestrial environments to climate change over the past age (Yang et al., 2010).

Light-absorbing impurities such as mineral dust, volcanic ash, algae, carbonaceous

particles, or pollen influence the snow albedo and alter the radiative balance of

snow and ice, enhancing the surface melting, exposing darker surface and reducing

the snow cover. Experimental data and SNICAR1 model simulation analysis sug-

gest that the presence of mineral dust depositions strongly decreases the albedo in

the visible wavelengths, especially for coarse (3−5 µm in size) and giant (>10 µm)

particles (Di Mauro et al., 2015), and reduce the reflectance of 80−90% (Di Mauro

et al., 2017). The radiative parameters of dust are indeed strongly dependent on

particle size (Tegen and Lacis, 1996). This is more evident in the Alpine ice cores,

where the dust concentration is higher than the Antarctic ice cores. It has been

found that not including the coarse and giant particles in atmospheric models over

the Sahara resulted in an overestimate of the single scattering albedo by up to 0.11,

with an associated increase in atmospheric heating by 3 times (Ryder et al., 2013).

Furthermore, in the long-wave spectrum, larger particles more than double the

long-wave aerosol optical depth (Otto et al., 2011). In conclusion, giant particles

can change the sign of the net radiative effect of dust and the impact of dust on

atmospheric circulation. Therefore, it is important to give an accurate estimation

of dust particle size distribution across all sizes.

1The Matlab version of the code is openly available at https://github.com/mflanner/

SNICARv3. The model provides simulations of snow spectral albedo and has been largely used

as a reference in snow spectroscopy and radiative transfer.

https://github.com/mflanner/SNICARv3
https://github.com/mflanner/SNICARv3
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By our analysis, we found particle counts with two orders of magnitude greater

than Antarctic samples, both in the fine and coarse size range. This can be as-

sociated with the varied micro-particulate sources and the higher precipitations.

Moreover, we observed a great number of aggregates, especially in 2016, probably

due to a melting process. Some examples are shown in Fig. 3.19. The in situ

formation of dust aggregates is due to a relocation of the impurities and repre-

sents a critical indication for post-deposition processes. They are recognized due

to the anomalously large dust size distribution, sometimes partially separated by

voids and labeled as multiple different clusters. As consequence of the varied dust

compositions, the refractive index of the particles has a large range between 1.47

and 1.60 (∼1.10-1.20 relative to water). We choose again 1.15 as an average value:

variations in Cext due to particles within this refractive indexes range are almost

negligible compared to the contribution of the size. We found in general that the

cross-sectional area spans over an extended range, from 1 to 25 µm2, and the ex-

tinction cross-section from 0.3 to 30 µm2, which is in marked contrast to the ideal

case of spherical particles, as can be seen in Fig. 3.20. Some occurrences have

higher Cext values ranging between 150 − 200 µm2 and cross-sectional diameters

of 20 − 30 µm, due to the aggregation of particles. We exclude the presence of

algae due to the sample depths. Anyway, the microbial dust-associated during the

deposition have a low-intensity contrast in the images, and therefore can not be

detected through the analysis.

The modal value of csa, Cext, tdr are reported in Table 3.1, excluding the aggregate

particles. In 2015 and 2016 we obtained smaller values of Cext (< 1 µm2), while

the csa are almost homogeneous among the years, with small tdr modal values

(< 2). We found the 8% average of giant particles, defined as particles with a

cross-sectional diameter > 10 µm. The particle count in 2019 is about one order of

magnitude less than the snow samples collected in 2015 and 2016, which probably

experiment some melting processes, or were contaminated after the drilling. We

make the point that with digital holographic technique we are not able to detect

melt events in the past, but these events have always as consequence a rise in

the particle concentration, especially in the aggregate form, that can be detected.

Finally, in Fig. 3.20 (b) we note also a higher number of particles that lay above the

Mie curve. This can be attributed to the presence of prolate samples or particles

with a non-negligible absorption. The work is currently in progress to quantitative

characterize such features.
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(a) (b) (c)

(d) (e) (f)

Figure 3.19: Reconstructed images of some impurities and aggregates relating to

Alpine sample from Rutor Glacier, 2500 m - Aosta Valley, Italy. The white bar on

the top-right corner of each image is set to 2 µm.

Age (y) Cext (µm2) csa (µm2) tdr Counts (#)

2015 0.6 4.5 0.2 10507

2016 0.9 3.2 0.3 17677

2019 2.7 4.0 0.2 2570

Table 3.1: Optical and size characterization of the Alpine snow core samples cho-

sen for the analysis. The Cext, csa, ar, tdr values are the modal values of the

distributions, excluding the aggregates particles.
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Figure 3.20: csa according to the extinction cross-section relating to Alpine samples

from Rutor Glacier, 2500 m - Aosta Valley, Italy, 2015 (a), 2016 (b) and 2019 (c).

The colored lines refer to the extinction cross-section of oblate ellipsoids defined as

in Fig. 3.14.



Mineral dust characterization 71

Figure 3.21: Map of Antarctica marked with the location of Roosevelt Island, an ice

dome between two submarine troughs carved by paleo-ice-streams in the Ross Sea,

Antarctica [79°25’S 162°00’W]. The RICE ice core was drilled on the ice divide of

Roosevelt Island.

3.3 Mineral dust content in ice cores

We devote this chapter to the study of deeper ice samples from a new, annually

dated, ice core record from the eastern Ross Sea. The ice core was extracted as part

of the Roosevelt Island Climate Evolution (RICE) project (2010–2014) and adds

information on past accumulation changes in an otherwise poorly constrained sec-

tor of Antarctica (Fig. 3.21). The RICE project seeks to provide new information

about the past configuration of the West Antarctic Ice Sheet (WAIS) and its retreat

during the last deglaciation, thus improving estimates of its contributions to future

sea-level rise (Lee et al., 2018). As shown in Fig. 3.22, with a recovered of ∼764 m

of ice core, depth where the glacier comes into contact with the bedrock, it will be

possible to formulate hypotheses on the possible climatic conditions of Antarctica

and the Southern Ocean in the last 80000 years (BP) (Winstrup et al., 2019). In

this work, we focus on the Holocene age (11.7 kyBP-today), and the sampling is

shown in Fig. 3.22 by the rainbow-colored dots. Typical Holocene average values

of the dust concentration between 600 nm and 18 µm are around 20-25 ppb, while

in the glacial ages can rise to an average of ∼ 110-120 ppb. Indeed, the end of

each glaciation is associated with an increase of the sea level and an intensified hy-

drologic cycle, thanks to higher humidity and water precipitation, together with a

greater vegetation coverage as well an increased rate of snow and ice accumulation

over the Antarctic ice sheet. All of these factors reduce the deflation of mineral
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Figure 3.22: Temporal range coverage by the ice core obtained by the perforation at

the Roosevelt Island. The colored dots are the sample analyzed with the holographic

technique, that well sampling the Holocene age.

dust and hence their concentrations recovered in ice. In RICE the Holocene extends

up to 600 m, covering most of the extracted core. Typical Holocene concentration

levels are indeed reached at depth of ∼ 682 m, corresponding to about 14.6 kyBP.

Therefore, the Holocene age in the RICE ice core has a particular high temporal

resolution with a constant sampling of ∼ 15 cm in comparison to the deeper portion

of the core to date to the Glacial period. The analysis has been performed in close

collaboration with the EuroCold Laboratory2, who provided Coulter Counter mea-

surements and optical microscope observations, which confirmed the presence of

possible aggregates and the sporadic presence of diatoms and sponge spicules, still

under interpretation. Coulter Counter measurements showed that, for the Holocene

age, volume-equivalent diameters of the particles typically range between 0.5 µm

and 2 µm (fine grain range), with some occurrences up to 10 µm, and a mean con-

centration equivalent to 24 ppb. We performed an optical and size characterization

of the insoluble particulate embedded in the ice in accordance with the depth of

the ice core. Here we show the preliminary results, that will be included in a wider

spectrum of analysis already in progress and future. For each sample we obtained

the value of Cext, csa, ar, tdr and counts, as defined in the previous section, which

we reported the modal values in Table 3.2. In Fig. 3.23, we show three examples of

the csa-Cext distributions at different depht, represented as two-dimensional his-

tograms and normalised on their maximum (dark blue). Fig. 3.23 (a, c, e) display

2A substantial portion of the contents of this section follows from the work undertaken with

Dr. Sofia Cerri and Dr. Serena Lagorio, who performed the Coulter Counter measurements.
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all the particles present in the samples, while Fig. 3.23 (b, d, f) only a subset of

particles that show a symmetrical csa (ar > 0.8). We note that the particles show

distributions on the plane which are almost identical both for symmetrical csa and

not, attributable only to the distribution of non-spherical particles. In Fig. 3.24,

we summarize our results including all the samples in function of depth, selected so

as to cover the Holocene age. We show the parameters for each sample: the modal

values of Cext (a), csa (b), and tdr distributions (c), and the counts number (d).

Although broad distributions characterize both the area and the Cext, the modal

value appears to be almost homogeneous among the different age, with some spikes

in the Medium Holocene, where we observed greater csa values (up to ∼ 7 µm2)

in accordance to a higher Cext values (up to ∼ 15 µm2). This is in correspondence

of an increase of the coarse particle percentage (CPP) over the fine particle per-

centage (FPP), observed by Coulter. In particular, we define the fine, coarse and

giant particle percentage as the ratio of the following volume-equivalent diameters

ranges (in µm):

FPP =
(1− 2)

(1− 5)
· 100

CPP =
(3− 5)

(1− 5)
· 100

GPP =
(10− 18)

(0.6− 18)
· 100

We observed a prevalence of a principal tdr range between 0.1 and 0.25, indicating

the most presence of plates particles. Moreover, also the thicker particles do not

exceed a tdr > 0.6 (in the modal value). We found also some aggregates, especially

in the samples with higher counts, due maybe to an in situ particulate aggregation

process.

Finally, Figure 3.25 shows the particle counts for each sample in comparison with

Coulter Counter results. As in the previous section, in order to compare the

two analyses, we select the same range of cross-sectional area, from 1 to 50 µm2

(that correspond to an equivalent spherical diameter range of 1.3− 7.9 µm). Even

if the absolute counts differ due to the different sensitivities of the two instru-

ments, we can state that Coulter Counter and holography measurements are in

good agreement, and they follow a similar trend over the years. Coulter measure-

ments revealed on average a higher percentage of fine particles (∼ 49%) than coarse

(∼ 25%). We don’t observe this marked difference because we do not have access

to size range < 1 µm, however, we still notice a higher presence of fine particles,
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Figure 3.23: (csa, Cext) planes adopted for representing the digital holography data,

reported as two-dimensional histograms and normalized on their maximum (dark

blue), relating to three RICE samples at 10 m (a-b), 313 m (c-d), and 612 m (e-f) of

depth. On the left are shown all the particles detected, on the right only the subset

of particles with ar > 0.8.
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Depth (m) Age (BP) Cext (µm2) csa (µm2) ar tdr Counts (#)

10 -38 0.77 3.17 0.9 0.15 1773

94 293 0.56 3.17 0.8 0.2 1594

121 435 1.2 3.03 0.9 0.2 1347

128 473 0.74 4.41 0.9 0.2 548

158 654 0.78 2.76 1.0 0.1 1814

159 660 0.39 3.03 0.9 0.25 351

177 777 0.93 3.17 0.9 0.2 1387

190 868 4.26 2.7 1.0 0.5 50

192 884 1.23 3.03 1.0 0.3 296

200 947 0.64 3.79 0.9 0.15 596

209 1020 0.21 2.34 1.0 0.15 3015

215 1070 5.21 6.93 0.9 0.2 96

285 1802 0.63 3.65 0.9 0.2 336

300 1993 12.2 5.16 0.9 0.3 49

313 2184 0.47 2.2 1.0 0.2 826

327 2380 7.75 4.24 0.8 0.4 47

402 3749 0.28 5.08 0.9 0.1 210

434 4302 14.63 3.65 0.8 0.2 91

436 4344 0.7 3.24 0.8 0.1 540

450 4652 0.52 4.27 0.8 0.1 542

456 4778 1.12 3.51 0.8 0.15 299

472 5124 0.58 3.7 0.9 0.1 259

490 5453 0.67 5.93 0.9 0.1 313

523 6296 0.97 2.77 0.9 0.1 873

533 6570 0.57 2.62 0.9 0.15 1965

542 6780 0.29 3.08 0.9 0.2 181

544 6839 0.28 3.31 0.9 0.15 387

558 7204 0.47 4.16 1.0 0.1 378

562 7271 1.37 3.03 0.9 0.2 232

566 7349 0.36 7.17 0.4 0.2 998

600 8589 0.77 3.31 0.9 0.25 1043

612 8903 0.64 3.03 0.9 0.1 5890

623 9265 1.21 2.16 1.0 0.5 463

643 10269 1.04 2.36 1.0 0.4 85

Table 3.2: Depth, age, optical, and size characterization of the RICE ice core

samples chosen for the analysis. The Cext, csa, ar, tdr values are the modal values

of the distributions.
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Figure 3.24: Summary of the results reported as a function of sample depth in

meter. Modal values of the (a) Cext, (b) csa, (c) tdr and (d) counts distribution of

each sample along the Holocene age in RICE ice core.

equals to 33% to be compared with the 25% of coarse particle3. In particular, if

we extend the definition of FPP to 3 µm, it rises ∼75%. We find in mean 1% of

giant particle, with some spike up to 9%. Size is crucial in determining the capa-

bility of particles of traveling large distances by aeolian processes. A particularly

high concentration of coarse or giant particles may be due to explosive volcanic

events, or, more likely, to local transport phenomena. In particular, the Roosevelt

Island has probably been influenced by the proximity to the sea, the low elevation

(∼ 500m asl), and the presence of volcanic areas in the Mary Byrd Land region.

Indeed, similarly to the neighboring site of Talos Dome, as far as the mineral dust

profile is concerned, the RICE site is probably characterized by a great sensitivity

to variations in atmospheric circulation both locally, in the Ross Sea area, and at

a hemispheric scale. Moreover, as we before stated for Alpine snow samples, giant

particles contribute more to dust mass and have a strong impact on their radiative

interactions. In the shortwave spectrum, larger particles reduce the single scatter-

ing albedo, causing more absorption of solar radiation and atmospheric heating.

Anyway, in RICE the radiative contribution due to superficial giant particles, prob-

ably due to marine algae, is almost negligible because (1) the dust concentration is

extremely low (significant effects are observable for concentration ∼ 103 ppb) and

3We calculated the FPP, CPP and GPP with the major axis of the csa.
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Figure 3.25: Particle counts as a function of sample depth in m. The left y-axis

refers to the Coulter Counter measurements (blue bars), whereas the y-axis on the

right refers to holography measurements (green bars) on the same size range. The

counts are normalized to 1 µL of volume. The absolute counts differ due to the

different sensitivities of the two instruments.

(2) the radiation in Antarctica is almost grazing to the surface.

3.4 Integrated digital holographic microscopy

After this overview of the effectiveness of the technique to characterize compact

non-spherical mineral dust, in the following I will conclude with a technical applica-

tion of digital holography. A particularly compatible variant of in-line holographic

setup can be obtained implementing it over a commercial optical microscope, with

few and straightforward modifications. We started from simply replacing the con-

ventional illuminator in a bright-field microscope with a collimated laser. This

compact custom-made instrument can be easily accessible to all the scientific com-

munity with appreciable results in different fields. A qualitative sketch of the setup

is shown in Fig. 3.26, which recalls the in-line scheme (Gabor, 1948). Over an opti-

cal microscope (BRESSER Erudit DLX 40-1000x Microscope) we placed a quartz

flow-cell (c) centered on the scattering volume (5×0.3 mm cross-section). Instead

of the LED illumination, a laser source (a) (He-Ne diode laser, 60 mA) coupled

with a (b) commercial collimator (F110FC-633 Fiber Collimation, Thorlabs) im-

pinges on the flow-cell passing through the interaction volume, where the objects

to be detected are driven. A custom assembly can be designed with a 3D printer
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Figure 3.26: Sketch of in-line digital holographic technique integrated over a com-

mercial microscope. A laser diode (a) coupled with a collimator (b) illuminates a

thin cell (c) through which particles (gray and yellow objects) are flown. A 20×
microscope objective (d) is located in the far-field of the sample, a sensor (e) records

the holographic pattern, which transmits the information to a laptop (f).

in order to join the collimator, like that in Fig. 3.27 (b). We suggest tilting the

cell compared to the laser source to suppress multi reflection in the image plane

(∼ 10°). The small fraction of diffracted light superimposes in the forward scat-

tering direction with the (almost unchanged) transmitted beam. The interference

between these two fields gives rise to fringes, that depend on the object proper-

ties, magnified by a 20× microscope objective (d). Finally, the beam reaches a (e)

CMOS detector (IDS camera GV-5260CP-M-GL, 1920×1200, 5.86 µm pixel size).

A custom c-mount adapter has been performed at the mechanical workshop of the

University of Milan, Department of Physics; anyway, it is a commercial device. The

image acquisitions can be checked in real-time by a personal laptop (f). Among

the advantages, this adaptation is free from any tight alignment requirement and

is particularly suitable for a flow continued analysis thanks to its compactness,

cheapness, and availability.

We report the measurements of calibrated polystyrene spheres with different sizes

compared with Mie calculations in Fig. 3.28. Some examples of the outputs of

the instrument are shown in Fig. 3.29. Both the extinction cross-sections and

the diameters distributions are in good agreement with the expected values (dash

black lines). We reported in Table 3.3 the results from the corresponding normal

distributions that best fit the data. We note that for greater particles the size

distribution becomes broadly due to the difficulty to detect the exact focal position
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(a) (b)

Figure 3.27: Photos of the digital holographic technique integrated over a commer-

cial bright-field microscope.

(as described in Section 2.4). The measurement of the Cext distribution is not

affected by the phase aberration of the reconstructing wave, since it is obtained

directly from the holographic pattern. For this reason, it is used also as a fine-tuning

of the effective pixel size over the (x0, y0, z0) plane image4, that is different from

the tabulated detector pixel size due to the magnification (see also Appendix A).

We can reasonably suppose that it is equal to ∆eff = ∆det

M , where ∆eff is the

effective pixel size, ∆det the pixel size of the detector, and M the magnification

number of the objective lens used. In our case ∆eff = 5.86 µm
20 . Anyway, for a better

accuracy we suggest relying on the Cext measurements of calibrated particles. We

obtained ∆eff = 0.3 µm. By the translation of the position of the flow-cell, through

the z−mechanical slide movement of the microscopic stage, we can automatically

change the distance of the focal position z0 of the objects. This movement doesn’t

affect the effective pixel size, cause the distance between the detector and the

magnification lens is fixed. In this way it is very simple and immediate the choice

of the plane image, from which the spacing of the fringes of the holographic patterns

depends (Fig. 2.4). The plane image is selected in order to collect all the fringes in

the best way. If the plane is too far from the objective lens, we can not detect the

fringes at higher scattering angles due to the limited side length of the detector,

missing information about the shape of the particles. If the plane is too near

to the objective lens, we can not resolve the fringes at all and the holograms

4As reminder of the coordinates we recall the in-line holography scheme shown in Fig. 2.3
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Figure 3.28: Normalized extinction cross-section (a) and size distribution (b) of

2.1, 3 and 5 µm diameter polystyrene spheres in water. The distributions are in

good agreement with the expected values, shown as black dashed lines, obtained

according to Mie expansion.

become like point sources. We obtain the focal distance between 340−540 µm

evenly distributed. The natural follow-up of this application will be the insert online

to the continuous flow analysis instrument currently developing at the EuroCold

laboratory.

Quantities Obtained values Expected values

Cext (µm2) 11.0 ± 1.0 10.6

Diameter (µm) 2.1 ± 0.1 2.1

Cext (µm2) 12.3 ± 1.2 12.1

Diameter (µm) 3.1 ± 0.2 3

Cext (µm2) 40.8 ± 3.3 41.5

Diameter (µm) 5.1 ± 0.2 5

Table 3.3: Means and standard deviation values obtained through a normal dis-

tribution that best fit the Cext and size distributions of 2.1, 3 and 5 µm diameter

polystyrene spheres in water. The values are compared with that of spherical parti-

cles, obtained according to Mie expansion. The color are coded as in Fig. 3.28.
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(a) (b)

(c) (d)

Figure 3.29: From (a) to (d): experimental contrast hologram of 1, 2.1, 3 and

5 micrometer-polystyrene beads in water obtained throw the normalization of the

raw image with the background. We reported the output as a color gradient with

the same scale (minimum value: 0.8 blue, maximum value: 1.2 yellow.





Conclusions

The purpose of this thesis was to characterize non-absorbing size-polydisperse mi-

crometric mineral dust particles in liquid suspensions, providing information about

the morphological and optical properties of each measured particle. In particular,

the effect of shape on their radiative properties has been investigated.

In strictly collaboration with the EuroCold research group (Università Degli Studi

di Milano), we study Antarctic and Alpine ice core samples by the development

of a digital holographic technique, which has proven to be an excellent suite for

distinguishing non-spherical particles, going beyond the common spherical approx-

imation. For example, in the presented case in Sect. 3.2, the size of the particles

would have been overestimated by a factor ∼ 1.5 with equivalent spherical diame-

ters.

The instrument setup resembles a flow imaging microscope and the acquisition

process is at least as fast. From an imaging standpoint, the resolution of the im-

ages reconstructed from the holograms is intrinsically lower than those from an

equivalent optical microscope; on the other hand, the holograms contain usable

information about the particle’s optical properties. Particle size and shape can be

easily identified, and image quality can be enhanced computationally. Moreover,

holography relies on the capability of recovering images and optical information

from objects within volumes much thicker than the limited depth of focus of tra-

ditional imaging.

The technique shows results that are compatible with Coulter Counter measure-

ments; the setup works at low flow rates (∼ 1 ml/min) and can be implemented in

continuous flow analysis systems typically used in ice core characterization. More-

over, the single-particle approach of the technique ensures the study of dilute and

polydisperse samples. In its current design, the instrument is able to effectively

detect particles whose extinction cross-section roughly above Cext & 0.3 µm2. In

addition to the extinction cross-section, we retrieve the particle shape, projected

on a plane orthogonal to the optical axis.

83
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Our analysis reveals that the majority of the particles in the samples deviate from

the isometric shape, with a prevalence of oblate particles with a thickness over

diameter ratio ranging between 0.15 and 0.4 for snowpit Antarctic samples, and

between 0.1 and 0.25 for deeper ice core. We found in all the samples a remark-

able variability in the extinction cross-section of the particles depending on their

thickness, for any given size. In the RICE ice core we observed a prevalence of

fine (<2 µm in size) particles, with the occurrence of aggregates and some giant

(>10 µm in size) particles, with values up to 9%. These particles are a proxy of

local transport. In particular, Roosevelt Island cores can be influenced by the

proximity to the sea.

Alpine snow samples are characterized by wide and high impurities concentration,

from Saharan mineral dust to carbonaceous particles, volcanic ash, micro-algae,

and pollen. We observed a particle concentration of about two orders of magnitude

greater than Antarctic samples, both in the fine and coarse size range. Moreover,

we detect a sensible number of aggregate particles with Cext values ranging between

150−200 µm2 and cross-sectional diameters of 20−30 µm. We are not able to detect

melt events in the past, but this high number of aggregates can be associated with

some melting processes, sensitive to climate alteration. These have a strong impact

on the atmospheric radiative balance, affecting both the single scattering albedo

and the aerosol optical depth. We found in average the 8% of giant particles.

Coarse and giant dust can change the sign of their net radiative effect and their

impact on atmospheric circulation. Therefore, is important to give an accurate

estimation of dust particle size distribution across all sizes. We note also a higher

number of particles with a non-negligible absorption. The work is currently in

progress to give a quantitative characterization.

Finally, we present a variant of in-line holographic setup by implementing the tech-

nique over a bright-field microscope, simply by replacing the conventional bright

illuminator. A set of measurements with calibrated particles have been provided,

showing its efficiency and availability.

Experimental data indicates that the extinction cross-section of isometric parti-

cles is up to 3 times that of plate-shaped particles. Indeed, experimental data

highlight the importance of multi-parametric characterization in order to obtain

reliable particle sizing based on optical methods (as in optical particle counters):

the size distribution is strongly model-dependent and varies significantly with the

aspect ratio. Depending on its size, dust interaction with shortwave and long-

wave radiation and its impact on radiative transfer can range from cooling to a

warming effect (Huang et al., 2021). Similarly, accounting for dust asphericity

leads to significant differences in the aerosol optical depth (compared to spheres)

and in the extinction efficiency (Dubovik et al., 2006, Potenza et al., 2016). Cur-
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rently, global and regional models assume dust particles as uniform spheres and

neglect the coarsest particles (>10/20 µm in diameter), introducing biases in the

estimation of the radiative effect (Di Biagio et al., 2020). They will benefit from

more accurate modeling of the aerosol size and shapes, especially if obtained from

the optical properties themselves. A starting point will be a distinction between

spherical and spheroidal particles, and the identification of the aggregate particles,

that are a critical indication for post-deposition processes (Potenza et al., 2017).

Moreover, absorption and scattering by soot, black carbons, or microbial growth,

have a dramatic impact on climate due to their strong interaction with solar and

terrestrial radiation. By studying carbon smoke soot aggregates in Appendix A.1,

we demonstrated that holography can distinguish absorbing particles from non-

absorbing ones, whereby we can state that no trace of highly absorbing particles

was found in the analyzed samples. However, studies of a quantitative investigation

of how the morphology impacts the absorbing and scattering would be a fruitful

area for further research. In conclusion, deriving information about particle shapes,

and simultaneously about their extinction and absorption cross-section, is critical

to determine the intrinsic single-scattering properties needed for state-of-the-art

radiative transfer models (Meng et al., 2010, Kok et al., 2017).

Within the analytical framework offered in the present thesis, several projects can

be devised, as a natural extension of the line of research. In particular, the follow-

ing separate yet related issues will be addressed soon:

The importance of shape

An additional advantage of the holographic method is to be sensitive to the op-

tical thickness of the particles across its transverse section. Optical thickness is

intended here as the product of the geometrical thickness and the refractive index,

as explained in Section 2.7. Currently, we are working on the reconstruction of the

object wave without zero-order intensity and the spurious contribution of the twin

image, while at the same time compensating the phase aberration. We started on

simulated spherical and non-spherical particles, and we will conclude with calibrat-

ing particles as polystyrene, kaolinite, and quartz.

Improving the analysis with machine learning techniques

By applying a machine learning technique, we can mitigate the computational cost

of detecting, localizing, and analyzing holographic features. Moreover, in this way

we will benefit from a robust particles detection for overlapping holograms or even

heterogeneous holographic features in the same image, extending the measurements

to more dense and heterogeneous samples, like mineral dust in deeper ice core to
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date to the Glacial age. Subsequently, the particles can be studied through a

discrete dipole approximation, by the implementation of fitting technique with a

spheroidal approximation in order to obtain the shape, the three major axes, the

Cext and the refractive index of each particle.

Single precipitating ice-crystal holography

The experimental results reported in this thesis regards melted ice core samples.

However, besides particles suspended in water, the technique can be operated also

to study airborne particles. In particular, we are currently working on a new

project for the upgrading, testing, and installation at Concordia (Antarctica) of a

digital holographic instrument. The aim is to monitor in real-time the shapes and

the extinction cross-sections of ice and snow crystals directly in air. This opens

the possibility to easily provide an estimate of the presence of voids-structures in-

side the crystals-snowflakes. The characterization of the optical properties of ice

crystals has great importance on the Antarctic plateau: at lower latitudes, the mod-

ulation of the Earth albedo is due to thick clouds and aerosols. On the Antarctic

plateau, the scarcity of aerosols and thick water clouds makes ice crystals the main

modulator of the radiative transfer of visible radiation in the atmosphere. The

radiative transfer models for Antarctica thus require a realistic characterization of

the optical properties of the ice crystals, obtainable on a statistical basis through

long-term measurements performed by automatic devices. The surface climatic

conditions at Concordia are similar to those encountered inside the cirrus clouds

elsewhere located at much higher altitudes. Measurements performed at Concordia

on suspended ice crystals are therefore similar to those expected inside cirrus and

are therefore useful also in the modeling of the radiative transfer of cirrus at lower

latitudes and higher altitudes. Finally, the cutting-edge technology of acoustic ma-

nipulators will be experimented with for concentrating and trapping the crystals

into the measurement volume of the instruments.

Continuous flow analysis

Continuous flow analysis (CFA) is a well-established method to measure aerosol

constituents in polar and Alpine ice cores as indicators of past changes in the

climate system, in very high-depth resolution. Currently, a CFA is about to be

developed at the EuroCold laboratory, at the Università Degli Studi di Milano.

The aim is to insert online to the analysis also a digital holographic instrument,

implemented in an optical microscope, like that described in Section 3.4, thanks to

its compactness.
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Appendix A

Calibration Tests

Digital holography boasts both a non-critical accurate alignment of its optical com-

ponents and a calibration-free, except for the effective pixel size, i.e. the physical

dimension of the pixels on the image plane, which is different from the detector

pixel size due to the magnification. This operation is important because the extinc-

tion cross-section and cross-sectional area depend on the pixel size, and therefore

it requires fine-tuning. The effective pixel size can be obtained in a good estimate

checking the dimension of a calibrated object (∼micrometers in size) illuminated

by the source. An example may be the use of a matt tape as a diffuser to generate

a speckle pattern. By the translation of the matt object in a perpendicular way

to the optical axis, and by cross-correlating two different positions, we can obtain

the pixel size value within a ∼ 1% of error. The final check is given by the Cext

value of known particles, as polystyrene beads, as described below. The pixel size

obtained for this setup is 0.27 µm and it is kept constant for all the measurements.

From this value, we set the other parameters like the amplitude threshold in the

object reconstruction (Sec. 3.1).

The performance of the system, in particular of the reconstruction algorithm,

has been tested with a dilute colloidal suspension of polymeric beads, namely

polystyrene (PS) spheres of several diameters. A Scanning Electron Microscope

image of a polystyrene sphere bead 5 µm in diameter is shown in Fig. A.1. We

made extensive use of such calibrated polymeric particles as a benchmark for our

experimental measurements. In particular, we recovered the size of spherical parti-

cles and their cross-sectional extinction, both directly from the pattern (Sec. 2.5),

and from the amplitude and phase of the zero-angle scattering amplitude S(0)

(Sec. 2.6). Indeed, in this case, the scattering amplitude can be calculated effec-

tively with the Mie theory.

We report in Figures A.2 the results obtained from diluted colloidal suspensions of

calibrated polystyrene spheres 2 and 2.9 µm in diameter. The Cext (a) and size (b)

distributions are comparable and in accordance with the expected values (dashed

black lines).
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Figure A.1: Scanning Electron Microscope image of a polystyrene sphere bead 5 µm

in diameter (n = 1.58 at λ = 633 nm). The image was acquired by Dr. Delmonte

(University of Milano-Bicocca) with a Scanning Electron Microscope at the Euro-

Cold laboratory at the University of Milano-Bicocca.
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Figure A.2: Normalized (a) extinction cross-section and (b) size distribution of 2

and 2.9 µm diameter polystyrene spheres in water. The distributions are in good

agreement with the expected values, shown as black dashed lines, obtained according

to Mie expansion.
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Figure A.3: Normalized Cext distribution of polystyrene beads 2 µm in diameter

obtained through two different methods: by fitting with Eq. 2.36 (red) and by inte-

grating the hologram pattern (blue). The dashed lines are the corresponding normal

distributions that best fit the data. Fit values: σfit = 0.8 µm2, σint = 0.9 µm2,

µfit = 9.9 µm2, µint = 10.1 µm2.

Then, in order to validate the image-reconstruction procedure, we recovered the

extinction cross-section both using the Optical Theorem (Van de Hulst, 1957) and

compared the results obtained by integrating the holographic pattern, as described

in Sec. 2.5. As shown in Fig. A.3, the two distributions are comparable and in ac-

cordance with the expected value (10 µm2 for a sphere with relative refractive index

n = 1.58, according to Mie expansion). The integration method displays a slightly

narrower distribution (σint = 0.8 µm2 and σfit = 0.9 µm2), and underestimates the

value of extinction cross-section (Cext, int = 9.9 µm2 and Cext, fit = 10.1 µm2, to be

compared with Cext, exp = 10 µm2). However, this difference is negligible for our

purposes.

In Fig. A.4 we show the csa according to the Cext distribution both for 2 µm

diameter polystyrene (blue data) and kaolinite (red data) in water. Kaolinite are

standard monophasic non-spherical particles, with n ∼ 1.55 (Weidler and Friedrich,

2007). A good agreement is found with Mie calculations for the polystyrene beads

(n = 1.58), reported with a blue line. This indicates that the particles are isomet-

ric (aspect ratio approaching 1), as expected. Non-isometric particles differ from

spherical ones in that the field they scatter is susceptible to a change in orientation,

so they produce a different distribution. Therefore, fitting the data with a distribu-
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Figure A.4: Cross-sectional area according to the extinction cross-section for 2 µm

diameter polystyrene (blue data) and kaolinite (red data) in water reported as a

two-dimensional histogram. Counts are normalised on their maximum. The data

are compared with Mie calculations for spheres with a refractive index n = 1.58

(blue solid line) and n = 1.55 (red solid line), respectively.

.

tion of spheres (red line in Fig. A.4) does not match the actual Cext of the oblate

particles, since these are located lower in the (csa, Cext)-plane. This is further

evidenced in Fig. A.5, where it is shown the cross-sectional height according to the

cross-sectional width of 2 and 2.9 µm diameter polystyrene (a) and kaolinite (b) in

water as a two-dimensional histogram. The major and minor axes are obtained as

in Sec. 3.1. The polystyrene distribution lies between an aspect ratio (ar) value of

0.8 and 1 (dashed gray and black line, respectively), while the kaolinite distribution

shows a consistent number of particles with ar < 0.5 (red dashed line), as expected

by non-spherical particles. However, kaolinite distribution lays also between 0.8

< ar < 1, a distinguishing mark of isometric particles. Anyway, as we saw in

Fig. A.4, the Mie curve doesn’t fit the kaolinite sample. This can seem a paradox,

but it is explained by the fact that kaolinite have plate-like shapes and therefore

have a Cext consistently lower than it is for spheres, and it is more evident when

the csa is symmetrical (ar approaches 1). In Sec. 3.2 we show that by comparing

the Cext of simulated oblate ellipsoids with data, we can obtain the thickness of

the particles.

A.1 Absorbing particles

We turn then to the following study for addressing the case of absorbing particles.

This is particularly relevant because, as one of the brightest natural surfaces on
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Figure A.5: Cross-sectional height (major axis) according to the cross-sectional

width (minor axis) of 2 and 2.9 µm diameter polystyrene (a) and kaolinite (b) in

water as a two-dimensional histogram. Counts are normalised on their maximum.

Isometric particles show an aspect ratio approaching 1 (the distribution lays between

ar 0.8 and 1, black and gray dashed line), while non-isometric particles show a

consistent number of particles with ar <0.5 (red dashed line).

.

Earth, the darkening of snow by absorbing particles—dust, black carbon or micro-

bial growth—can trigger albedo feedbacks and accelerate snowmelt. Moreover, an

increase in black carbon deposition following the industrial revolution has led to the

recognition that absorbing particles radiative forcing has contributed to a reduc-

tion in the global cryosphere, with corresponding climatic impacts. In this context,

we analyzed carbon smoke soot aggregates produced by suspending 10 mg of dry

powder pigment (Sennelier n. 761) in 25 ml pure, filtered water at room tempera-

ture, then keeping the suspension in an ultrasonic bath for ∼10 minutes until its

properties stabilized. Finally, samples were diluted at 1:20 before the holographic

measurements. We don’t have specific information about the primary particle di-

ameters, however, we shift our focus on the comparison between absorbing and

non-absorbing particles.

The independent scatter approximation (Sect. 1.4) is valid also for absorbing par-

ticles, therefore the total absorption cross-section of an aggregate of N identical

particle is N times the absorption cross-section of its constituents. In Fig. A.6 we

report the integration pattern of two examples of different aggregates particle, from

which we obtained the Cext and Cabs values, following Sec. 2.5. The reconstructed

images are shown in Fig. A.7, while we reported in the Table A.1 the respective

values. Nonetheless, holographic reconstruction is not able to separate the contri-

bution of unaltered compact particles from aggregates of small sizes when applying

the threshold mask in amplitude. However, since Antarctic samples are in general
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Figure A.6: Examples of carbon smoke soot aggregates produced by suspending dry

powder pigment in water. Integration of the corresponding holographic pattern by

transition square matrix from the center of the pattern to the edges. The y-scale

are in pixel. Following integration, the endpoint of the trend curve (pink dashed

line) corresponding to the first maximum gives the Cext (left red arrow). The plot

is asymptotic to the Cabs value (right red arrow).

Panel Cext (µm2) Cabs (µm2) csa (µm2)

(a) 55.8 19.6 25.7

(b) 96.1 53.0 42.5

Table A.1: Cext, Cabs and csa values of two examples of absorbing aggregates from

black dye in water shown in Fig. A.6 and A.7

with an equivalent spherical diameter <5 µm (that is the equivalent of a csa of

20 µm2) we can recognize aggregates from their large csa and high Cext. Moreover,

we can easily distinguish when a particle has a relevant absorption contribution.

In Fig. A.8 we report two examples from polystyrene beads 2 µm in diameter. The

integration pattern is asymptotic to Cabs = 0, in stark contrast with the black

carbon aggregates, which are marked by an exceptionally high Cext for any given

size, and are asymptotic to distinct values � 0.

Actually, this method is not so straightforward. Cabs values are more critical to

obtain than Cext, because they are strongly affected by the signal over noise ratio

of the image, by the accuracy of the localization in the (x0, y0) plane, and by the

overlaps of the fringes of near particles. An in-depth analysis of such phenomenon

could be the subject for future work, starting from the measurements of calibrated

carbon aggregates that can be validated by scattering simulation. Anyway, we can

safely state that in the Antarctic samples analyzed in the Sections 3.2 and 3.3 no

trace of highly absorbing particles was found.



Calibration Tests 97

2 m

0.0

0.2

0.4

0.6

0.8

1.0

1.2

(a)

2 m

0.0

0.2

0.4

0.6

0.8

1.0

1.2

(b)

Figure A.7: Image reconstruction of two examples of absorbing particles from car-

bon smoke soot aggregates in water. The white bar on the top-right corner of each

image is set to 2 µm.
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Figure A.8: Examples of non-absorbing spheres from polystyrene in water. Inte-

gration of the corresponding holographic pattern by transition square matrix from

the center of the pattern to the edges. The y-scale are in pixel. Following integra-

tion, the endpoint of the trend curve (pink dashed line) corresponding to the first

maximum gives the Cext (left red arrow). The plot is asymptotic to 0 (right red

arrow), reveling that Csca = Cext (right red arrow).





Appendix B

Lorenz-Mie theory

In this appendix, we outline the process of obtaining the Lorenz-Mie solutions for

the scattering of a plane wave by a sphere (Bohren and Huffman, 2008). We will

not work out the detailed derivation, but we will give an overview and highlight

a few aspects that are important for our research. We begin by considering a

homogeneous, dielectric sphere of radius ap and refractive index np situated at a

position, rp, in a medium with refractive index nm. We define a spherical coordinate

system whose origin coincides with the sphere as depicted in Fig. B.1. The particle

in the origin of the reference frame is exposed to an incoming field modeled as a

plane wave E0 ∼ eikz−iωt that propagates toward the scatterer from ẑ direction.

The scattering event leads to three fields, namely the incident field, the external

scattered field, and the internal scattered field, all of which must match boundary

conditions at the surface of the sphere. The internal and external fields in the

vicinity of a sphere are most naturally expressed as an expansion in vector spherical

harmonics. These provide an orthonormal basis for the solutions to Maxwell’s

wave equations in free space. The Lorenz-Mie solution amounts to expressing

the incident plane wave as a sum of vector spherical harmonics and matching the

boundary conditions at the surface of the spherical scatterer. After matching the

boundary conditions (Bohren and Huffman, 2008, Mishchenko et al., 1996), the

resulting external scattering function is

fs(kr) =

∞∑
n=1

fn

[
ianN

(3)
e1n(kr)− bnM

(3)
o1n(kr)

]
, (B.1)

where fn = in(2n + 1)/[n(n + 1)], and M
(3)
o1n(kr) and N

(3)
e1n(kr) are the vector

spherical harmonics,

M
(3)
o1n(kr) =

cosφ

sin θ
P 1
n(cos θ)jn(ρ)θ̂ − sinφ

dP 1
n(cos θ)

dθ
jn(ρ)φ̂, (B.2)
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Figure B.1: Spherical coordinates used to describe the Lorenz-Mie theory. The

origin of the coordinate system is at the center of the spherical scatterer. For

viewing ease, the positive ẑ direction is depicted upwards.

and

N
(3)
e1n(kr) =n(n+ 1) cosφP 1

n(cos θ)
jn(ρ)

ρ
r̂

+ cosφ
dP 1

n(cos θ)

dθ

1

ρ

d

dρ
[jn(ρ)]θ̂

− sinφ

sin θ
P 1
n(cos θ)

1

ρ

d

dρ
[ρjn(ρ)]φ̂.

(B.3)

Here, ρ = kr is the reduced radial coordinate, P 1
n(cos θ)) is the associated Legendre

polynomial of the first kind, and jn(ρ) is the spherical Bessel function of the first

kind of order n. The expansion coefficients an and bn in Eq. B.1 are given by

(Bohren and Huffman, 2008)

an =
n2
pjn(xp)[xmjm(xm)]′ − n2

mjn(xm)[xpjm(xp)]
′

n2
pjn(xp)[xmh

(1)
n (xm)]′ − n2

mh
(1)
n (xm)[xpjn(xp)]′

, (B.4)

and

bn =
jn(xp)[xmjm(xm)]′ − jn(xm)[xpjm(xp)]

′

jn(xp)[xmh
(1)
n (xm)]′ − h(1)

n (xm)[xpjn(xp)]′
(B.5)

where primes denote derivatives of function with respect to the argument of the

embedded special function, and xm = 2πnm

λ ap and xp =
2πnp

λ ap are the reduced
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particle size associated with the medium and the particle, respectively. The infinite

sum in Eq. B.1 can be safely truncated after xm+4x
1/2
m + 2 terms (Wiscombe, 1980).

The vector spherical harmonics do not depend on the scatterer’s properties; the

scatterer’s influence on the external scattered field is completely contained in the

expansion coefficients. The coefficients an and bn converge to zero as np approaches

nm, which is the case for index-matched particles. The condition for terminating

the series in Eq. B.1 depends only on the refractive index of the medium and the

size of the particle in units of the wavelength.

In summary, the Lorents Mie theory has some important inherent assumptions.

First, we assumed that the particles are spherical: we neglected any surface rough-

ness (for example polystyrene spheres, in particular, are not atomically smooth)

or asphericity. We also assumed that the particles are optically homogeneous. Fi-

nally, we assumed that the incident beam is sufficiently well-collimated that it may

be regarded as a plane wave (even though it is actuality a Gaussian beam in a

laboratory setup).
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Kärcher, B., Möhler, O., DeMott, P. J., Pechtl, S., and Yu, F. (2007). Insights into

the role of soot aerosols in cirrus cloud formation. Atmospheric Chemistry and

Physics Discussions, 7(3):7843–7905.

Kasimbeg, P. N., Cheong, F. C., Ruffner, D. B., Blusewicz, J. M., and Philips,

L. A. (2019). Holographic characterization of protein aggregates in the presence

of silicone oil and surfactants. Journal of pharmaceutical sciences, 108(1):155–

161.

Kaufman, Y. J. and Koren, I. (2006). Smoke and pollution aerosol effect on cloud

cover. Science, 313(5787):655–658.

Kaufmann, P. R., Federer, U., Hutterli, M. A., Bigler, M., Schupbach, S., Ruth,

U., Schmitt, J., and Stocker, T. F. (2008). An improved continuous flow anal-

ysis system for high-resolution field measurements on ice cores. Environmental

science & technology, 42(21):8044–8050.

Kemper, B. and Von Bally, G. (2008). Digital holographic microscopy for live cell

applications and technical inspection. Applied optics, 47(4):A52–A61.

Kemppinen, O., Laning, J. C., Mersmann, R. D., Videen, G., and Berg, M. J.

(2020). Imaging atmospheric aerosol particles from a uav with digital holography.

Scientific reports, 10(1):1–12.

Kinnan, M. K. and Chumanov, G. (2010). Plasmon coupling in two-dimensional

arrays of silver nanoparticles: Ii. effect of the particle size and interparticle dis-

tance. The Journal of Physical Chemistry C, 114(16):7496–7501.

Kohfeld, K. E. and Harrison, S. P. (2001). Dirtmap: the geological record of dust.

Earth-Science Reviews, 54(1-3):81–114.

Kok, J. F., Parteli, E. J., Michaels, T. I., and Karam, D. B. (2012). The physics

of wind-blown sand and dust. Reports on progress in Physics, 75(10):106901.

Kok, J. F., Ridley, D. A., Zhou, Q., Miller, R. L., Zhao, C., Heald, C. L., Ward,

D. S., Albani, S., and Haustein, K. (2017). Smaller desert dust cooling ef-

fect estimated from analysis of dust size and abundance. Nature Geoscience,

10(4):274–278.

Kreis, T. (1996). Holographic interferometry: principles and methods. Wiley-VCH.

Kreuzer, H. J., Pomerleau, N., Blagrave, K., and Jericho, M. H. (1999). Digital in-

line holography with numerical reconstruction. In Interferometry’99: Techniques

and Technologies, volume 3744, pages 65–74. International Society for Optics and

Photonics.



110 Bibliography

Krishnatreya, B. J. and Grier, D. G. (2014). Fast feature identification for

holographic tracking: The orientation alignment transform. Optics Express,

22(11):12773–12778.
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