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ABSTRACT 

In recent years, the role of CD4+ regulatory T cells (Treg cells) in inhibiting the anti 

cancer activity of effector T cells has become increasingly evident and they are 

therefore currently considered promising targets for cancer immunotherapy. Despite 

Treg cell depletion has been reported to increase anti-tumor specific immune 

responses and to reduce tumor burden, some relevant issues still remain to be 

addressed, for a safer, more effective clinical application of these therapies. 

Previous findings in our lab identified unique transcriptional profiles of human Treg 

cells infiltrating colorectal cancer (CRC) and non-small cell lung cancer (NSCLC) 

supporting the existence of an underlying regulatory hubs that specifically shape 

tumor Treg identity and represent potential target for their functional modulation 

specificially in the tumor microenvironment. 

Treg cell transcriptome represents just a layer of the machinery that drive the 

acquisition of their tumor cell state. Ultimately, a comprehensive understanding of 

the regulatory networks that govern tumor Treg gene expression programs can 

provide insights on how a more selective inhibition can be achieved by interfering 

with the hubs that translate the cues coming from the tumor microenvironment. 

To define the epigenetic blueprints specific for tumor infiltrating Treg cells we have 

integrated distinct histone marks (H3K4me3, H3K4me1, H3K36me3, H3K27ac, 

H3K27me3) with ATAC-seq derived chromatin accessibility data we generated in 

Treg cells isolated from peripheral blood, normal and tumor tissues. To infer genome 

chromatin states we have employed ChromHMM a machine learning based 

approach that predicts the molecular structure of promoters and enhancers based 

on data from chromatin accessibility assays and a set of histone modification. We 

focused in particular on active enhancer regions, characterized by the co-presence 

of H3K27Ac and H3K4me1. Transcription factor footprinting analysis on the 

identified regulatory regions showed TF groups with distinct binding activity profile 

across Treg populations that are clearly lost or gained specifically in tumor Treg 

cells. Based on our findings we are implementing CRISPR based epigenetic 

modulation of selected enhancers that represent a novel strategy to reverse Treg 

mediated immunosuppression in the tumor microenvironment. 
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The new knowledge coming from this project cues will lead to a better understanding 

of tiTreg plasticity and to the identification of novel potential targets that can guide 

the rational development of tiTreg reprograming and innovative therapeutics for 

cancer with increased efficacy and reduced adverse effects. 
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1   INTRODUCTION 

1.1   Cancer and immune system 

1.1.1   Cancer 

Improvement of cancer treatments represent a pressing medical need as cancer is 

still the second leading cause of death worldwide(1). Tumor development and 

progression is the result of the accumulation of genetic and epigenetic alterations 

that lead to changes in cellular and tissue functions(2). Specific patterns of 

alterations are associated with environmental factors, such as tobacco smoke, 

alcohol intake, mutagenic chemicals, ultraviolet light, viruses and bacteria(3,4). 

These changes mainly occur in genes that positively (proto-oncogenes) or 

negatively (tumor suppressor genes) regulate cell division and are involved in DNA 

repair mechanisms (DNA repair genes). The dysfunction of these genes is 

responsible for uncontrolled cell proliferation(5) that leads to the formation of tissue 

masses called tumors. One of the main characteristics of tumors is the phenotypic 

and functional heterogeneity which is caused by genetic alterations and 

environmental stimuli. Both intra-tumor and inter-tumor heterogeneity make cancer 

difficult to diagnose and treat efficiently(6,7). 

1.1.1.1   Non-Small Cell Lung Cancer 

Lung cancer is among the most dangerous cancers in terms of cancer-related 

deaths for both men and women. Its death rate exceeds that of the three most 

common cancers (colon, breast, and pancreatic) combined(1). Over half of patients 

diagnosed with lung cancer die within one year of diagnosis and the 5-year survival 

is less than 18%(8). Tobacco smoking is the leading risk factor for lung cancer(9). 

There are two main subtypes of lung cancer: small-cell lung carcinoma and non-

small-cell lung carcinoma (NSCLC); this last subtype accounts for 85% of lung 

cancers and is the first cause of cancer-related mortality. NSCLC is further classified 

into three types: squamous-cell carcinoma, adenocarcinoma, and large-cell 

carcinoma, with adenocarcinoma being the most common type (around 40% of all 

lung cancers in men and women)(9). 
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Most commonly mutated oncogenes, such as Epidermal growth factor receptor 

(EGFR) and v-Ki-ras2 Kirsten rat sarcoma viral oncogene (KRAS), can be 

considered as genetic drivers of NSCLC, thus representing therapeutic 

targets(10,11). Moreover, it has been observed a high somatic mutation burden in 

NSCLC, that could be responsible for the generation of tumor-specific neoantigens 

recognized by the effector cells of the immune system. In this regard, immune 

checkpoint inhibitors against PD-1 have gained promising results in patients with 

NSCLC. Unfortunately, not all the patients respond to therapy, often developing 

resistance to the therapy itself, due to the downregulation of the major 

histocompatibility complex (MHC), to defects in interferon-γ (IFN-γ) signaling and an 

alteration of indolamine 2,3-dioxygenase (IDO) expression, an enzyme fundamental 

for T cell metabolism (12,13). 

The immune infiltrate of NSCLCs has been recently extensively characterized 

through flow cytometry. Several distinct immune cell types have been identified: T 

cells dominate the immune cell composition and, in particular, CD4+ T cells are the 

most abundant, but also CD8+ and CD4−CD8− double-negative T cells have been 

found. The presence of tumor-infiltrating macrophages, different subsets of dendritic 

cells and high density of neutrophils have been also described in the immune 

contexture of NSCLC(14). importantly, data from several studies involving 

approximately thousands of patients have been analyzed regarding the prognostic 

relevance of the different cell types found in the tumor microenvironment of NSCLC. 

According to the results, the presence of regulatory T cells (Treg cells) and M2 

macrophages in the immune infiltrate has been correlated with mostly negative 

prognosis, whereas the presence of tertiary lymphoid structures and CD8+ T cells 

has been associated with positive prognosis(15). 

1.1.1.2   Colorectal Cancer 

Colorectal cancer (CRC) is the third most common type of cancer in terms of 

incidence and the second most dangerous cancer in terms of cancer-related deaths. 

The 5-year overall survival rate for CRC patients it is 63%(1). Its incidence is age-

related, with a sharp peak in the seventh decade of life; obesity, sedentary lifestyle, 

consumption of red meat, alcohol and tobacco are the leading risk factors for 

CRC(4). 
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CRC is a heterogeneous disease and has been stratified into different classification 

systems based on genetic and molecular profiles. A new molecular classification of 

CRC has recently been proposed, based on the gene expression profiles of tumor 

and stromal cells. This consensus molecular subtype (CMS) classification divides 

CRCs into four main groups: CMS1, which includes hypermutated tumors with high 

microsatellite instability (MSI-H) and high rates of immune infiltrates; CMS2 consists 

of all the canonical CRC subtypes characterized by upregulation of the Myc and Wnt 

signal; CMS3 includes tumors with KRAS mutations and disruption of metabolic 

pathways; finally, CMS4 is the mesenchymal and more aggressive subtype, defined 

by a strong activation of the epithelial-mesenchymal transition pathways, 

angiogenesis and stemness; this CMS includes tumors with activated TGF-β 

pathways and also the presence of immune infiltrates(16). 

Recently the composition of immune and stromal components in the different 

molecular subtypes of CRC has been analyzed. In this study, CMS2 and CMS3 

were immunologically cold, as they were free of lymphoid and myeloid infiltration 

and had poor expression of MHC genes. In contrast, CMS1, associated with a good 

prognosis, overexpressed specific genes for cytotoxic lymphocytes and CMS4, 

associated with a poor prognosis, overexpressed markers of lymphocytes and 

monocytes, and displayed characteristic signs of angiogenesis, inflammation and 

immunosuppression as well as the maximum density of fibroblasts(17). 

Cataloging each tumor according to its molecular subtype is important to facilitate 

the development of targeted treatments for patients. For example, since CMS2 and 

CMS3 CRC patients are poorly immunogenic, further studies would be needed to 

evaluate new therapeutic strategies that could enhance the antitumor immune 

response specifically in these molecular subtypes 
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1.1.2   Cancer Immunoediting 

The idea that the immune system could recognize and eliminate nascent malignant 

cells was first conceived by Paul Ehrlich, in 1909(18). Ehrlich's intuition found 

experimental confirmation in the 1960s, with the existence of tumor antigens 

capable of mediate the rejection of transplanted tumors among syngenic mice(19). 

Ehrlich's original idea was then framed within a formal hypothesis (20,21) and 

subsequently led to the concept of immunosurveillance against tumors(22). 

However, immunosurveillance represents only one dimension of a complex 

interaction between the immune system and cancer. In fact, the immune system is 

able to act in all phases of carcinogenesis, exercising not only a protective role but 

also modifying the immunogenic profile of the tumor, facilitating its tumor growth and 

spread through a process called "immunoediting"(23–25). This dynamic process 

consists of three stages: elimination, balance and evasion (Figure 1). 

In the first stage, elimination, the transformed cells are destroyed by a competent 

immune system. Sporadic cancer cells that manage to survive immune destruction 

can then enter a phase of equilibrium in which the immune system controls the 

development of the tumor but does not eliminate it completely. The evasion phase 

represents the third and final phase of the process, in which immunologically 

selected tumors begin to progressively grow, become clinically evident and establish 

an immunosuppressive tumor microenvironment(26,27). 
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Schreiber R.D., Science (2011) 

Figure 1   Cancer immunoediting. Cancer immunoediting is characterized by three sequential 
phases: elimination, equilibrium and escape. 
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1.1.2.1   Elimination 

The elimination phase represents the classic concept of immune surveillance, in 

which the innate and adaptive immune system recognizes and eliminates cancer 

cells to prevent the development of the tumor mass. The tumor microenvironment 

itself is capable of recruiting immune system cells through various mechanisms. 

The tumor releases inflammatory molecules that recruit cells of innate immunity, 

such as natural killer (NK), NKT and T cells, which are stimulated to produce IFNγ. 

IFNγ acts directly against tumor cells, determining an antiproliferative and pro-

apoptotic effect, and indirectly, by stimulating the production of angiostatic cytokines 

and the recruitment of macrophages M1 and dendritic cells (DCs)(27). 

Furthermore, tumor cells can express tumor-specific (selectively expressed by 

tumor cells) or tumor-associated surface antigens (normal cell protein expressed 

abnormally or unregulated in tumors) when acquire genetic and epigenetic 

alterations (19). Antigen presenting cell (APC) can recognize and process these 

tumor antigens and present them to CD8+ T cells and CD4+ T helper cells (Th), the 

main effectors of adaptive antitumor immunity (Figure 2). APCs express 

costimulatory B7 molecules capable of providing the signals necessary for the 

differentiation of CD8+ T lymphocytes into cytotoxic T lymphocytes, capable of 

recognizing and killing tumor cells in the absence of co-stimulation. More recent 

studies investigated the role of CD4+ Th cells in antitumor immunity. CD4+ T cells 

can provide cytokines necessary for the correct development of cytotoxic T 

lymphocytes; moreover, after activation of the tumor-specific antigen, they release 

tumor necrosis factor (TNF) and IFN-γ, capable of increasing the expression of MHC 

class I molecules and the activation of macrophages(28). Furthermore, the tumor 

itself can release cytokines (INF-α and INF-β)(29) which activate APCs (especially 

DCs) and promote effector T cells(26). 

If the destruction of the tumor cells is complete, the elimination phase represents 

the end point of the tumor immunoediting process. 
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Abbas A. et al., Cellular and Molecular Immunology (2014) 

Figure 2   T responses against tumor. T-responses against tumor can be induced by cross-priming, 
in which tumor cells or antigens are processed and presented by APCs to T cells. In some cases, 
costimulatory molecules expressed by APCs and CD4 helper T cells provide the signals necessary 
for the differentiation and development of CD8 T cells, which kill cancer cells. 

1.1.2.2   Equilibrium 

Some variants of cancer cells can survive the elimination phase and enter in the 

next equilibrium phase, in which the adaptive immune system controls the growth 

of cancer cells without completely eliminating them. Therefore, the tumor appears 

clinically invisible and can maintain this latent state for long periods, up to the whole 

life of the host(30); as such, it may represent a second stable endpoint of tumor 

immunoediting. 

Several analyzes have revealed that only adaptive immunity (specifically CD4 and 

CD8 T cells) is responsible for maintaining tumor cells in this phase of 

equilibrium(26,31). However, the adaptive immune system, by exerting selective 

pressure on transformed cells, may favor the selection of less immunogenic and 

more surviving tumor clones(26). 

1.1.2.3   Escape 

During the equilibrium phase of immunoediting, the immunoselected tumor clones 

develop the ability to elude the antitumor immune response; nowadays this ability is 

recognized as one of the "hallmarks of cancer"(32). In this phase of evasion, the 

tumor continues to grow without limitations, until it becomes visible from a clinical 
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point of view. Immune evasion can occur through various mechanisms which can 

be divided into mechanisms intrinsic to the tumor cell or extrinsic mechanisms 

mediated by immune cells with immunosuppressive activity(28). 

Intrinsic mechanisms 

Tumor cells, in combination with the immunoselection process, select variants of 

poorly immunogenic tumor cells with the aid of different modalities: (a) through the 

selection of cells that do not express tumor antigens; (b) through the negative 

modulation of MHC molecules, which present antigens to effector T cells; (c) through 

the loss of the components of the antigen processing machinery within the tumor 

cell necessary to generate the epitope and load it onto the MHC class I molecule 

(26). 

Alternatively, evasion may result from the creation of an immunosuppressive state 

within the tumor microenvironment(33). Cancer cells can promote the development 

of this state by producing immunosuppressive cytokines such as vascular 

endothelial growth factor (VEGF), the growth transformant -β (TGF-β), IL-10 or 

IDO(26). 

Immuno-evasion mechanisms may include the ability to activate mechanisms that 

inhibit the immune response. Cancer cells are able to increase the expression of the 

Fas ligand, which by binding to the Fas receptor induces the apoptosis of T 

lymphocytes. Furthermore, tumor cells are able to activate inhibitory immune 

checkpoints such as Cytotoxic T-Lymphocyte Antigen 4 (CTLA-4) and PD1, 

inhibitory receptors present on T lymphocytes. Indeed, PD1 ligand (PD-L1) is 

expressed by various human tumors and inhibits the activation of lymphocytes. A 

possible explanation of the role for CTLA-4 in this context is that tumor antigens are 

presented by APCs with low levels of expression of the costimulatory molecules B7, 

but sufficient to bind and activate the inhibitory CTLA-4 receptor, because the 

receptor has a higher affinity(28). 

Extrinsic mechanisms 

Several cell populations capable of suppressing antitumor immunity have been 

described within the tumor microenvironment: macrophages, myeloid-derived 

suppressor cells (MDSCs) and CD4+ T regulatory (Treg) cells. 



Introduction 

9 

Tumor-associated macrophages (TAMs) have the M2 phenotype and promote 

tumor growth and invasiveness by altering the microenvironment, promoting 

angiogenesis (releasing VEGF and TGF-β), and suppressing T8 cell responses. 

MDSCs include different cell types, including DC precursors, monocytes and 

neutrophils. They suppress innate immune responses, releasing IL-10 which inhibits 

M1 macrophages and T cell immune responses, and the release of nitric oxide and 

reactive oxygen species(34). 

In our laboratory we are mainly focused on the role of CD4+ regulatory T 

lymphocytes in dampening anti-tumor immunity through the inhibition of effector T 

responses(35).   
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1.2   T regulatory cells 

T regulatory cells (Treg cells) were initially identified as a subpopulation of T cells 

with strong immunosuppressive activity(36). They were called “regulatory” by 

Sakaguchi and colleagues, who defined Treg cells as a population representing 

about 10% of CD4+ T cells, expressing high levels of CD25 (α chain of the IL-2 

receptor) and able to protect from autoimmune diseases in thymectomised mouse 

models(37,38). Furthermore, they constitutively express CTLA-4, a negative 

regulator of activated T cells essential for response suppression in vivo(39,40), and 

GITR (glucocorticoid-induced TNF receptor), a major inhibitor of Treg cell 

function(41). CD25, CTLA -4 and GITR are common surface receptors used for Treg 

labeling and selection. Other markers constitutively activated or highly expressed 

by Treg cells include LAG-3 (Lymphocyte-Activation Gene 3)(42), CD127(43) , PD1, 

Helios, galectin-1, OX-40, Ly6, 4-1BB , TNFR2 (TNF Receptor 2), TGF-βR1 (TGF-

β Receptor 1) (44) and, more recently, neurophylline 1(45,46). Treg also shows a 

decrease in CD40L expression, an increase in CTLA-4 expression mediated by TCR 

activation and production of cytokines only if activated by allogeneic APCs; the 

cytokines produced are mainly IL-10, TGF-β and low levels of IFN-γ(47). 

Treg cells require the action of TGF-β and IL-2 for their development and survival. 

TGF-β stimulates the expression of the transcription factor FOXP3 (Forkhead box 

p3), essential for the differentiation of Treg cells(48). IL-2, in addition, activates the 

transcription factor STAT5 (Signal Transducer and Activator of Transcription 5), 

which stimulates the expression of the FOXP3 gene and other genes relevant for 

Treg functions(49). Since Treg cells are unable to produce IL-2, they depend on an 

exogenous source produced by CD4 + cells and dendritic cells. IL-2, produced by 

activated (non-regulatory) T cells, contributes to the maintenance, expansion and 

activation of Treg cells which, itself, limits the expansion of T cells(50). 

To date, the FOXP3 transcription factor is considered the most specific marker of 

Treg cells, although it can also be transiently expressed by activated T cells(51). 

FOXP3 plays an important role in both the development and functionality of Treg 

cells(52–54). In humans, the presence of loss-of-function mutations in the FOXP3 

gene leads to the development of an autoimmune lymphoproliferative disease 

known as IPEX (Immunodisregulation, Polyendocrinopathy, Enteropathy, X-linked 
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Syndrome), characterized by activation of CD4 + cells and excessive cytokine 

production inflammatory(55). 

1.2.1   Origin and development of Treg cells 

Treg cells can be classified based on their site of origin. In most cases, Treg cells 

develop from T precursors present in the thymus and are called natural Treg cells 

(nTreg); differentiation in nTreg cells is supported by high affinity bound between 

TCR and self-peptides presented by MHC class II molecules and depends on the 

availability of IL-2(56,57). Otherwise, some Treg cells can differentiate from naive 

CD4+ T cells in peripheral lymphoid organs, following stimulation with non-self-

antigens in the absence of strong activation of innate immunity; in this case they are 

defined as peripheral Treg cells (pTreg cells). Differentiation in pTreg cells is 

supported by high concentrations of TGF-β and retinoic acid, which promote FOXP3 

expression in peripheral naïve T lymphocytes CD4+(56,58). In the gut, short-chain 

fatty acids produced by commensal bacteria support the development of pTreg 

cells(59). It has also been suggested that pTreg differentiation is important in the 

maternal-fetal tolerance(60). Overall, these evidences suggest that nTreg cells are 

involved in maintaining self-tolerance, while pTreg cells inhibit immune responses 

to harmless non-self antigens, such as commensal bacteria, environmental 

antigens, and food antigens; in fact, a defect in the generation of pTreg cells leads 

to allergy and inflammation in the intestine and lungs(61). 

1.2.2   Treg cells in immunological context 

1.2.2.1   Treg Functions 

Treg cells play an important role in suppressing immune responses and maintaining 

immune homeostasis. Treg cells are key mediators for the maintenance of immune 

tolerance, both towards autologous and allogeneic antigens. Indeed they are 

involved in the peripheral tolerance mechanism, inhibiting autoreactive T 

lymphocytes, and play a central role in the prevention of autoimmune diseases, such 

as type I diabetes(62). They are able to limit chronic inflammatory diseases, such 

as asthma and intestinal inflammation diseases and are very important in 

maintaining homeostasis of the intestinal microbiome(63). Inevitably, the 
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suppressor mechanism itself can lead to negative consequences, such as inhibition 

of antitumor immune responses, contributing to tumor progression(64). 

Treg cells may also perform functions beyond their suppressor role: they are 

essential in the non-lymphatic tissue protection and, based on the tissue 

localization, they can adopt specialized functions and exhibit unique phenotypes 

and transcriptional profiles. Currently, one of the best characterized examples is the 

Treg population infiltrating visceral adipose tissue, capable of capturing lipids and 

modulating metabolism in adipose tissue thanks to the high expression of the 

transcription factor PPAR-γ (Peroxisome Proliferator-Activated Receptor γ) and 

CD36 scavenger receptor(65,66). It has recently been shown that Treg cells have 

the ability to preserve the functional and structural integrity of the lung during a viral 

infection (67)and are involved in muscle regeneration following tissue damage(68). 

Furthermore, Treg cells have been described as neuroprotective, modulating 

oxidative stress and inflammation in microglial cells, improving neurodegeneration 

in Parkinson's disease(69). 

1.2.2.2   Treg suppressive mechanisms 

Treg cells can exert their suppression function through several mechanisms: a) by 

inhibitory cytokines; b) by cytolysis; c) by metabolic disruption and d) by modulation 

of dendritic cell (69) (Figure 3). 
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Vignali D.A.A. et al., Nature reviews. Immunology (2008) 

Figure 3   Mechanisms of Treg-mediated cell suppression. Schematic representation of the four 
main suppressive mechanisms used by Treg cells: a) production of inhibitory cytokines, such as 
TGF-β; b) cytolysis by release of perforins and granzymes; c) metabolic disruption, such as IL-2 
depletion for effector T cells and the release of adenosine; d) modulation of the activity of dendritic 
cells, through the CTLA-4-B7 interaction that allows the production of IDO and LAG3-MHC class II. 

Suppression by inhibitory cytokine production 

Treg cells exert suppressive activity on several immune cell types by secreting high 

levels of inhibitory cytokines, such as IL-10(70), IL-35 (71)and TGFβ(72).  

IL-10 has been described as the major immunomodulatory cytokine. It inhibits the 

production of inflammatory cytokines, such as IL-12, and acts on effector T cells and 

DCs by binding to IL-10 receptor. On effector T lymphocytes it exerts a suppressive 

function inhibiting their proliferation; on DCs further promotes the production of IL-

10. It also promotes phagocytic activity by elimination of cellular debris at 

inflammatory sites. The inhibitory effect of IL-10 plays a key role in peripheral 

tolerance to self-antigens, allergens and also tumor antigens(73,74). 

TGF-β is a multifunctional cytokine, able to regulate several immune cells: (a) it 

inhibits the IL-12 production, (b) suppresses effector T cells differentiation and 

proliferation and (c) promotes T cell differentiation into Treg, inducing the expression 
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of FOXP3, or into Th17, in the presence of IL-6. It also inhibits macrophages, 

dendritic cells and NK cells activity. TGF-β is also expressed on the cell surface of 

Treg cells, allowing the interaction between Treg cells and target cell(73,74). 

IL-35 is an immunomodulatory cytokine, mainly expressed by Treg cells. It 

suppresses Th cells proliferation and promotes naïve T cells differentiation into Treg 

cells with strong suppressive activity(71,75). 

Suppression by cytolysis 

Similar to NK cells and CD8+ T lymphocytes, Treg cells exhibit cytotoxic activity and 

are able to suppress effector T cells by inducing apoptosis thanks to the release of 

perforin, granzyme A or granzyme B(76). Perforin molecules form a transmembrane 

pore across the lipid bilayer through which granzymes can enter target cells. 

Furthermore, granzymes can also gain access to target cells via endocytosis. Within 

the cell, granzymes can induce apoptosis through caspase-dependent or caspase-

independent mechanisms(77). 

Suppression through metabolic disruption 

Treg cells express high levels of the IL-2 surface receptor (CD25) and through local 

IL-2 depletion necessary for effector T cells survival induce their apoptosis (78). The 

selective expression of CD39 and CD73 ectoenzymes on the cell surface of Treg 

cells has been shown to induce the production of the inhibitory molecule adenosine, 

which binds and activates the adenosine receptor 2A, suppressing effector T 

cells(24,79,80). Treg cells have also been shown to suppress the effector responses 

by transferring cAMP (cyclic adenosine monophosphate) inside the T cells through 

gap junctions(81). 

Suppression of dendritic cell modulation 

Treg cells can modulate the maturation and function of dendritic cells, which are 

required for the activation of effector T cells. CTLA-4, expressed constitutively on 

the surface of Treg cells, has been shown to bind CD80 and CD86, expressed on 

DCs. This interaction induces IDO production by DCs which catalyzes the 

conversion of the tryptophan into kynurenines. IDO production correlates with the 

inhibition of immune responses both by depletion of tryptophan from the 

microenvironment, which is necessary for T cell proliferation and expansion, and by 

the release of metabolites that can cause apoptosis of T lymphocytes(82). 
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Furthermore, LAG-3, also known as CD223, is a CD4 homolog able to bind with 

high affinity to the class II MHC molecules expressed by immature DCs. This 

interaction suppresses the maturation of DCs and their immunostimulant 

capacity(83) 

1.2.3   Tumor infiltrating T reg cells 

Treg cells are significantly enriched within the tumor mass, making up 20-30% of 

total CD4+ cells(84). This enrichment is particularly important as Treg cells suppress 

in a dose-dependent manner. It was initially proposed that the presence of tumor-

infiltrating T lymphocytes (TILs) within the tumor microenvironment correlated with 

a good prognosis(85); it is by now established that it is rather the balance between 

effector T cells and Treg cells that determines the tumor pathology outcome(86). In 

fact, the decrease in the CD8+/Treg ratio, and the increase of tumor-infiltrating Treg 

cells (tiTreg cells), is associated with a poor prognosis in several cancers, including 

breast cancer(87) and NSCLC(88). However, with respect to CRC, the role of Treg 

cells is controversial: in some studies the infiltration of Treg into the tumor 

microenvironment correlates with a better prognosis(89), while other studies have 

shown the opposite(90,91). These conflicting results could arise from an improper 

interpretation of the heterogeneity of the Treg cell population with different roles. In 

fact, Saito and colleagues detected during CRC development the presence of two 

Treg populations with different suppressive capacity(92). 

1.2.3.1   Mechanisms of Treg accumulation in tumor microenvironment 

Different mechanisms promote the accumulation of Treg cells within the tumor 

microenvironment: (a) increase in recruitment, (b) expansion and (c) de-novo 

differentiation. Expansion and differentiation can occur locally, within the tumor 

microenvironment, or distantly, in the lymph nodes that drain the tumor(84). 

Several evidences suggest that Treg cells show a greater infiltration capacity within 

the tumor microenvironment than the T effector cells(84,93). This preferential 

recruitment depends on mechanisms driven by chemokines, cytokines with 

chemotactic activity. Indeed, Treg cells express different chemokine receptors, such 

as CCR4 and CCR8. Tumor cells and TAMs have been shown to be able to recruit 

Treg into the tumor microenvironment by releasing CCL22 and CCL17 that are 
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CCR4 ligands. Indeed, CCL22 blockade has been shown to play a role in 

decreasing Treg infiltration in ovarian cancers(94). 

A second mechanism is represented by cytokine-mediated Treg expansion. In this 

context proliferation of Treg cells in the tumor microenvironment is promoted by the 

release of IL-2 from effector T cells (93). Other cytokines have been involved such 

as TGF-β, released by DCs, that plays a role in the expansion of Treg cells in 

draining lymph nodes in mouse models of cancer(95). 

Finally differentiation of CD4+CD25- T cells into Treg(96)has been reported. Indeed, 

tumor cells themselves may contribute to the induction of Treg cells through the 

release of high levels of TGF-β(97) and IDO(98), suggesting that tumors exploit 

different complementary mechanisms to effectively elude the immune response. 

1.2.3.2   Molecular profile of tumor infiltrating Treg cells 

A recent study in our laboratory focused on the transcriptional characterization of 

human Treg cells infiltrating CRC and NSCLC(99). In this study, the gene 

expression profiles of tiTreg cells were compared with Treg cells infiltrating healthy 

tissues and peripheral blood isolated from the same patients. This comparison 

revealed a striking similarity between tiTreg from different tumors and a molecular 

signature of more than 300 genes that specifically characterize them (Figure 4). 

The more selectively expressed genes (LAYN, MAGEH1 and CCR8) appear to be 

negatively correlated with the patient's prognosis, confirming the pro-tumoral role of 

Treg cells. While LAYN and MAGEH1 function in Treg cells is still uncharacterized, 

CCR8 is a receptor that plays a role in the recruitment and migration of Treg cells in 

tissues. Among the genes specifically expressed by tiTreg cells, several immune 

checkpoints (GITR, OX40, TIGIT, LAG3 and TIM-3) were found with some of the 

respective ligands (OX40LG, Galectin-9 and CD70) suggesting a higher activation 

state compared to the counterpart of healthy tissue and peripheral blood.  
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De Simone M. et al., Immunity (2016) 

Figure 4   tiTreg gene signature. This plot shows the expression values (z-score) of genes that are 
preferentially expressed (Wilcoxon Mann Whitney test p < 2.2 × 10–16) in Treg cells infiltrating CRC 
(C) and NSCLC (N) compared to peripheral blood (B) and other immune cell subsets isolated from 
peripheral blood. 

Functional studies were also conducted on these cells demonstrating a strong 

suppressive potential compared to Treg cells isolated from the normal adjacent 

tissue and from the peripheral blood of the same patient (Figure 5). Many of these 

genes, including CCR8, have also been confirmed by other studies performed on 

different  kind of cancer, such as breast cancer(100).  
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De Simone M. et al., Immunity (2016) 

Figure 5   Treg in vitro suppressive assay. These flow cytometry histograms show the in vitro 
suppressive assay for Treg cells isolated from NSCLC (top) and colorectal cancer (bottom) patients. 
CD4+ naive T cells (Responder) were labeled with carboxyfluorescein diacetate succinimidyl ester 
(CFSE), in vitro activated with anti-CD3 antibody plus DCs and cocultured for 4 days with an equal 
number of Treg cells isolated from tumor tissue (second column), its adjacent healthy counterpart 
(third column) and peripheral blood (fourth column) of the same patient. Suppression activity 
correlates with the progressive dilution of fluorescent dye. Percentage of proliferating cells is 
indicated. 

1.2.3.3   Treg as novel therapeutic tools for cancer treatment 

As Treg cells have been found with high frequency in different tumor types and are 

potent suppressors of effector T cells specific for tumor antigens, they are emerging 

as potential targets for immunotherapy. 

Several strategies have been proposed and attempted toward Treg cell depletion 

and the inhibition of their suppressive functions to reduce tumor burden. Candidate 

molecules for Treg-specific immunotherapy include CTLA-4, PD-1, GITR, CCR4, 

OX-40, LAG3, and CD25(101). 

CTLA-4 is constitutively expressed by Treg and plays a vital role in their suppression 

activity. Recent studies have suggested that the efficacy of the anti-CTLA-4 antibody 
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is determined not only by the enhancement of the effector activity of T cells, but also 

by the depletion of Treg cells in the tumor microenvironment by antibody-mediated 

cellular cytotoxicity(102) or, moreover by the destabilization of Treg cell function in 

glycolysis-low tumors by promoting CD28 signalling(103). 

Alternatively, impairment of Treg cell recruitment by blocking chemokine receptors 

has been proposed. As a way of example, a monoclonal antibody against the CCR4 

chemokine receptor(104) has been developed to inhibit the infiltration and 

accumulation of Treg cells within the tumor microenvironment; however, the 

redundancy and promiscuity of chemokine systems could impair therapeutic 

efficacy and specificity.  

Overall immunotherapy based on immune checkpoint inhibitors and tumor Treg 

reduction in the tumor microenvironment has generated promising clinical results, 

but there are some critical issues that still need to be addressed. Indeed, most of 

potential targets are, to some extent, shared between Treg cells and effector T cells. 

Therefore, Treg cell targeting could lead to depletion or functional impairment of 

effector T cells. Furthermore, Treg cells are physiologically involved in maintaining 

self-tolerance and immune homeostasis, therefore novel therapeutic targets should 

be selected to avoid systemic exhaustion of Treg cells to avoid severe 

autoimmunity(105). 

Our current knowledge underlies the importance of characterizing the molecular 

features of tumor infiltrating Treg cells to reveal both specific gene expression 

patterns and the regulatory networks that shape Treg identity in the tumor 

microenvironment to identify specific and effective approaches for their functional 

modulation.  
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1.3   Epigenetic regulation of gene expression 

Considering all development stages, in our organism there are at least 200 different 

cell types, each with its own specialized structure and functions. However, with rare 

exceptions, cells of the same organism have the same genome, or rather nuclear 

DNA is made up of the same nucleotide sequence(106). The difference between 

distinct cell types is determined by the transcriptome, defined by both protein coding 

and non-coding RNAs. The gene expression profile is coordinated by a series of 

epigenetic mechanisms which finely regulate gene expression both from the 

qualitative point of view (which genes to transcribe) and from the quantitative point 

of view (how much to activate or how much to repress the transcription); these 

epigenetic mechanisms can be faithfully transmitted to daughter cells, after each 

cell division, in a process called "epigenetic memory" of the cell identity. The term 

"epigenetics" has taken on multiple meanings over the years, describing very 

different phenomena (107). In 1942 Conrad H. Waddington was the first to coin the 

term "epigenetics", to indicate the mechanisms that lead to changes in the 

phenotype without altering the genotype(108,109). Currently known and described 

epigenetic mechanisms include reversible chemical modifications of DNA and 

associated proteins, which regulate the activation of genes through chromatin 

remodeling(110). These mechanisms include chromatin accessibility, nucleosomes 

remodeling, DNA methylation, histone modifications and the regulatory action of 

particular non-coding RNAs (miRNA, siRNA, piRNA, lncRNA)(111). All these 

mechanisms are essential for physiological cell fate transition and maintenance of 

tissue specific gene expression. In the next paragraphs we will provide an overview 

on specific epigenetic processes (histone modifications and cis-regulatory 

elements) relevant to the biological questions we are addressing in this project. 
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1.3.1   Chromatin structure and organization 

In humans, genomic DNA is associated with histone and non-histone proteins, 

forming a polymer called chromatin organized into 23 pairs of chromosomes. 

Considering all the chromosomes, the DNA molecule of each single cell is about 2 

meters long; the genome is subject to different degrees of compaction (Figure 6) 

since it is confined within the cell nucleus, whose diameter measures only 6 

µm(112). 

The first level of chromatin organization begins with the wrapping of 145-147 base 

pairs (bp) of DNA around a histone octamer, forming the central nucleosomal 

particle. The histone octamer is composed of four different histone proteins: H2A, 

H2B, H3 and H4; specifically, it consists of the tetramer (H3)2(H4)2 and two H2A-

H2B heterodimers(113). The histone octamers are connected to each other by a 

stretch of DNA (DNA linker) of variable length (10-70 bp) and are associated with 

histone H1, which allows a more compact and orderly structure of chromatin(114). 

The central body histones have a N-terminal tails which undergo a various of 

covalent post-translation modifications, called histone modifications, which impact 

on the chromatin structure and consequently on the state of transcriptional activation 

or inactivation. Chromatin in general can appear in more or less condensed forms 

as a consequence of the different degree of compaction of the DNA around protein 

complexes called histones. 

The condensed state of chromatin limits accessibility to genomic sequences, 

creating intrinsic barriers for DNA transcription and replication. For this reason, 

chromatin is an extremely dynamic but controlled structure, both in metaphase 

(mitosis), where it assumes the condensed form, and in interphase(115). 
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Larsson L., Current Oral Health Reports (2017) 

Figure 6   Overview of the chromatin structure and compaction. The genome is exposed to 
different degrees of compaction thanks to the help of histone proteins (H2A, H2B, H3, H4 and H1) 
that wrap and fold the DNA. Further increasing levels of compactness form to the highly condensed 
mitotic chromosome. 

1.3.2.  DNA methylation 

The DNA methylation consists in the addition of a methyl group (-CH3) on a 

nucleobase of the DNA, without changing the sequence. The best-studied DNA 

methylation is the methylation of cytosine to form 5-methylcytosine; this reaction is 

catalyzed by DNA methyltransferase (DNMT), an enzyme that uses S-adenosyl 

methionine (SAM) as a donor of the methyl group. DNA methylation exist mostly in 

the CpG dinucleotide and 70-80% of CpGs are methylated in human genome(116). 

DNA methylation can be mitotically inherited and plays an important role in 

repression of gene transcription, especially when distributed around the 

transcription start sites (TSS)(117). DNA methylation is crucial for embryonic 

development(118) and in tumoral cell the methylation pattern is altered compared 

to the normal tissue; typically, there is hypermethylation of tumor suppressor genes 

and hypomethylation of oncogenes(119). 
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1.3.3   Histone modifications 

Histone proteins are exposed to a series of post-translational modifications that 

regulate the degree of compaction and the accessibility of chromatin. These 

modifications consist in the reversible covalent addition of chemical groups or small 

proteins on the amino acid residues of the tails or of the globular nucleus of histone 

proteins. Histone modifications include a) methylation of arginine (R) residues; b) 

methylation, acetylation, ubiquitination, ADP-ribosylation and sumoylation of lysine 

(K) residues; phosphorylation of serine (S) and threonine (T)(120). With the 

advancement of technologies for the study of proteomics, the number of identified 

histone modifications keep growing and new histone modifications, such as 

propionylation and butyration, have recently been described(121). 

The enzymes actively involved in the insertion or removal of the histone modification 

are known as "writer" and "eraser" respectively; while proteins capable of binding 

and interpreting histone modification are called "readers" (Figure 7)(122). Based on 

their nature and location, histone modifications can be associated with 

transcriptional repression or activation (Figures 8-9). 

 
Figure 7   Proteins involved in histone modifications. Overview of proteins actively involved in 
the addition (writer), removal (eraser) and interpretation (reader) of post-translational modifications. 

1.3.3.1   Histone acetylation 

The histone acetylation consists in the addition of an acetyl group (-COCH3) (ac) on 

a lysine residue at the N-terminal of a histone protein. This reaction is catalyzed by 
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histone acetyltransferase (HAT), an enzyme that uses acetyl-coenzyme A as a 

donor of the acetyl group. HATs are classified into two categories: nuclear HATs, 

responsible for the acetylation of histones assembled in chromatin, and cytoplasmic 

HATs, responsible for the acetylation of newly translated, not yet assembled 

histones(123). 

Acetylation of lysine residues removes a positive charge from the histone, reducing 

electrostatic interactions with negatively charged DNA. This mechanism allows a 

relaxation of the chromatin which facilitates the access of the transcription factors 

and of the entire transcription machinery. This is why histone acetylation is always 

associated with transcriptionally active regions and its lack is associated with 

transcriptionally repressed ones(124). 

On the other hand, histone deacetylase (Histone Deacetylase, HDAC) catalyzes the 

reverse reaction, removing the acetyl group from the histone protein, inhibiting the 

transcription process(125). Acetylation of histones generates binding sites for 

proteins containing domains known as bromodomains(123). The bromodomain-

containing protein can recruit other proteins, including nucleosome remodeling 

complexes or other enzymes, which act on DNA(126). 

One of the best known and described modifications is the acetylation of lysine 27 

on histone H3 (H3K27ac). This modification is associated with transcriptionally 

active regions and is mainly present on the promoter of the transcribed genes; in 

co-presence with the monomethylation of lysine 4 of histone H3 (H3K4me1), it 

describes particular regulatory regions called enhancers. Enhancers are key 

regulatory elements that act in cis by increasing the transcription frequency of the 

gene they control. Enhancers do not need to be closed to their promoter and can 

perform their function several thousand bases from the gene they control(127). 

1.3.3.2   Histone methylation 

Histone methylation consists of the transfer of a methyl group (-CH3) (me) onto a 

lysine or arginine residue at the N end of a histone protein, usually H3 and H4. This 

reaction is catalyzed by histone methyltransferase, an enzyme that uses S-

adenosyl-methionine (SAM) as a donor of the methyl group. Arginine can be mono 

or dimethylated, while lysine can be mono, di or trimethylated(124). 
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The enzyme responsible for the methylation of lysine is histone lysine 

methyltransferase (histone lysine methyltransferase, HKMT) which generally carries 

out its enzymatic activity through the catalytic domain SET (SUV39, Enhancer of 

zeste, Trithorax)(128,129). There are several HKMTs, specific for a given lysine of 

a given histone. For example, the EZH2 protein (subunit of the polycomb 2 

repressive complex, PRC2) is a specific methyltransferase for histone H3 (H3K27) 

lysine 27(130); G9a and Suv39h are specific for H3K9(131,132), Set1 is specific for 

H3K4(133) and Setd2 for H3K36(134). 

On the other hand, histone demethylase (histone demethylase, HDM) catalyzes the 

reverse reaction, removing the methyl group from the histone protein. HDM 

enzymes are classified into two families based on enzyme activity. The first family, 

LSD (Lysine-Specific Demethylase), consists of the FAD-dependent amino oxidase 

(Flavin Adenine Dinucleotide), which can act only on mono and dimethylated 

lysines. The second family consists of oxygenizes containing Jumonji C (JmjC) 

domains, which can also act on trimethylated lysines(135). Similarly to HKMTs, 

HDMs show relative specificity for the methylated lysine residue. 

Methylated lysines are recognized by several proteins; these include proteins 

containing chromodomaines, Tudor domains, PHD (Plant Homeodomain) domains, 

MBT (Malignant Brain Tumor) domains, PWWP domains, and WD40 domains(136). 

The same methylation can be recognized by several reader proteins. 

Unlike acetylation, histone methylation does not modify the charge of proteins and 

induces structural changes in chromatin through electrostatic mechanisms. 

Methylation is associated with both transcriptional activation and repression, based 

on the lysine involved and the degree of methylation and the type of proteins they 

are able to recruit. In general, the tri-methylation of H3K4 and H3K36 mark active 

regions(137,138), while the methylation of H3K9 and H3K27 mark repressive 

regions (Figure 8)(130,132,139). 

A very relevant type of modification is the H3K4me1; it is mainly distributed towards 

the 3' of actively transcribed genes; alone it is related to weakly active 

enhancers(140,141). 

H3K4me3 is mainly distributed around TSS and the promoter of actively transcribed 

genes; it promotes transcription through interactions with RNA polymerase II(142). 
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H3K4me3 is associated with the H3K27ac on the active promoter. Several studies 

suggest that H3K4me3 recruits HAT by promoting histone H3 acetylation(109,143). 

H3K36me3 is distributed along the body of active transcribed genes, with an 

increase towards the 3' of the gene. This peculiar distribution derives from the fact 

that for histone lysine methylation Setd2 is associated with RNA polymerase II, 

predominant in this area. H3K36me is able to recruit the FACT complex (Facilitates 

Chromatin Transcription)(144), chaperone involved in chromatin remodeling, and 

PRC2 (Polycomb Repressive Complex 2)(145), a protein complex responsible for 

the H4K4me3, that restore a repressed chromatin configuration and prevent 

spurious transcription after stretching. H3K36me3 is related to the regulation of 

histone acetylation, through the recruitment of HDAC to active transcription 

sites(143). 

H3K27me3 distributes from the promoter, where it has a major peak, continuing 

along the body of transcriptionally repressed genes. H3K27me3 therefore prevents 

acetylation of lysine at the level of the promoter and of specific regulatory sequences 

called enhancers 

 
Figure 8   Overview of histone modification distribution. Schematic overview of histone 
modification distribution on representative gene: each line reports the name and the role of histone 
modification, followed by the accessible regions detected by ATAC-seq, and finally the profile of 
representative transcription factor (TF). NFR: nucleosome-free region; TSS: transcription start site; 
TES: Transcription end site. 
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In embryonic stem cells, developmental genes are in a so-called poised state: 

silenced but ready to be transcribed. This state is defined by the coexistence of 

H3K4me3 (activating change) and H3K27me3 (repressive change) at the TSS level. 

This type of chromatin state, while on the one hand guarantees gene silencing, on 

the other hand allows rapid transcriptional activation, following specific evolutionary 

signals, when H3K27 is demethylated; genes that must be kept inactive will instead 

keep H3K27me3 at the expense of H3K4me3(146). 

Within enhancers regions, H3K4me1 in the presence of H3K27ac or H3K27me3 

makes it possible to discriminate between active or poised enhancers respectively 

(Figure 9)(140,141). Furthermore, H3K27Ac, which is related to an active 

transcription, can be found in association with H3K4me3. 

 
Adattata da D. Shlyueva, G. Stampfel and A. Stark, Nature (2014) 

Figure 9   Histone modifications and regulatory elements. The copresence of H3K27ac and 
H3K4me1 is associated with active enhancer, H3K27ac e H3K4me3 are associated with promotor 
od transcribed genes, H3K4me1 e H3K27me3 with poised enhancer and H3K4me1 alone is 
associate with weak enhancers. 
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1.3.4   Epigenetic landscape of Treg cells 

Treg cells begin to establish a specific epigenetic landscape in the thymus, from the 

earliest stages, before the expression of FOXP3(147,148); during the acquisition of 

non lymphoid tissue Treg phenotype, Treg cells show specific chromatin 

accessibility profile based on the tissue in which they reside(149). As discussed 

above, gene expression is regulated by epigenetic mechanisms, mainly including 

DNA methylation, histone methylation and acetylation. 

Treg cells show a specific DNA methylation pattern which distinguishes them from 

naïve T cells. In particular, Treg cell lineage is associated with DNA hypomethylation 

within the FOXP3 locus, specifically the conserved non coding sequence 2 (CNS2), 

that is necessary for the stable expression of FOXP3 itself (150,151). Moreover, 

Treg cells are characterized by a specific DNA hypomethylation also at Treg cell-

associated gene loci, such as FOXP3, CTLA-4, TNFRSF18 (GITR) and IKZF2 

(Helios), which contributes to the stable maintenance of Treg phenotype and 

function(152). 

Histone methylation seems not to be specific for Treg cell lineage (152). However, 

Treg cells show the largest unique H3K4me3 and H3K27me3 islands compared to 

naïve T cells (153). In activated Treg cells, Foxp3-bound sites show an enrichment 

for H3K27me3(154), and conversely Treg cells that lose their Foxp3 signature show 

a decrease of H3K4me3 within the downregulated Treg cell signature genes, such 

as FOXP3 and CTLA-4, and an increase of H3K4me3 within the th2-associated 

genes, such as IL-4 and Il-5(155). 

About histone acetylation, H3K27ac modification in foxp3 locus seems to be 

important for Treg differentiation and function. Indeed, only Treg cells shows 

H3K27ac deposition at the FOXP3 promoter(156).  

In conclusion, Treg cell development is a complex mechanism defined by the 

integration of multiple cues involved in determining FOXP3 induction and Treg-

specific epigenetic landscape.  
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2   AIM OF THE PROJECT 

Tumor-infiltrating lymphocytes (TILs) constitute a major component of immune 

infiltrates in several tumors and are crucially involved in cancer progression. 

However, the molecular and epigenetic changes that underlie the phenotypic 

diversity of TILs remain largely unknown. In particular, tumor-infiltrating Treg cells 

(tiTreg cells) have been correlated with poor prognosis in many cancer types, 

indicating that selective targeting of tiTreg cells could provide therapeutic benefits. 

In this respect, the tumor microenvironment is shown to imprint distinct 

transcriptional features upon tiTreg cells of different tumors compared to activated 

Treg cells found in corresponding normal adjacent tissues or in the peripheral blood. 

Characterization of the epigenome can therefore provide insights into the activation 

of specific transcriptional programs and the regulation of gene expression.  

Based on these premises, with this project we seeked to unravel the chromatin 

landscape of human Treg cells infiltrating CRC and NSCLC by employing 

ChIPmentation and ATAC-seq techniques in order to identify the regulatory 

networks that define the Treg cell state shaped by the tumor microenvironment. 

The project aims to develop an integrated multi-omics approach in order to pursue 

the following specific goals: 

i) draw a detailed picture of tiTreg cells epigenetic landscape by ChIPmentation and 

ATAC-seq; 

ii) accurately map active and repressed regulatory elements (enhancerome) through 

de novo chromatin state discovery combined with chromatin accessibility datasets 

in Treg across diseased and normal tissues; 

iii) reconstruct crucial nodes of the regulatory network defining the cell state of tiTreg 

cells by footprinting analysis; 

iv) assess the effect of key regulatory regions modulation on tiTreg cell identity 

toward the identification of novel potential therapeutic targets. 
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3   MATERIALS AND METHODS 

3.1   Treg isolation from human primary tissues 

Treg cells were isolated from tumors (NSCLC or CRC), non-neoplastic counterparts 

and peripheral blood of the same patients, and from peripheral blood from healthy 

donors. 

Human lung and colorectal biopsies were obtained respectively from Humanitas 

Research Hospital (Rozzano) and San Paolo Hospital (Milan), following ethical 

approval from their Institutional Review Boards. Informed consent was obtained 

from all patients prior to acquisition of the samples. Samples were confirmed to be 

tumor or normal based on pathologist assessment and were obtained prior to 

treatment. 

3.1.1   Dissociation of human primary tissues 

Fresh tissues were processed by mechanical and enzymatic dissociation in order to 

obtain a single-cell suspension. The tissue dissociation was necessary for solid 

tissues such as NSLC tissue, CRC tissue and their non-neoplastic counterparts. All 

steps were performed under sterile conditions. 

3.1.1.1   Colon tissue dissociation 

Colon specimens were cut into pieces of 5-7 mm with disposable scalpel and 

incubated in 50 ml of 0,16 mM DTT (Sigma-Aldrich) in completed HBSS 

(ThermoScientific) (Gentamicina 1:200; Penicillin-Streptomycin (Sigma-Aldrich)) 10 

minutes at room temperature on magnetic stirrer. Then they were washed twice in 

25 ml of completed HBSS for 5 minutes, and incubated twice in 30 ml of 1mM EDTA 

solution (Sigma-Aldrich) in completed HBSS for 50 min at room temperature on a 

magnetic stirrer; finally washed twice with completed HBSS. The tissue pieces were 

cut more finely with disposable scalpel and incubated in 50 ml of type D collagenase 

solution 0.5 mg/mL (Roche Diagnostic) in RPMI (Sigma-Aldrich) overnight at 37°C 

on a magnetic stirrer placed in thermostatically controlled incubator. 
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The following day, the cell suspension, containing tumor infiltrating lymphocytes, 

was filtered through 100 µm cell strainer, centrifuged at 500 x g for 10 minutes. The 

pellet was resuspended in 4 ml of PBS and the lymphocytes were then isolated by 

Percol density-gradient centrifugation (Farmacia).  

3.1.1.2   Lung tissue dissociation 

Lung tissues were dissociated by using Tumor Dissociation Kit (human) and the 

gentleMACS™ Dissociator (Miltenyi Biotech). The experimental procedure was 

carried out following the standard protocols provided in the manufacturer's 

instructions.  

Tumor Dissociation Kit human  

Lung specimens were cut into small pieces of 2-4 mm with disposable scalpel, 

transferred into the gentleMACS C Tube containing the enzyme mix (200 µl of 

Enzyme H, 100 µl of Enzyme R and 25 µl of Enzyme A) in 4.7 ml of RPMI without 

serum and incubated onto gentleMACS Dissociator, using h_tumor_01 program. 

Then C Tube was placed for 30 minutes at 37°C under continuous rotation using 

the MACSmix Tube Rotator. Then, C tube was incubated onto gentleMACS 

Dissociator using Program h_tumor_02. Next, C Tube was incubated for 30 minutes 

at 37°C under continuous rotation using the MACSmix Tube Rotator and, for a 

second time, C tube was attached onto gentleMACS Dissociator using h_tumor_02 

program. 

After dissociation, the cell suspension was filtered through 100 µm cell strainer and 

centrifugated at 500 x g for 10 minutes. The pellet was resuspended in 20 ml of PBS 

and the lymphocytes were then isolated by Ficoll density-gradient centrifugation 

(Ficoll- Paque™ Plus, GE Healthcare 17-1440-02) 

3.1.2   Isolation of mononuclear cells 

Lamina propria mononuclear cells (LPMC) and peripheral blood mononuclear cells 

(PBMC) were isolated from tumor tissue (NSCLC and CRC), non-neoplastic 

counterparts and peripheral blood (PB) of the same patients, and from PB from 

healthy donors by density gradient centrifugation 
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3.1.2.1   Percoll density gradient centrifugation 

Colon LPMC were isolated by discontinuous density gradient centrifugation on 

Percoll. After collagenase D incubation, the cell suspension was transferred into 50 

ml tube through 100 μm cell strainer and centrifuged 10 minutes at 500 g. The 

supernatant was discarded, and the pellet was resuspended with 2-4 ml (depending 

on the pellet size) of 40% Percoll solution; the Percoll gradient was prepared using 

four steps, from the top layer down: 30%, 40%, 60%, and 100% Percoll solution, 

prepared in 15 ml tube as follow below: 

2 ml Percoll 100% 45 ml pure Percoll + 4,1 ml 10X PBS + 0,9 ml HBSS 

2 ml Percoll 60% 6 parts of Percoll 100% + 4 parts of HBSS 

2 ml Percoll 40% 4 parts of Percoll 100% + 6 parts of 1X PBS 

2 ml Percoll 30% 3 parts of Percoll 100% + 7 parts of HBSS 

The Percoll-density gradient was centrifugated 30 minutes at 650 x g at room 

temperature without brake. The T cell fraction was recovered from the interface 

between the 60% and 40% Percoll layers (Figure 10), diluted with HBSS + 

Pen/Strep (final volume 30 ml) and centrifuged 10 minutes at 650 x g at RT. The 

cell pellet is now ready for further processing for FACS. 

 
Figure 10   Schematic illustration of leucocyte isolation by discontinuous Percoll-gradient 
centrifugation. Left tube shows tube before centrifugation. Right tube shows tube after 
centrifugation: leukocytes are placed at the interface between 40% and 60% Percoll layers, tumor 
cells are in the bottom of the tube. 
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3.1.2.2   Ficoll density gradient centrifugation 

PBMC and lung LPMC were isolated by Ficoll density gradient centrifugation. Blood 

samples were transferred to a 50 ml tube and diluted with PBS. Ficoll-Plaque were 

carefully layered on diluted blood samples or lung single cell suspensions, with ratio 

1:3. Then each tube was centrifuged at 805g for 20 min at room temperature without 

brake. After centrifugation, the upper layer containing plasma and platelets was 

carefully removed, leaving the mononuclear layer undisturbed at the interface 

(Figure 11). The mononuclear cell layer was transferred to a new 50 ml tube, 

washed with PBS and centrifugated at 500 x g for 10 min at RT. The isolated 

mononuclear cell pellet was washed with PBS and centrifuged at 500 x g for 10 min 

at RT.  

 
Figure 11   Schematic illustration of the leukocyte isolation of by Ficoll-gradient 
centrifugation. Left tube shows the gradient before centrifugation. Right tube shows the separation 
after centrifugation: leukocytes are located at the interface between plasma and Ficoll layers. 
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3.1.3   Isolation of human Treg cells by FACS 

Treg cells were purified by Fluorescence Activated Cell Sorting (FACS) using the 

following fluorochrome conjugated antibodies: anti-CD4 APC/Cy7 (Biolegend clone 

OKT4), anti- CD127 PE (Miltenyi, clone MB15-18C9) and anti-CD25 FITC 

(eBioscience, clone 4E3), using FACSAria II (BD biosciences). Treg cell were sorted 

as CD25+ and CD127 dim (Figure 12, a).  

To validate the expression of specific Treg markers, the following fluorochrome 

conjugated antibodies were used after sorting: anti-OX40 (Biolegend, clone Ber-

ACT35), anti-CTLA-4 PE (eBioscience, clone eBio20A (20A, A3)) and anti-FOXP3 

APC (eBioscience, PCH101 clone) (Figure 12, b). 

In addition to the Treg cells, other four different populations of immune cells have 

been isolated starting from the tissue specimens by using flow cytometry, according 

to their specific sorting markers:  

• CD4+ T conventional cells were isolated as CD3+ CD4+ CD45RO+ cells;  

• CD4+ Tr1 as CD3+ CD4+ CD27+ CD195+ cells; 

• CD8+ memory T cells as CD3+ CD8+ CD45RO+ TIM3- CD39- cells; 

• CD8+ exhausted T cells as CD3+ CD8+ CD45RO+ TIM3+ CD39+ cells. 

Extracellular staining 

After purification of the mononuclear cells, the cell pellet was resuspended with the 

antibody mix (1 µl of each body for 106 cells) and incubated at 4°C for 20 minutes 

protected from light. The pellet was washed with MACS buffer, centrifuged at 500 x 

g for 5 minutes and then resuspended with 200 µl of MACS buffer. 

Intracellular staining 

After cell sorting, a small aliquot of Treg cells was centrifuged at 450 x g for 5 

minutes. The pellet was resuspended with 200 µl of Fixation / Permeabiliization 

Concentrate (eBioscence) diluted 1: 4 in Fixation / Permeabiliization Diluent and 

incubated for 30 minutes at 4°C. The sample was then centrifuged at 450 x g for 5 

minutes and the pellet was resuspended with 100 µl of Permeabilization Buffer 10X 

(eBioscience) diluted 1:10 in H2O. Anti-FOXP3 antibody was added by incubating 

for 30 minutes at room temperature, protected from light. A wash was carried out 
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with 200 µl of PBS (450 x g for 5 minutes) and finally the cell pellet was resuspended 

in 200 µl of MACS buffer. 

 
Figure 12   Isolation of human Treg cells by FACS. (a) Representation of the sorting strategy of 
Treg cells CD4+CD25+CD127dim (red box). (b) Validation of specific Treg markers performed on 
Treg isolated as CD4+CD25+CD127dim (red plot). 

3.2.  Treg in vitro expansion 

Ex vivo Treg cells were in vitro expanded in presence of 1x106 Feeders cells/ml and 

1,6 x105 Rosi cells/ml, with IL2 (200U/ml) (Miltenyi biotec) and anti-CD3 antibody 

(30ng/ml) (clone OKT3, BioLegend, 317326) in complete RPMI (RPMI 1640, 

EuroClone ECM2001L), 10% FBS, 1% Pen/Strep, 10 mM Na/Pyruvate (Euroclone 

ECM0542D), non- essential amino acids 1X, (EuroClone ECB3054D)). After three 

days, OKT3 was removed and replaced with fresh medium + IL2 (200U/ml). 
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3.3   Epigenetic techniques 

3.3.1   bulk ATAC-seq 

To measure genome-wide patterns of chromatin accessibility, nucleosome 

positioning and perform footprinting analysis, we performed ATAC-seq(157) on ex 

vivo Treg cells, Tr1, CD4+, memory CD8+ and exhausted CD8+ T cells. ATAC-seq 

dataset consisted of 39 sequenced samples, derived from 9 patients with different 

clinical conditions. Primary human NSCLC and CRC tissues were obtained from 5 

and 3 patients, respectively, together with normal adjacent tissues and peripheral 

blood for all of them. Cells isolated from one healthy donor were also processed. 

Sample preparation 

Immediately after sorting, T cells were centrifuged at 500 x g for 15 minutes at 4°C 

and then the pellet was resuspended in 100 µl of cold PBS. 5000 cells were 

aliquoted in 100 µl of cold PBS and centrifuged at 500 x g for 30 minutes at 4°C. 

The supernatant was discarded and the pellet was resuspended in 25 µl of cold 

ATAC lysis buffer (10mM Tris-HCl pH 7.4 (Invitrogen), 10 mM MgCl2 (Invitrogen), 3 

mM MgCl2 (Invitrogen), 0.1% NP-40 (Thermo Scientific) in nuclease-free water (NF 

H2O) (Ambion)) and cells were centrifugated at 500 x g for 30 minutes at 4°C. 

Tagmentation 

The nuclei pellet was resuspended in 5 µl of ATAC tagmentation mix, made by 2.5 

µl Tagmentated DNA buffer 2X (Illumina), 1 µl Tn5 enzyme (Illumina) and 1.5 µl NF 

H2O. Sample was incubated at 37°C for 1 hour. 

Proteinase K treatment 

5 µl ATAC clean up buffer (900 mM NaCl, 30 mM EDTA), 2 µl proteinase K 800 

U/ml (New England BioLabs), 2 µl SDS 5% (Ambion), 20 µl NF H2O were added to 

each sample, which was incubated at 40°C for 30 minutes. 

The tagmentated DNA was purified using MinElute PCR purification kit (QIAGEN) 

following the standard protocols provided in the manufacturer's instructions, and 

DNA was eluted with 10 µl Buffer EB (10 mM Tris-HCl pH 8.5). 
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Library pre-amplification and preparation 

In order to amplifying DNA, standard PCR on tagmentated DNA was carried out on 

Veriti Thermal Cycler (Applied Biosystems) and Illumina Nextera primers (i7 index 

and i5 index). 50 μl reaction for a PCR was performed: 10 μl of tagmentated DNA, 

25 μl of NEBNext High-Fidelity 2x PCR Master Mix (New England BioLabs), 2.5 μl 

Index 1 (i7) Adapter (Illumina), 2.5 μl of Index 2 (i5) Adapters (Illumina), nuclease-

free water up to 50 μl. PCR involved 1 cycle of 72°C for 5 minutes, 98°C for 30 

seconds, followed by 5 cycles of 98°C for 10 seconds, 63°C for 30 seconds, 72°C 

for 1 minute. 

Pre-amplification qPCR 

To reduce GC and size bias in PCR and normalizing amplification cycles, the 

appropriate number of PCR cycles is determined using Quantitative Real-Time PCR 

(qPCR) allowing us to stop amplification prior to saturation. qPCR was performed 

using StepOnePlus System (Applied Biosystems). For amplification, 5 μL of 

amplified DNA were incubated with 0.09 μL of SYBR Green 100X (Applied 

Biosystem), 5 μL of NEBNext High-Fidelity 2x PCR Master Mix (New England 

BioLabs), 0.25 μL of Index 1 (i7) Adapter (Illumina), 0.25 μl of Index 2 (i5) Adapters 

(Illumina). The reaction mixture was brought up to a final volume of 15 μL with 

nuclease-free water. Thermocycling conditions were: 1 cycle of 98°C for 30 second; 

25 cycles of 98°C for 10 seconds, 63°C for 30 seconds and 72°C for 1 minute. To 

rule out contamination from buffers and tubes, a negative control with water instead 

of the tegmented DNA template was used. We used 1/3 of the maximum fluorescent 

intensity to determining N cycles of library amplification. The remaining 45 μl PCR 

reaction were amplified according to the cycle number determined by qPCR, using 

the same thermocycle conditions without the initial activation step at 72°C for 5 

minutes. 

Post amplification clean up and double size selection 

To remove any contaminants from DNA samples and reduce high molecular 

fragments, the tagmented DNA was purified using SPRI beads (Beckman Coulter). 

27.5 μl of SPRI beads (0.55X) were added to the sample, mixed 15 times and 

incubated 5 minutes at room temperature. Placed on magnet, the supernatant was 
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transferred into new tube. 72.5 μl of SPRI beads (2X) were added to the sample, 

mixed 15 times and incubated 5 minutes at room temperature. Beads on magnet 

were washed two times with 100 μl of fresh 80% EtOH for 30 seconds. The beads 

were let dry for 2 minutes and then 22 μl of elution buffer was added, mixed 15 times 

and incubated for 5 minutes at room temperature and the supernatant was 

recovered. 

The ATAC library quality was resolved using electrophoresis Bioanalyzer, and the 

DNA concentration was measured with a Qubit fluorometer (Life Technologies). 

Sequencing 

Properly amplified genomic DNA libraries were sequenced on the HiSeq4000 

Illumina platform, using the paired-end sequencing mode with 125 bp reads, with an 

average sequencing depth of 240 million reads for each DNA library. 

3.3.2   ChIPmentation 

Crosslinking 

After cell sorting, T reg cells were centrifuged at 500 x g for 5 minutes. The pellet 

was resuspended in 150 µl of PBS with 10% FBS (Gibco). To cross link the proteins 

to the DNA, fresh formaldehyde (Thermo Scientific) was added to a 1% final 

concentration to cell suspension, which was rocked for 10 minutes at room 

temperature. To quench the formaldehyde and terminates the cross-linking reaction, 

0.125M glycine (Sigma-Aldrich) was added to cell suspension, and rocked for 5 

minutes at room temperature. Cells were collected by centrifugation at 500 x g for 5 

minutes at 4°C; pellet was washed with 150 µl of cold PBS plus protease inhibitors 

(Phenilmetilsulfonil Fluoride, PMSF and Protease Inhibitor Cocktails, PIC). The 

crosslinked cell pellet can be snap-frozen in liquid nitrogen and stored at -80°C. 

Sonication 

Cell pellet was resuspended in 130 µl of sonication buffer (10 mM Tris pH 8.0, 0.25% 

SDS, 2 mM EDTA, PMSF, PIC) and was sonicated in MicroTUBE (Covaris) using 

M220 Focused-ultrasonicator (Covaris) until most fragments are in the range af 200-

700 bp (settings: duty factor 10%, peak incidence power 75 Watt, cycles per bust 
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200, 10-30 minutes). The fragment size was analyzed on 2100 Bioanalyzer (Agilent) 

using High Sensitivity chip, and DNA concentration was quantified by Quantus 

fluorometer (Promega). The sonicated chromatin can be snap frozen in liquid 

nitrogen and stored at -80°C for up to 3 months. 

After sonication, lysate was diluted with 1.5 volumes of equilibration buffer (10 mM 

Tris-HCl pH 8.0, 233 mM NaCl, 1.66% TritonX-100, 0.166% DOC, 1 mM EDTA, 

PMSF, PIC). To eliminate debris, the sample was centrifugated at 14000 x g for 10 

minutes at 4°C and the supernatant was transferred in a new tube.  

Immunoprecipitation 

Each immunoprecipitation was performed in 0.2 ml PCR tube using 150 µl of 

chromatin with RIPA-LS plus protease inhibitors (PIC and PMSF). Volume of 

sonicated chromatin corresponding to 10000 T reg cells was incubated with 0.1/0.2 

μg of histone mark antibodies (H3K27Ac abcam 4729; H3K4me3 Millipore 07-473; 

H3K4Me1 DIAGENODE C15410194; H3K36me3 DIAGENODE C15410192; 

H3K27me3 07449 Millipore, rabbit IgG Sino Biological), overnight at 4 °C on a tube 

rotator. Immunocomplexes were recovered the following day with 10 μl Protein G-

Dynabeads (Invitrogen), pre-blocked using RIPA-LS with 0,1% BSA, for 2 hours at 

4°C. The beads were then washed twice with 150 μl of cold RIPA-LS (10 mM 

TrisHCl pH 8.0, 140 mM), twice with cold RIPA-high salt (10 mM Tris-HCl pH 8.0, 1 

mM EDTA pH 8.0, 500 mM NaCl, 1% Triton X-100, 0.1% SDS, 0.1% Na-

Deoxycholate (DOC)), twice with cold RIPA-LiCl (10 mM Tris-HCl, pH 8.0, 1 mM 

EDTA, pH 8.0, 250 mM LiCl, 0.5% NP-40, 0.5% DOC), once with cold 10 mM Tris-

HCl pH 8.0. Finally, the beads were resuspended in 150 μl of 10 mM Tris-HCl pH 

8.0 and the solution was transferred to a new tube. Beads bound to the magnet and 

the supernatant was discarded. 

Tagmentation 

The beads were resuspended in the tagmentation reaction (5 μl of 5X tagmentation 

buffer (50 mM Tris-HCl pH 8.0, 0.25 mM MgCl2, 50% v/v dimethylformamide), 19.5 

μl of nuclease free water and 0.5 μl of Tn5 enzyme, (Illumina)) and incubated 10 

minutes at 37°C. After chromatin tagmentation, 150 μl of RIPA-LS were added to 

tagmentation reaction and incubated on ice for 5 minutes to inactivate Tn5. The 
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beads were washed twice with 150 μl of cold RIPA-LS, and then twice with TE1X 

(10mM Tris-HCl pH 8.0, 1 mM EDTA pH 8.0).  

Reverse cross-linking 

After washing, the beads were resuspended in 48 μl of ChIP elution buffer (10 mM 

Tris-HCl pH 8.0, 5 mM EDTA pH 8.0, 300 mM NaCl, 0.4% SDS) supplemented with 

2 μl of Proteinase K 800U/ml, and incubated at 55°C for 1 hour and at 65°C 

overnight, for reverse crosslinking. The following day, the beads were placed on 

magnet and the supernatant was transferred to a new 1.5 ml DNA lo-bind tube. The 

beads were resuspended again with 19 μl of ChIP elution buffer and 1 μl of 

Proteinase K, and incubated 1 hour at 55°C. The beads were placed on magnet and 

the supernatant was combined with the first eluate.  

The immunoprecipitated DNA fragments were purified by MinElute kit (Qiagen) and 

eluted in 22 μl EB Buffer. 

Pre-amplification qPCR 

To reduce GC and size bias in PCR and normalizing amplification cycles, the 

appropriate number of PCR cycles is determined using Quantitative Real-Time PCR 

(qPCR) to avoid saturation. qPCR was performed using StepOnePlus System 

(Applied Biosystems). For amplification, 2 μL of ChIPmentation DNA were incubated 

with 0.1 μL of SYBR Green 100X (Applied Biosystem), 5 μL of NEBNext High-

Fidelity 2X PCR Master Mix (New England BioLabs), 0.3 μL of 25 μM Custom 

Barcodes Adapter 1 (Index i5) and 0.3 μL of 25 μM Custom Barcodes Adapter 2 

(Index i7) (Tables 1-2). The reaction mixture was brought up to a final volume of 10 

μl with nuclease-free water. Thermocycling conditions were: 1 cycle of 72°C for 5 

minutes and 98°C for 30 seconds; 25 cycles of 98°C for 10 seconds, 63°C for 30 

seconds and 72°C for 30 seconds. We used 1/3 of the maximum fluorescent 

intensity to determining N cycles of library amplification. 

Library amplification and preparation 

In order to amplify DNA and prepare a ChIPmentation library in one step, standard 

PCR on tagmentated DNA was carried on Veriti Thermal Cycler (Applied 

Biosystems). 50 μl reaction for a PCR was performed: 20 μl of tegmentated DNA, 
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25 μl of NEBNext High-Fidelity 2X PCR Master Mix (New England BioLabs), 1.5 μl 

25 μM of Custom Barcodes Adapter 1 (Index i5) and 1.5 μL of 25 μM Custom 

Barcodes Adapter 2 (Index i7) (Tables 1-2), nuclease-free water to make up to 50 

μl. PCR involved 1 cycle of 72°C for 5 minutes, 98°C for 30 seconds, followed by N 

cycles (determined by qPCR) of 98°C for 10 seconds, 63°C for 30, and 72°C for 30 

minutes. 

Table 1   Custom Barcodes Adapters 1 (index i5) sequences 

 

Table 2   Custom Barcodes Adapters 2 (index i7) sequences 

 

To discard impurities from DNA samples and reduce high molecular fragments, the 

DNA was purified using SPRI beads (Beckman Coulter). 90 μl of SPRI beads (1.8X) 

were added to the sample, mixed 15 times and incubated 10 minutes at room 

temperature. Placed on magnet, the supernatant was discarded and the beads were 

washed two times with 100 μl of fresh 80% EtOH for 30 seconds. The beads were 

let dry for 2 minutes and then 22 μl of elution buffer was added, mixed 15 times and 
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incubated for 10 minutes at room temperature. Placed on magnet, the supernatant 

was recovered in new tube. 

The ChIPmentation library quality was resolved using the High sensitivity DNA kit 

on Bioanalyzer 2100 instrument (Agilent) and the DNA concentration was measured 

with a Qubit fluorometer (Life Technologies) performed according to the 

manufacturer’s instructions. 

Sequencing 

Properly amplified ChIPmentation libraries were sequenced on the HiSeq2500 

Illumina platform, using the single-end sequencing mode with 50-75 bp reads, with 

an average sequencing depth of 40 million reads for each DNA library. 

3.3.3.   ChIP-seq 

ChIP protocol was performed following the same steps of ChIPmentation protocol 

(see below) without the tagmentation step and library amplification. 

ChIP-seq libraries were constructed with TruSeq ChIP Library Preparation Kit 

(Illumina), according to the manufacturer’s instructions and sequenced on Illumina 

HiSeq2500 platform. Library preparation for ChIPmentation was performed using 

Nextera primers (Illumina) and enriched libraries were purified using 1.8 V of SPRI 

beads and sequenced with Illumina HiSeq2500. 
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3.4   Epigenomic data analysis 

3.4.1   ChIP-seq data processing and quality control 

The quality control of the reads was performed using FastQC v0.11.7(158) and 

MultiQCv1.5 (http://www.bioinformatics.babraham.ac.uk/projects/). The reads were 

aligned to the human hg38 reference genome (GENCODE Release 25 basic gene 

annotation) using Bowtie v1.2.2(159), sorted using SAMtoolsv1.8 (160)and directly 

converted into binary files (BAM). PCR duplicate reads were marked and removed 

using SAMtoolsv1.8. The peaks were called with MACS2 v2.1.(161) using matched 

input DNA as a control. Peaks overlapping ENCODE blacklisted regions hg38 were 

removed. Peaks found in un-placed and un-localized scaffolds were removed. For 

the visualization of ChIP-seq tracks, Bedgraph tracks were generated using MACS2 

bdgcmp function, converted into bigwig using UCSC bedClip and 

bedGraphToBigWig functions. The pyGenomicTrack(162) tool was used for the 

visualization of the tracks.  

3.4.2   Density and heatmap plot for each histone modification  

Filtered and sorted BAM files were used to generate normalized coverage tracks 

using the bamCoverage function from the deepTools(163) suite. The average signal 

profile and the heatmap plot along the gene body were calculated using the 

computeMatrix function in scale-regions mode with default parameters and the 

GENCODE Release 25 basic gene annotation. 

3.4.3   Correlation analysis of histone marks 

To obtain the correlation heatmap of all the histone modifications, a consensus 

peakset was generated using DiffBind v2.10.0(164) and merging together only 

peaks detected in at least two tracks. Then, a count matrix of 180250 peaks x 48 

samples was created by counting the number of reads per peak for each sample 

using the dba.count function with default parameters. The correlation heatmap and 

the principal component analysis (PCA) were produced using dba.plotHeatmap 

(distMethod="pearson") and dba.plotPCA respectively, with default parameters. 
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3.4.4   ATAC-seq data processing and quality control 

The sequence quality along all sequenced reads was estimated using FastQC 

v0.11.9(158) and MultiQCv1.9. To remove masked adapter sequences and to cut 

sequences from low-quality score regions, TrimGalorev0.6.5 was used. In 

particular, base calls with Q score < 20 were trimmed from the 3’ end of the reads 

and reads shorter than 36 bp were filtered out. The reads were aligned to the human 

hg38 reference genome (UCSC hg38 assembly) using BWA-mem (Burrows-

Wheeler Alignment), sorted using SAMtoolsv1.10(160)  and directly converted into 

binary files (BAM). Multi-mapped reads, PCR duplicate and low-quality reads were 

marked and removed using Picardv2.23.1 and SAMtoolsv1.10. Sequences of 

mitochondrial origin as well as reads mapped to ENCODE hg38 blacklisted regions 

were discarded using BEDtoolsv2.29.2 and SAMtoolsv1.10. Peaks were called with 

MACS2v2.2.7.1(161), using -BAMPE -nomodel options in order to allow the use of 

the actual insert size of reads pairs to build the fragment pileup. The Q-value cutoff 

to call significant regions was set to 0.05 and the -broad option was set to false to 

call sharp peaks. The annotation of peaks relative to genomic features was 

performed using HOMERv4.11 annotatePeaks and the annotation GTF file from 

UCSC hg38 assembly. A consensus peak-set across all samples was created using 

BEDtoolsv2.29.2 merge. Peaks found in un-placed and un-localized scaffolds were 

removed. Starting from the original consensus peak-set obtained with Bedtools, we 

retained all the peaks present in at least two replicate samples out of the fully paired 

ATAC-seq samples of the Treg dataset. We then filtered all the peaks mapped to Y 

chromosome and to Pseudo-Autosomal Regions (PARs), resulting in 71,160 tested 

Treg consensus peaks.  

For the visualization of ATAC-seq tracks of each sample, the GenomeCoverageBed 

function from bedtoolsv2.29.2. was used to generate bedGraph tracks, scaling the 

coverage by a constant factor calculated as 1 million divided by the number of 

mapped reads. The tracks were converted into bigwig using ENCODE 

bedGraphToBigWigv357. IGV was used for exploring and browsing the tracks.  
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3.4.5   Annotation of open chromatin regions 

Differentially accessible regions were annotated to their putative target genes using 

public H3K27ac HiChIP data on enhancer-promoter-associated chromatin contacts. 

The H3K27ac HiChIP loops were specific for human peripheral blood Tregs isolated 

from healthy donors(165). The remaining regions that were not annotated with 

H3K27ac HiChIP, were annotated to their nearest and/or overlapping coding or non-

coding gene.  

3.4.6   Principal Component Analysis and Cluster Analysis 

PCA plot and hierarchical cluster were generated using read counts against all the 

peaks of the Treg consensus peak-set. Raw read counts were normalized using the 

variance-stabilizing transformation built into the DESeq2 package 

(https://genomebiology.biomedcentral.com/articles/10.1186/s13059-014-0550-8). 

Limma package (https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4402510/) was 

use to correct for batch effect related to patient-to-patient variability.  

3.4.7   Differential accessibility analysis of ATAC-seq data 

Differentially accessible regions were identified using the DESeq2 package(166) 

(version 1.22.2). DESeq-derived size factors computed for each sample were used 

to normalize read counts per consensus peak-set across replicates. Log2FC of each 

chromatin accessibility region was estimated for each cell type comparison, while 

controlling for patient-to-patient variability in the design formula. We considered as 

differentially activated all the regions with a padj ≤ 0.01. 

3.4.8   ChIPmentation data processing and quality control 

The quality control of the reads was performed using FastQC v.0.11.9 and 

MultiQCv1.9 (http://www.bioinformatics.babraham.ac.uk/projects/). The reads were 

aligned to the human hg38 reference genome (UCSC hg38 assembly) using BWA-

mem v.0.7.17, sorted using SAMtoolsv1.10 and directly converted into binary files 

(BAM). Multi-mapped reads, PCR duplicates and low-quality reads were marked 

and removed using Picardv2.23.1 and SAMtools. The peaks were called with 

MACS2v2.2.7.1. using matched IgG sample as a control. The P-value to call 
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significant regions was set at 0.01. For H3K27ac and H3K4me3 samples, the -broad 

option was set as false to call sharp peaks, whereas for H3K27me3, H3K4me1 and 

H3K36me3 samples broad peaks were called. Peaks overlapping ENCODE hg38 

blacklisted regions were removed. Peaks found in un-placed and un-localized 

scaffolds were removed. For the visualization of ChIPmentation-seq tracks of each 

sample, bedGraph tracks were generated using GenomeCoverageBed function 

from bedtoolsv2.29.2., scaling the coverage by a constant factor calculated as 1 

million divided by the number of mapped reads. The tracks were converted into 

bigwig using ENCODE bedGraphToBigWigv357. IGV (Integrative Genomic Viewer) 

was used for visualizing and browsing the tracks. 

3.4.9   De novo chromatin state characterization 

De novo chromatin state characterization was performed using a multivariate 

Hidden Markov Model, a machine learning  approach (ChromHMM v1.12(167)) 

considering five histone modifications (H3K4me3, H3K27ac, H3K4me1, H3K36me3 

and H3K27me3) across our ChIPmentation library. The IgG samples were 

downsampled to a maximum depth of 10 million reads. The read counts for all the 

considered samples were computed in non-overlapping 200-bp bins across the 

entire genome. The binarization step was performed comparing ChIPmentation-seq 

read counts to corresponding IgG sample read counts as control to adjust the 

binarization threshold locally and thus reduce the technical noise. Chromatin state 

annotation tracks were generated separately for each cell population and biological 

replicate. Several models were trained in parallel considering 8, 10, 12 and 15 

number of states. Of these, the 15-state model captured the key interactions 

between histone marks and identified an active enhancer state, thus it was used for 

downstream analyses.  

3.4.10   Identification of active enhancers 

To identify the highly active enhancer elements, all the “Active Enhancer” and 

“Genic Enhancer” regions from ChromHMM states were selected. These two states 

are defined by the co-presence of high levels of H3K27ac and H3K4me1 signal in 

the case of active enhancers and the co-occupancy of H3K27ac, H3K36me3 and 

H3K4me1 for genic enhancers. The combined active and genic enhancer states 
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were filtered for regions with a length of more than 200 bp. A consensus peakset 

was built for peripheral blood and tumor-infiltrating Treg samples using DiffBind 

v2.10.0(164) by merging together enhancers detected in at least two biological 

replicates. This generated a consensus peakset of 13.050 regions across seven 

samples. 

3.4.11   Overlap of ChromHMM states and ATAC-seq data 

Bedtoolsv2.29.2 was used to overlap ATAC-seq accessibility peaks with 

ChromHMM-defined enhancer regions. The ATAC-seq peaks were considered as 

overlapping if at least 50% of the interval base-pairs intersected with an enhancer 

region. The ATAC-seq peak start- and end-positions of were then used to define the 

enhancer regions.  

3.4.12   RNA-seq data analysis  

For tiTregs and PB-Tregs, we used RNA expression data derived from bulk RNA-

seq experiment, previously obtained in our laboratory and published(99). Raw 

counts of each library were normalized using DESeq2-derived size factors and the 

mean expression level across replicate samples was obtained. Ensamble gene ID 

were matched to the TF gene symbols using org.Hs.eg.db Bioconductor 

package(168). 

3.4.13   Footprint analysis on ATAC-seq data 

Transcription factor footprinting analysis was performed with TOBIAS, a python-

based suite of command-line tools. To ensure maximum reproducibility, a Nextflow-

based pipeline wrapping all the main functionalities of the suite was used 

(https://github.molgen.mpg.de/loosolab/TOBIAS-

nextflow/tree/master/TOBIAS_MAPOKS). The ATAC-seq data was corrected for 

intrinsic Tn5 bias in two steps using the ATACorrect module: first, by defining each 

Tn5 cutsite as the 5’ end of a read shifted by +5 bp at the plus strand and -4 bp at 

the minus strand to center the transposition event. Then, by calculating expected 

Tn5 cutsites per region, using a dinucleotide weight matrix (DWM) to estimate the 

background probability of Tn5 insertion based on its sequence preference, and 

subtracting these expected cuts from the observed signals to yield corrected tracks. 
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A continuous combined footprint score was computed using ScoreBigwig module, 

with a function taking into account both read depletion due to TF binding and 

accessibility signal. Once base-wise footprint scores were computed, the BINDetect 

module was used to scan the sequence information of accessible regions previously 

called by MACS2 for known TFs binding motifs. Their position weight matrices 

(PWMs) were downloaded from the JASPAR CORE database (2021). Once a motif 

was confidently matched (pval < 1e−4) to a DNA sequence within open chromatin 

regions, the base-wise score was converted by TOBIAS into a motif-wise score by 

taking the highest score among the ones of the bases composing the motif. A global 

threshold to the score was set to distinguish between bound and unbound sites, with 

a significance p-value set to as 0.05. For the differential footprinting analysis 

between multiple conditions, the individual site scores were summarized with the 

differential binding module by TOBIAS in order to identify differentially bound TFs. 

TF networks were obtained with the TOBIAS CreateNetwork module and drawn with 

Cytoscapev3.8.2 (https://www.ncbi.nlm.nih.gov/pmc/articles/PMC403769/). 
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3.5   Epigenetic editing in cell line 

3.5.1   Plasmids 

lenti_dCas9-KRAB-MeCP2 was a gift from Andrea Califano (Addgene plasmid 

#122205; http://n2t.net/addgene:122205 ; RRID:Addgene_122205) (Figure 13) and 

was modified to use the dCpf1 protein instead of dCas9 as a DNA-binding domain, 

as well as to express three copies of the HA tag and a Nucleoplasmin-derived 

Nuclear Localization Signal instead of the SV40-derived sequence to generate the 

lentiviral dCpf-KRAB-MeCP2 plasmid.  

The lentiviral dCpf-KRAB-MeCP2 construct was generated by PCR-amplification of 

dCpf1 from MMW1578: CAG-human dLbCpf1(D832A)-NLS-3xHA, a gift from Keith 

Joung (Addgene plasmid #104563; http://n2t.net/addgene:104563; RRID: 

Addgene_104563) with primers generating MluI and BamHI restriction sites and Q5 

high-fidelity DNA polymerase (New England BioLabs); dCpf1 fragment was cloned 

into lenti_dCas9-KRAB-MeCP2 backbone lacking the dCas9 repressor, HA tag and 

2 NLS domains after digestion using MluI and BamHI restriction enzymes; this 

intermediate dCpf1-KRAB-MecP2 plasmid has finally undergone BamHI digestion 

and synthetic dsDNA insertion, containing 3xHA + 2XNLS, to obtain the final dCp1-

KRAB-MeCP2 plasmid (Figure 45 , Results). 

CROPseq-Guide-Puro was a gift from Christoph Bock (Addgene plasmid #86708; 

http://n2t.net/addgene:86708 ; RRID:Addgene_86708) and was modified in-house 

to swap the selection marker from Puro to mCherry, resulting in CROPseq-Guide-

mCherry (Figure 14) used for guide expression lentiviral vector for Cas9 

experiments. In addition, the CROPseq-Guide-mCherry plasmid was modified to 

remove the Cas9 sgRNA scaffold sequences from the 3’ of the cloning site and 

express instead the Cas12a/Cpf1 crRNA scaffold sequences at the 5’ of the cloning 

site, resulting in Cpf1CROPseq-Guide-mCherry (Figure 15) used for guide 

expression lentiviral vector for Cpf1 experiments. 

CRISPRoff-v2.1 (DNMT3A-DNMT3L-dCas9-BFP-KRAB) was a gift from Luke 

Gilbert (Addgene plasmid #167981; http://n2t.net/addgene:167981; 

RRID:Addgene_167981)(169) (Figure 16).   
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Figure 13   dCas9-Krab-MeCP2 plasmid. Lentiviral vector lenti_dCas9-Krab-MeCP2 (Addgene 
plasmid # 122205) 

 
Figure 14   CROPseq-Cas9Guide plasmid. CROPseq-Guide-mCherry guide expression lentiviral 
vector for Cas9 experiments (modified Addgene plasmid # 86708) 
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Figure 15   CROPseq-Cpf1Guide plasmid. CROPseq-Guide-mCherry guide expression lentiviral 
vector for Cpf1 experiments (modified Addgene plasmid # 86708) 

 
Figure 16   CRISPRoff-v2.1 plasmid. CRISPRoff-v2.1 plasmid (DNMT3A-DNMT3L-dCas9-BFP-
KRAB) (Addgene plasmid #167981).  
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3.5.2   Guide design and cloning 

Promoter-directed guide sequences for Cas9 systems were obtained from Yeo et 

al., 2018. Promoter-directed guide sequences for Cpf1 systems were designed to 

match the seed region of the Cas9 guides as closely as possible, selecting the 

highest scored seed-matched candidates from a list of potential target sequences 

extracted via the online tool GPP sgRNA Designer (Broad Institute, 

https://portals.broadinstitute.org/gpp/public/), set to search for CRISPRi-optimized 

guides for Cpf1. 

Oligos were designed to match the sticky ends produced by the BsmBI sites present 

on the CROPseq-Guide-mCherry and Cpf1CROPseq-Guide-mCherry plasmids. All 

oligos were ordered from Eurofins with standard synthesis and purification 

conditions; their sequences are reported below in tables 3 and 4. 

Table 3   Cas9 guide sequences 

Table 4   Cpf1 guide sequences 
 

Cpf1 guide gRNA sequence Forward oligo Reverse oligo 

Cpf1_METg1 TGAGCAGATGCGGAG

CCGAGTGG 

 

TAGATTGAGCAGATG

CGGAGCCGAGTGG 

 

 

 

AAAACCACTCGGCTC

CGCATCTGCTCAA 

 

 

 

 

Cpf1_METg2 cCTTTCGGTGCCCAG
GAACCAGT 

 

TAGATCCTTTCGGTG
CCCAGGAACCAGT 

 

 

 

AAAAACTGGTTCCTG
GGCACCGAAAGGA 

 

 

 

 

Cpf1_CHEKg1 GGAGGGTGGAGGAA

TGGTACCAG 

 

TAGATGGAGGGTGGA

GGAATGGTACCAG 

 

 

 

AAAACTGGTACCATT

CCTCCACCCTCCA 

 

 

 

Cpf1_CHEKg2 TAAAGAAGGAGTTCG

GGGTCCTAG 

TAGATTAAAGAAGGA

GTTCGGGGTCTAG 

 

AAAACTAGACCCCGA

ACTCCTTCTTTAA 

 

 

 

 

Cas9 guide gRNA sequence Forward oligo Reverse oligo 

Cas9_METg1 TGAGCAGATGCGGAG
CCGAG 

CACCGTGAGCAGATG
CGGAGCCGAG 

 

 

AAACCTCGGCTCCGC
ATCTGCTCAC 

 

 

Cas9_METg2 ACTGGTTCCTGGGCA

CCGAA 

CACCGACTGGTTCCT

GGGCACCGAA 

 

 

AAACTTCGGTGCCCA

GGAACCAGTC 

 

 

Cas9_CHEKg1 GGTGGAGGAATGGTA

CCAGG 

CACCGGGTGGAGGA

ATGGTACCAGG 

 

 

AAACCCTGGTACCAT

TCCTCCACCC 

 

 

Cas9_CHEKg2 GGGTCTAGATTAGTG
AGGGA 

CACCGGGGTCTAGAT
TAGTGAGGGA 

 

 

AAACTCCCTCACTAAT
CTAGACCCC 
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Oligo annealing and phosphorylation 

Oligos were annealed and phosphorylated in a mix containing 1 μl of each of the 

forward and reverse oligo 100 μM stock solutions, 1 μl of 10X T4 Ligase Buffer (New 

England Biolabs), 0.5 μl (5U) of T4 Polynucleotide Kinase (PNK) (New England 

Biolabs) and 6.5 μl of nuclease-free water. The mix was incubated for 30 minutes at 

37°C (phosphorylation), then heated up to 95°C and cooled down to room 

temperature at a controlled rate of 5°C/minute. The process was conducted on an 

Applied Biosystems Veriti thermocycler with previously characterized ramp rate. 

Backbone digestion 

5 μg of the guide-expression backbone were digested in a 50 μl reaction volume 

with 50 U of BsmBI at 55 °C for 3 hours. The digested backbone was loaded on 

0.8% agarose gel, cut (size of ~8500 base pairs) and purified with a Wizard SV Gel 

and PCR Clean-Up System (Promega) according to manufacturer’s instructions. 

Ligation 

The annealed, phosphorylated oligos and the cleaved, purified backbone were used 

in a ligation reaction: 1 μl annealed oligos diluted 1:200, 50 ng of the digested 

backbone, 1 μl of T4, 2 μl of T4 Ligase Buffer, nuclease-free water up to 20 μl. A 

control ‘0:1’ (as opposed to 3:1, meant as the ratio of insert to backbone) reaction 

in which water was added instead of the oligos was always carried out to check for 

self-ligation of the backbone. 

T4 ligation reaction was incubated at room temperature for 20 minutes; then, 5 μl of 

the ligation volume were transformed in TOP10 competent cells (Invitrogen) by 

heath shock, according to manufacturer’s instructions. Specifically, 100 μl of the 

transformation volume were dispensed on an Ampicillin-selective LB-Agar plate. 

and cultured overnight at 37°C in a humidity-controlled incubator. 
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Positive colony selection and culture 

The following day, we selected picked positive colonies performing a standard PCR. 

PCR was carried out using 2X Master Mix Standard GL (Genespin), forward primer 

5’-GGCCTATTTCCCATGATTCC-3’the reverse primer 5’-

GAGTTTGGACAAACCACAAC-3’ and the colony DNA template dipped in 

nuclease-free water. PCR was performed on a GeneAmp PCR System 9700 

(Applied Biosystems) thermocycler, set as follows: 5 minutes at 95°C, then 25 cycles 

of 95°C for 30 seconds, 55°C for 30 seconds, 72°C for 2 minutes and 30 seconds, 

followed in turn by 5 minutes at 72°C and a 4°C hold for storage. In addition, the 

ligation reactions and undigested backbone were also amplified as respectively 

positive and negative controls. The positive colonies were identified as specific 

fragment on a 1.5% agarose gel. 

The positive colonies were cultured in 2ml microcentrifuge tube containing 500 μl of 

LB broth + Ampicillin over the day and then transferred in 3,5 ml of LB broth + 

Ampicillin in 50 ml Falcon tubes for overnight culturing at 37°C in a shaking incubator 

set at 225 rpm. After the culturing, 4 ml of the culture volume were precipitated and 

the plasmid DNA was extracted via PureLink Quick Plasmid Miniprep Kit (Invitrogen) 

according to manufacturer’s instructions and resuspending pellets in the minimum 

possible volume. After quantitation of the purified plasmid with a Nanodrop 1000 

(ThermoFisher Scientific) spectrophotometer, an aliquot of the resulting DNA was 

sent for Sanger sequencing via the GATC Light Run program (Eurofins Genimics) 

to confirm the sequence of the insert and flanking regulatory regions. The resulting 

sequences were aligned to the backbone via the Clustal X desktop application to 

verify adherence to the projected sequence. 

Plasmids that conformed to the expectations were amplified starting from the 

residual overnight culture volume by seeding in a hundred-fold higher volume of LB 

broth + Ampicillin, cultured overnight in identical conditions and purified via PureLink 

HiPure Plasmid Midiprep Kit (Invitrogen), according to manufacturer’s instructions. 

All centrifugation steps for the latter procedure were executed on an Avanti J-20 XP 

ultracentrifuge (Beckman Coulter) using JA-14 and JA-25.50 rotors and Nalgene 

polypropylene copolymer tubes and bottles. 

These plasmids were used for epigenetic editing in HEK293T cell line. 
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3.5.3   HEK293T cell line 

HEK293T cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM) 

(Euroclone, Lonza) with 10% south american Fetal Bovine Serum (FBS) 

(Euroclone), L-glutamine 2 mM (Euroclone), Penicillin/Streptomicin 1% (Euroclone), 

Non-Essential Amino Acids 1% (Euroclone) and sodium pyruvate 1mM (Euroclone) 

and maintained at 37°C with 5% CO2. Cell detachment was performed after one 

wash with Phosphate Buffered Saline (PBS) 1X (Lonza) via short (2-3 minute) 

digestion with warm trypsin-EDTA (Euroclone) followed by neutralization with at 

least 4 volumes of warm complete medium. Cells were routinely tested for 

mycoplasma contamination. 

3.5.3.1   HEK transfection with Lipofectamine 

HEK293T cells were used for epigenetic editing experiments executed both as 

single transfection with dCpf1KRAB-MeCP2 and co-transfections of one epigenetic 

repressor and one guide-bearing plasmids.  

For transient expression experiments, 400000 HEK cells were seeded in 6-well 

plates (Nunclon). The following day, were transfected with Lipofectamine 2000 (Life 

Technologies, cat. #11668019) as per manufacturer's instruction using 2.5 μg of 

transcriptional repressor and an equimolar amount of each guide. The ratio of μl 

Lipofectamine/μg DNA ration was maintained 2:3. Cells were incubated for either 

five hours; then the lipoplex-containing medium was removed and replenished with 

3ml complete DMEM. Depending on the experiment, cells were harvested 24, 48 or 

72 hours after medium change. 

HEK cells were selected added 10 μg/ml of blasticidin (Invivogen) to the culture 

medium from 24 hours after transfection. 

3.5.3.2   Subcellular fractionation 

The subcellular fractionation was based on the Gagnon protocol(170) and then 

optimized in our laboratory for our specific system. 

HEK293T cells were detachment, counted and resuspended in PBS at the 

concentration of 106/ml in microcentrifuge tube. 10% of the resuspension volume 

was placed in new microcentrifuge tube for the total protein extract; both were 
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centrifuged at 500 x g for 5 minutes at 4°C. After the centrifugation, the supernatant 

was removed and the pellet for the total protein extract was momentarily stored at -

20°C, while the second tube was used for the fractionation. In the first lysis step, the 

cells were resuspended in 100 μl per million cells of Hypotonic Lysis Buffer (HLB) 

(10 mM Tris pH 7.5, 10 mM NaCl, 3 mM MgCl, 0.3% NP40, 10% Glycerol, plus PIC), 

and centrifuged at 800 g for 8 minutes at 4°C. After centrifugation, the supernatant 

was recovered in a new microcentrifuge tube for the extraction of the cytoplasmic 

extract. 5M NaCl was added to the cytoplasmic extract to a final concentration of 

150 mM to salt out proteins. The fraction was then stored at -20°C. The nuclear 

pellet was washed with 500 μl HLB + PIC and centrifuged at 200 g for 2 minutes at 

4°C. This step was repeated once more with an identical volume of HLB + PIC and 

three more times with the same volume of PBS. After the last wash, the total protein 

extract was recovered and the nuclear and total protein pellets were resuspended 

in 50 μl RIPA Buffer (50 mM Tris HCl pH8, 1% NP40, 0.5% Na-Deoxycholate, 0.1% 

SDS, 150 mM NaCl, plus PIC) and Turbo DNAse and incubated for 20 minutes on 

ice, then incubate at 37°C for 15 minutes and lastly centrifuged at 1200 g for at least 

15 minutes at 4°C. The supernatants containing fractional protein extracts can be 

recovered at this point and stored at -20°C until used. 

3.6   Gene expression analysis 

For epigenetic editing experiments, HEK293T cells were lysated for the extraction 

of total RNA at 48 hours after transfection. 

3.6.1   RNA extraction 

Total RNA was isolated from HEK293T cells using Trizol Reagent (Invitrogen) 

according to the manufacturer’s instructions. RNA was quantified by NanoDrop 

1000 (Biophotometer, Eppendorf). 

3.6.2   Reverse Transcription 

5 μg of total RNA were retrotranscribed using SuperScript III Reverse Transcriptase, 

Oligo(dT) Primers and RNAse H (Invitrogen) according to manufacturer’s 

instructions. This procedure results in 21 μl of cDNA suspension. 
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3.6.3   Quantitative Real-Time PCR 

Quantitative Real-Time PCR was performed using 96well-plate on a LightCycler 96 

(Roche) thermocycler in the SYBR Green chemistry (LightCycler 480 SYBR Green 

I Master - Roche). For each well, 10 ng of cDNA was incubated with 1X Master Mix, 

10 uM of forward and reverse primers up to a final volume of 20 μl nuclease-free 

water. Thermocycling conditions were: 3 minutes at 95°C; then 40 cycles of 30 

seconds at 95°C, 30 seconds at 55°C, and 30 seconds at 72°C. 

Reaction was carried out using: 

• MET1 (forward primer) 5’- AGCAATGGGGAGTGTAAAGAGG -3’ and MET1 

(reverse primer) 5’- CCCAGTCTTGTACTCAGCAAC -3’,  

• CHEK1 (forward primer) 5’- ATATGAAGCGTGCCGTAGACT -3’ and CHEK1 

(reverse primer) 5’- TGCCTATGTCTGGCTCTATTCTG -3’ 

• ACTB (forward primer) 5’- CATGTACGTTGCTATCCAGGC -3’ and ACTB 

(reverse primer) 5’- CTCCTTAATGTCACGCACGAT -3’, taking from the Yeo 

and colleagues’ work(171). 

Each target was quantitated in triplicate for each condition and normalized to ACTB 

expression from the same plate. A negative control with water instead of the cDNA 

template were included in each plate. Analysis was conducted on LibreOffice Calc 

after exporting of the experiment statistical data in .csv format from the 

LightCycler96 software; graphs were drawn in GraphPad Prism. 

We used a relative quantification method 2 –( ΔCt) to calculate the gene expression 

values. 

 Where: 

ΔCt = Ctguide - CtACT 

Analysis of relative expression for n=1 experiments was conducted using the 

following formula: 2 –( ΔΔCt) 

where: 

ΔΔCt = ΔCtguide – Δctno guide 

ΔCtguide = Ctguide - CtACT 

ΔCtguide = Ctno guide - CtACT 
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3.7   Staining for FACS analysis 

Co-transfection efficiency, i.e. the fraction of cells positive for both the guide-bearing 

plasmid and the transcriptional repressor in double plasmid delivery experiments via 

Lipofectamine 2000, was extracted via flow cytometry on a FACS Canto II (Becton 

Dickinson) cytometer. Gating was performed to exclude debris and doublets and 

include only Pacific Blue+ mCherry+ cells. 

Samples were transferred in a “U-bottom” 96 well-plate and centrifuged 5 minutes 

at 450 x g at room temperature. Cells were then washed with MACS buffer (Miltenyi 

biotec), centrifuging for 5 minutes at 500 x g at room temperature. Cells were stained 

with Fixable Viability Stain FVS780 (1:1000) (BD Biosciences), incubating for 10’ at 

room temperature protected from light. Cells were then washed once with MACS 

buffer and once with FBS, spinning at 450 x g for 5 minutes at room temperature. 

Cells were incubated for 20 minutes at 37°C protected from light and then washed 

with MACS buffer and spun at 450 x g for 5 minutes at room temperature. Cells were 

firstly fixed used solution constituted by Fixation/ Permeabilization concentrate 

(Invitrogen) diluted 1:4 in Fixation/ Permeabilization Diluent (Invitrogen) and 

incubated for 30 minutes at 4°C in the dark. After washing with MACS buffer at 450 

x g for 5 minutes at room temperature, cells were permeabilized using 

Permeabilization Buffer, diluted 1:10 (Invitrogen) and we proceeded with 

intracellular staining, adding 0.5 μl of intracellular antibodies for 1x106 cells. In 

particular, we used Pacific Blue (PB) anti-HA antibody (BioLegend) for dCas9 or 

dCpf1 identification. Cells were incubated for 30 minutes at room temperature, 

protected from light, and then washed once with MACS buffer, spinning at 453 x g 

for 5 minutes at room temperature. Finally, cells were transferred in FACS tubes 

and samples were analysed using FACS CANTO II (BD biosciences).  
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3.8   Western Blotting 

The localization of the exogenous proteins was visualized via western blot following 

the fractionation protocol described above. Protein extracts were prepared in a final 

volume of 25 μl with 4X Bolt LDS sample buffer (Invitrogen) and 10X Bolt Reducing 

Agent (Invitrogen), and denaturated at 70°C for 10 minutes; then samples were 

loaded on NuPAGE Novex 4–12% Bis-Tris polyacrylamide gels (Life Technologies) 

and running using Bolt MOPS SDS Running Buffer 1X (Invitrogen). PageRuler Plus 

Prestained Protein Ladder (ThermoFisher Scientific) was used as a marker. 

The polyacrylamide gel was wet transferred onto a nitrocellulose/ methanol treated-

PVDF membrane using Bolt Transfer Buffer 1X (3h 150 mA constant current), or it 

was dry transferred using iBlot 2 NC Regular Stacks (Invitrogen) in an iBlot 2 

machine (Invitrogen) set on the preset program P0 (20 V for 1 minute, 23 V for 4 

minutes, 25 V for 2 minutes), according to manufacturer’s instructions.  

Once the transfer was completed, the membrane was removed from the sandwich 

assembly or the iBlot2 stack and quickly dipped in Ponceau S, then washed once 

by dipping in TBST (50 mM Tris, 150 mM NaCl and 0.1% Tween-20) to enhance 

coloration contrast. The membrane was cutting, in relation to marker bands of the 

ladder, below the 115 kDa band for the high molecular weights (HA-tagged 

constructs) and across the 50 kDa band for the mid and low molecular weights 

(laminin A/C and -βtubulin, respectively). 

After cutting, the bands were moved to a suitable vessel placed on a rocking 

platform for 3 consecutive washes (10 minutes) in TBST, and nonspecific antibody 

binding was blocked with 5% milk in TBST at room temperature for one hour. The 

membranes were finally incubated overnight at 4°C with primary antibody in 5% milk 

in TBS-T: rabbit anti-HA (Sigma-Aldrich #H6908) and rabbit anti-Lamina A (Sigma-

Aldrich #L1293) were used at 1 1:1000 dilution while mouse anti-βtubulin (Sigma-

Aldrich #T8328) was used at a 1:10000 dilution.  

The following day, membrane labeled with primary antibodies was washed 3 times 

with TBST and incubated with anti-rabbit HRP-conjugated antibody (Alexa fluor 680 

(Invitrogen A-21076); Alexa fluor 488 (Invitrogen A-32731)) diluted 1:5000 in 

5%milk/TBST or anti-mouse HRP-conjugated antibody (Alexa fluor 680 (Invitrogen 

A-21057); Alexa fluor 488 (Invitrogen A-32723)) diluted 1:10000 in 5%milk/TBST. 
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The secondary antibody incubation was performed one hour at room temperature 

protected from light on the rocking platform. The secondary antibody suspensions 

were discarded and the membranes were washed three times with TBST, 

maintained in the dark. 

Images were acquired with automated settings for the channel of choice on either 

iBright 2 (Invitrogen) or Azure 280 (Biosystems) instruments and exported as TIF 

files for elaboration. 

Analysis was performed with the ImageJ – FIJI software; contrast was maximized, 

and then the gel analysis function was used to extract profiles from the individual 

bands present in the single membrane slices. Areas under the profile peaks were 

extracted and compared after normalization for cytoplasmic/nuclear contamination 

expressed as a ratio between nuclear and cytoplasmic marker peak areas in each 

fraction. Protein nuclear localization was expressed as a percentage of the sum total 

area under the peaks of HA positivity in both fractions (where present) normalized 

for the contamination values. 
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4   RESULTS 

4.1   Set-up and optimization of technological approaches 
to probe tiTreg cells epigenetic status 

One of the major issues concerning the definition of the epigenetic profile of tumor 

infiltrating Treg cells is the limited number of cells that can be isolated from tumor 

sites. In order to perform epigenetic analysis of human tiTreg we therefore employed 

ChIPmentation and ATAC-seq protocol that take advantage to the Tn5 transposase 

to amplify the tagmented chromatin and allow to perform histone modification and 

chromatin accessibility analysis starting from few cells. The ChIPmentation protocol 

was initially shown to work with 10000 cells for H3K27me3 and H4K4me3, but from 

10 millions of cells for H3K27ac, H3K36me3 and H3K4me1(172); while published 

ATAC-seq protocols were scaled down to 50000 cells(173). The number of Treg 

cells isolated from tumor samples ranges from 50000 to 100000, the protocols 

therefore required further optimization in line with our experimental settings. 

4.1.1   ChIPmentation set-up and optimization 

To set-up and optimize ChIPmentation on tumor infiltrating lymphocytes and in 

particular on tiTreg, we first performed ChIPmentation analysis for a set of four 

histone modifications that identify the active promoters and the enhancer regions 

(H3K4me3, H3K27ac, H3K4me1 and H3K27me3) and compared the same datasets 

generated with a standard ChIP-seq protocol. We started from the same chromatin 

of in vitro expanded CD4+ Treg cells isolated from peripheral blood of a healthy 

donor. For each immunoprecipitation we used 2 million cells for ChIP-seq, and 1000 

or 10000 cells for ChIPmentation. Consistent with a good enrichment signal, the 

genome-wide distribution of each histone modifications is comparable between 

ChIP-seq on 2 million cells and ChIPmentation on 10000 cells: moreover, the 

histone modification distribution reflected their expected localization in relation to 

the gene body as well as start (TSS) and end (TES) sites: the localization of the 

active and sharp histone modifications is around the TSS while for the broad ones 

is spread along the gene body (Figure 17). 
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Figure 17   Genome-wide histone modification distribution. Representative density plots (top) of 
average intensity and corresponding heatmaps (bottom) displaying the relative distribution of 
H3K4me3, H3K27ac, H3K4me1, H3K36me3, and H3K27me3 signals at regions surrounding +/- 3kb 
of the gene body for all the genes present in GENCODEv25. Immunoprecipitation was performed on 
2 million (2M) Treg cells for ChIP-seq and 1000 (1K) or 10000 (10K) Treg cells for ChIPmentation. 

Correlation analysis confirmed the clustering of the same histone marks for ChIP-

seq and ChIPmentation and showed the clear separation between the branches 

relating to the repressive marker H3K27me3 and the block of histone marks defining 

active regulatory regions (H3K4me3, H3K27ac, and H3K4me1) (Figure 18). 

 
Figure 18   Histone modification correlation analysis. Pearson correlation heatmap of ChIP-seq 
(ChIP) and ChIPmentation (CM) data for four histone modifications (H3K27ac, H3K4me3, H3K4me1 
and H3K27me3) across 10000 (10K) or 2 million (2M) in vitro expanded peripheral blood Treg cells. 
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We report as an example an active transcribed gene in Treg cells the ChIP and 

ChIPmentation traces for TGFβ receptor, an important gene for immunosuppressive 

function of Treg cells. The distribution of each histone modification and the 

information it provides about a specific genomic locus was comparable between 

ChIP-seq and ChIPmentation traces. Moreover, the histone modification distribution 

reflected their expected localization (Figure 19). 

 
Figure 19   ChIP-seq and ChIPmentation tracks for TGFβR. ChIP-seq and ChIPmentation tracks 
showing H3K4me3, H3K27ac, H3K4me1 and H3K27me3 distribution for TGFβ receptor. 

4.1.2   ATAC-seq set-up and optimization 

ATAC-seq protocol was set-up initially using ex vivo CD4+ Treg cells isolated from 

peripheral blood of healthy donors. We first performed the ATAC-seq protocol using 

the same condition of the published protocol, starting from 50000 Treg cells(173). 

The distribution of ATAC- library on 50000 Treg cells reflected the distribution in 

relation to the free-nucleosome chromatin peak (200 bp) and mono, di- and tri-

nucleosome chromatin peaks. (Figure 20, a). 

We then scaled down the number of cells (20000, 10000, 5000, 2500, 1250 and 625 

Treg cells from peripheral blood of healthy donor) while maintaining the same 

experimental conditions of published protocol (Figure 20, b-f). However, the 
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tagmentation efficiency was lower and the ATAC library of worse quality than in the 

experiment performed on 50000 cells.  

 
Figure 20   ATAC profiles using the Buenrostro’s protocol. The electrophorese profiles, obtained 
by Bioanlayzer, of ATAC library performed using published protocol conditions and different amount 
of ex vivo Treg cells isolated from peripheral blood of healthy donor (HD). 

We thus modified the experimental conditions and understood that the reaction 

volume was the factor that most influenced the tagmentation efficiency. We have 

progressively reduced the tagmentation reaction volumes from 25 μl of the standard 

protocol to 5 μl, maintaining a similar concentration of the Tn5 enzyme. By reducing 

the volume, we thus obtained a good tagmentation profile, similar to the expected 

one, even starting from 5000 Treg cells (Figure 21, a) 

Following our modified protocol, we were finally able to obtain a good quality ATAC 

library also on Treg cells isolated from peripheral blood, tumor tissue and its normal 

adjacent tissue of CRC patient (Figure 21, b-d). 
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Figure 21   ATAC profiles using the modified protocol. The electrophorese profiles, obtained 
using Bioanlayzer, of ATAC library performed on 5000 ex vivo Treg cells isolated from peripheral 
blood (PB), normal colon tissue (N) and colorectal cancer tissue (K) of a CRC patient, after 
optimization of the experimental conditions. 

We then sequence the libraires at 240 million reads and preliminary data analysis 

confirmed a good quality of ATAC-seq libraries (Table 5) on 5000 Treg cells. Indeed, 

more than 70% of the reads were aligned to the reference genome once and the 

mitochondrial reads were low, which is one of the parameters used to estimate the 

quality of the data as the reads mapping to the mitochondrial genome, which is more 

accessible due to the lack of chromatin packaging, have to be discarded. 

Table 5   ATAC-seq quality control information 

 

  

Sample Initial reads % Aligned 
reads

%multi-mapping
reads

% not aligned 
reads

% mitochondrial
reads

Treg from peripheral blood of healthy donor 236.758.772 72.91% 23.19% 3.90% 5.843

Treg from peripheral blood of CRC patient 185.316.452 70.16% 25.72% 4.12% 2.543

Treg from CRC normal tissue 199.400.126 70.39% 22.77% 6.83% 1.967

Treg from CRC tumor tissue 218.768.564 74.26% 21.88% 3.86% 3.668
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The quality control revealed that reads length was lower than 100 bp, with a 45bp 

peak; these reads correspond to accessible chromatin regions, not protected by 

nucleosomes. The peak at 150bp derives from reads associated to DNA wrapped 

around one nucleosome, while the higher length peaks derive from DNA associated 

with progressively more compact chromatin regions (two nucleosome, three 

nucleosomes, etc.). Furthermore, the reads distribution profile of each sample was 

comparable to the reference one (Figure 22) 

 
Figure 22   ATAC-seq reads size distribution. Reads size distribution of sequenced ATAC-seq 
performed on 5000 ex vivo Treg cells isolated from peripheral blood of healthy donor (HD) and from 
peripheral blood (PB), normal colon tissue (N) and colorectal cancer tissue (K) of the same patient. 

As a further quality control of our datasets, after peak calling, we checked for ATAC-

seq tracks on specific regions, we showed enrichment peaks, corresponding to 

accessible chromatin regions, only on constitutively expressed genes by Treg cells, 

such as CD3, and not on repressed genes, such as MYOD which is instead involved 

in muscle differentiation (Figure 23). Moreover, ATAC-seq tracks confirmed the 

presence of open chromatin region on genes specifically expressed by tiTreg cells 

such as CCR8 and MAGH1 (Figure 24) 

 



Results 

67 

 

 
Figure 23   ATAC-seq tracks at CD4 and MYOD gene loci. ATAC-seq tracks, at CD4 and MYOD 
gene loci, obtain from ex vivo Treg cells isolated from peripheral blood of healthy donor (HD), 
peripheral blood (PB), normal tissue (N) and tumor tissue (K) of CRC patient. 
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Figure 24   ATAC-seq tracks at tiTeg signature genes. ATAC-seq tracks, at different genes 
differentially transcribed by tiTreg, obtain from ex vivo Treg cell infiltrating CRC 
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4.2   Epigenetic characterization of tiTreg 

In order to characterize the epigenetic landscape of human tiTreg we collected and 

generated 14 ATCA-seq libraries for peripheral blood, normal adjacent tissue and 

tumor-infiltrating Treg cells isolated from both CRC and NSCLC patients. In addition, 

30 ChIPmentation libraries were generated for Treg populations obtained from 

NSCLC patients. In parallel with the Treg cell populations, we isolated and analyzed 

additional T lymphocyte populations including CD4+ conventional T cells, CD4+ Tr1 

cells, CD8+ memory T cells, and CD8+ exhausted T cells. The latter populations 

facilitated the discovery of active enhancers (see section 4.2.2) and allow for future 

inter-lymphocyte comparisons in identifying potential molecular targets highly 

specific for tiTreg cells (see Discussion). The complete dataset comprised of a total 

of 53 ATAC-seq and 118 ChIPmentation libraries (Table 6). 

 
Table 6   Summary of ATAC-seq and ChIPmentation libraries. Summary of ATAC-seq and 
ChIPmentation libraries used in the study for different CD4+ and CD8+ T cell populations isolated 
from CRC and NSCLC patients. 
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4.2.1   Chromatin accessibility landscape of the CD4+ T regulatory 
subset 

The complete ATAC-seq dataset consisted of 53 sequenced samples, derived 

from11 human subjects with different clinical conditions. Primary tumors were 

obtained from 7 NSCLC and 3 CRC patients, respectively, together with matching 

normal adjacent tissues and peripheral blood samples. Additionally, peripheral 

blood from a healthy donor subject was also collected. Five different populations of 

immune cells have been isolated starting from the tissue specimens (Table 6), as 

described in material and method.  

To capture the chromatin accessibility landscape of tiTreg cells, we analyzed ATAC-

seq data performed on Treg cells isolated from 3 NSCLC patients, 3 CRC patients 

and a healthy donor. (first column of Table 7). 

 
Table 7   Summary of ATAC-seq libraries for different clinical conditions and T cell 
populations. ATAC-seq libraries, with subject ID in parenthesis, for different T lymphocytes isolated 
from tumor tissue (K), its normal adjetiant counterpart (N) and peripheral blood (PB) of NSCLC and 
CRC patients and also from PB of healthy donor (HD), for a total of 53 samples. 

4.2.1.1   ATAC-seq quality control 

The alignment of the reads to the reference genome (hg38) and the peak calling on 

the mapped fragments confirmed a good quality of ATAC-seq libraries (Figure 25). 

Indeed almost all samples had more than 50 million mapped reads, the minimum 

cut-off suggested for open chromatin detection and differential analysis, whereas 
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some of them had nearly 200 million reads, which is recommended for TF 

computational footprinting(174). Concerning the peak calling, almost all the samples 

had a number of peaks ranging from 25,000 to 50,000 with some samples reaching 

75,000 called peaks (Figure 25, bottom panel).  

 
Figure 25   Summarized report of ATAC-seq data quality control. For each sample the number 
of reads (top) and the number of called peaks (bottom) are represented in bar plots. The black portion 
of each bar represents the fraction of unmapped reads, the grey one the fraction of low-quality reads 
(i.e., not uniquely mapped, duplicate reads and reads originated from mitochondrial DNA or repetitive 
blacklisted regions) that is filtered out in the post- alignment processing. Lastly, the colored bars 
represent the final pool of reads that passed all the quality controls. Pink color labels CD8 memory 
T cells, light green color CD8+ exhausted T cells, green color CD4+ Treg cells, orange color CD4+ 
Tr1 cells and the blue one CD4+ conventional T cells. The dotted lines indicate the important 
thresholds for each of the metrics, as suggested by ENCODE guidelines for good ATAC-seq 
experiments. 

The fragment length distribution was compared across all the samples to evaluate 

the presence of a fragment length distribution pattern typical of ATAC-seq data. As 

expected(174), the majority of samples showed decreasing and periodic peaks in 

the first 100 bp, at ~ 200 bp and 400 bp, corresponding to nucleosome-free regions 

(NFR), and mono- and di-nucleosomes, respectively (Figure 26). Collectively, these 

results indicate an overall good quality of our sequencing reads, aligned reads and 

called peaks, permitting further downstream analyses of the ATAC- seq data. 
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Figure 26   Plot reporting the ATAC-seq fragment length distribution. Decreasing and periodic 
peaks in the first 100 bp, at ~ 200 bp and 400 bp correspond to nucleosome-free regions, and mono- 
and di-nucleosomes, respectively. 

4.2.1.2   Sample-to-sample distances based on chromatin accessibility 

To determine whether CD4 Treg cells isolated from different tissues have different 

chromatin accessibility profiles, we focused our analysis on the fully paired samples 

in our ATAC-seq dataset, consisting of 12 peripheral blood (PB), normal tissue-

infiltrating (NAT) and tiTreg samples for 4 patients. A consensus peakset of 71,160 

open chromatin regions (OCR) was generated by merging overlapping ATAC-seq 

peaks present in at least two replicates. We first explored the sample-to-sample 

relationships, by performing PCA on CD4+ Treg populations alone, including tiTreg 

samples from two NSCLC and two CRC patients, their matched normal-tissue 

infiltrating Treg counterparts, and peripheral blood Treg cell samples. Notably, the 

first principal component (PC1) captured the majority of the variance (89%) clearly 

distinguishing tumor-infiltrating from peripheral blood Treg cells. Normal Tregs were 

grouped in between and were separated from tiTreg by PC2, which only accounted 

for a small percentage of the total variance (Figure 27, a). These results were also 

confirmed by a hierarchical clustering analysis of the sample-to-sample distances 

(Figure 27, b). From the dendrogram we could clearly observe that samples from 

the same tissue of origin (tumor, normal or peripheral blood) were clustered 

together, independently of the type of tumor. In addition, tiTreg were clustered 

separately from their counterparts in normal tissue and peripheral blood. This is in 

agreement with the distinct transcriptional profile of tiTreg(99,100) and suggests that 
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their well-defined gene expression signature is likely to be driven by a specific 

epigenetic reprogramming.  

 
Figure 27   Sample-to-sample distances based on chromatin accessibility. (a) PCA performed 
on rlog-normalized counts for all the Treg samples using the first 100 highly variable intervals after 
batch effect correction with Limma. Color labelling represents the tissue of origin, whereas different 
shapes indicate the cancer types; (b) Hierarchical clustering analysis with Euclidean distances 
performed on Treg samples calculating the maximum distances between samples. PB: peripheral 
blood, N: normal adjacent tissue, K: tumor 

4.2.1.3   Comparison of tumor Treg infiltrating different cancer types 

We first asked whether Treg cells infiltrating diverse cancer types have a similar 

epigenomic profile. To this end, we initially performed differential accessibility 

analysis of tiTreg versus PB Treg separately for CRC and NSCLC. Both analyses 

revealed around ~10K differential accessible regions (DARs) at P adjusted < 0.05, 

with similar number of significantly gained and lost regions in CRC and NSCLC 

tiTreg cells (Figure 28). In comparing the log2 fold-change of DARs (Figure 29, a-

b), we found a good concordance in the gained and lost regions identified for CRC 

or NSCLC tiTreg cells. Of the gained regions in CRC, 64.5% are also gained in 

NSCLC, whilst 33.1% are not significantly gained but show a trend of increased 

accessibility. Importantly, only 2.4% of gained regions in CRC display reduced 

accessibility in NSCLC. The same applied to lost regions in CRC tiTreg cells. Further 

confirming the common epigenomic profile of tiTreg cells, a direct comparison 
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between CRC and NSCLC tiTreg cells revealed only a small number of DARs 

(Figure 29, c). Pathway analysis on these differential regions did not return any 

significant terms (data not shown). 

Overall, these findings suggest that tiTreg cells display a shared chromatin 

accessibility profile independently of the tumor type they infiltrate. In light of this, 

tiTreg cells isolated from CRC and NSCLC were considered together in downstream 

analyses. 

 
Figure 28   Differential accessible regions for tiTReg vs PBTreg. Volcano plot showing 
differentially accessible regions (DARs) for TI-Treg cells vs PB-Treg cells separately in CRC (left) 
and NSCLC (right) patients. 



Results 

75 

 
Figure 29   Comparison of DARs for CRC and NSCLC tiTreg cells. (a) Scatterplot displaying the 
correlation of log2(Fold Change) of DARs between tiTreg and PB-Treg in CRC (x-axis) and NSCLC 
(y-axis). Each dot represents a DAR coloured according to its accessibility concordance (gain or 
loss) between CRC and NSCLC tiTreg cells. Regions significantly gained or lost in both CRC and 
NSCLC tiTreg cells are coloured in red and blue, respectively. Non-concordant regions gained in 
CRC but lost in NSCLC (or vice versa) are coloured in grey. Regions gained in one cancer type that 
display increased accessibility also in the second cancer type, though not with statistical significance, 
are coloured in orange. Similarly, regions lost in one cancer type that show reduced accessibility also 
in the second cancer type are coloured in light blue. (b) Venn diagrams displaying the overlap of 
DARs in tiTreg cells vs PB Treg between CRC and NSCLC separately for gained (top) and lost 
(bottom) regions. (c) Volcano plot showing DARs for NSCLC tiTreg cells vs CRC tiTreg cells. 

4.2.1.4   Identification of a tiTreg-specific chromatin accessibility profile 

The next step was to identify genomic regions with significant differences in 

chromatin accessibility between i) tumor-associated and normal-tissue Treg cells 

and ii) tumor-associated and peripheral blood Treg cells. Comparison of ATAC-seq 

data between tiTreg and NAT Treg revealed differences in open chromatin regions, 

with 3863 and 1484 regions (P adjusted < 0.05) showing increased accessibility in 

tiTreg and NAT Treg, respectively (Figure 30, a). As expected, the number of 

gained and lost regions in tumor- versus tissue-infiltrating Tregs (DARs = 5347) is 

lower compared to the much higher number of DARs in tiTreg versus PB Tregs 

(DARs = 18,950). To identify target genes, we annotated the open chromatin regions 

to their putative interacting promoter regions using H3K27ac HiChIP data on human 

PB Treg(165) as well as based on the nearest and/or overlapping genes. 
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The DARs likely represent regulatory elements accessible to TFs that are involved 

in the regulation of gene expression of specific targets. The majority are localized 

either inside intronic regions, across the gene body or in intergenic locations, 

whereas a smaller fraction was assigned to exons, promoters/TSS and TTS (Figure 
30, b). The observed proportions are consistent with the fact that exonic regions 

constitute a very small fraction of the genome(175). Considering the overall 

distribution of our regions, mainly distal from TSS, it is likely that a great fraction of 

the DARs map to distal regulatory elements such as enhancers, silencers and distal 

promoter elements. However, due to the complexity of the epigenetic regulation 

additional information is required, such as histone modifications, to confirm the real 

identity of the regulatory elements. 

 

 
Figure 30   tiTreg-specific chromatin accessibility profile. (a) Volcano plot displaying gained 
DARs in tiTreg cells (purple dots) (CRC and NSCLC combined) and gained DARs in normal-tissue 
Treg cells (green dots). (b) Donut chart showing relative proportion of different genomic features 
overlapping with DARs (both up- and down- regulated) in tiTreg samples 
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4.2.2   Identification of tiTreg enhancer regions based on histone 
modification profiling 

Our complete ChIPmentation dataset consisted of 118 sequenced samples, derived 

from primary tumors of 4 NSCLC patients and peripheral blood of four healthy donor 

subjects. Four different populations of immune cells (CD4 Treg, CD4 Conventional, 

CD8 Memory and CD8 Exhausted) were isolated starting from the tissue specimens 

(Table 6), as described in material and methods. Data for a complete set of the most 

commonly used histone marks was generated including histone marks defining 

active regulatory regions (H3K4me3, H3K27ac, and H3K4me1), the elongation 

marker H3K36me3, and the repressive marker H3K27me3. 

To identify active enhancers in tiTreg cells, we analyzed five histone modifications 

(H3K4me3, H3K27ac, H3K4me1, H3K36me3, and H3K27me3) derived from 

ChIPmentation data performed on Treg cells isolated from three NSCLC patients 

and four healthy donors (Table 8). 

 
Table 8   Treg ChIPmentation libraires. ChIPmentation libraries of Treg populations for 
independent biological replicates across five histone modifications. 

4.2.2.1   ChIPmentation quality control 

The alignment of the reads to the reference genome and the peak calling on the 

mapped fragments confirmed the good quality of the ChIPmentation libraries 

(Figure 31). Indeed, almost all samples had between 10 and 20 million of mapped 

reads. Concerning the peak calling, almost all the samples had a number of peaks 

ranging from 20,000 to 40,000 (Figure 31, bottom panel). In particular, the overall 

number of peaks for broad histone modifications, such as H3K36me3 and 

H3K27me3, was greater than 30,000, and for the sharp ones was greater than 

20,000, indicating the good quality of samples for downstream analysis.  

H3K4me3 H3K4me1 H3K36me3 H3K27me3 H3K27ac

tiTreg 3 3 1 2 3

PBTreg 4 3 3 4 4
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Figure 31   Summarized report of ChIPmentation data quality control. For each sample the 
number of reads (top) and the number of called peaks (bottom) are represented in bar plots. The 
black portion of each bar represents the fraction of unmapped reads, the grey one the fraction of low-
quality reads (i.e., not uniquely mapped, duplicate reads and reads originated from mitochondrial 
DNA or repetitive blacklisted regions) that is filtered out in the post- alignment processing. Lastly, the 
colored bars represent the final pool of reads that passed all the quality controls. Red color labels 
H3K4me3, yellow color H3K4me1, green color H3K36me3, gray color H3K27me and pink color 
H3K27ac. 

4.2.2.2   De novo chromatin state discovery using chromHMM 

To provide a systematic characterization of human tiTreg at the epigenomic level, a 

multi-factorial integrative analysis of genome-wide ChIPmentation data for a core 

set of five histone modifications (H3K4me3, H3K27ac, H3K4me1, H3K36me3, and 

H3K27me3) was performed. The global distribution of histone marks was consistent 

with their expected localization in relation to the transcription start (TSS), and end 

(TES) sites as well as the gene body (as described in 4.1.1). 

To capture the epigenomic layer of NSCLC in a systematic manner rather than 

based on a single epigenomic feature, we implemented machine learning 

approaches to perform de novo chromatin state characterization on the complete 
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ChIPmentation data for Treg, including four ChIPmentation data for peripheral blood 

Treg and three NSCLC infiltrating Treg (Table 8). To strengthen our de novo 

discovery strategy, we built the chromatin state model including additional 

ChIPmentation-seq data for CD4+ and CD8+ T cells isolated from tumor tissues of 

NSCLC patients and PB of healthy donors (Table 6). 

Using ChromHMM(167), we explored the combinatorial patterns of the five histone 

marks in a 15-state model and predicted specific genomic features with high 

resolution and robustness across samples. The heatmap in Figure 32 shows the 

frequency in which different histone modifications are co-present in the same 

genomic region (histone marks emission probability). Based on the co-presence or 

absence of different histone marks, each state was assigned an annotation term in 

accordance with the Roadmap Epigenomics Consortium nomenclature(176). We 

defined three promoter states (Active, Flanking, and Flanking Downstream TSS) 

displaying strong enrichment for H3K4me3, and either H3K27ac or H3Kme1. The 

state with an enrichment of H3K4me1 and H3K27ac was annotated as “Active 

Enhancer”, whilst the additional presence of H3K36me3 over the gene body defined 

“Genic Enhancers”. As “Weak Enhancers”, we defined the state characterized by 

the presence of H3K4me1 alone. The transcription and repression states were 

characterized by the presence of H3K36me3 and H3K27me3, respectively. The 

state with enrichment for both the active mark H3K4me3 and the repressed mark 

H3K27me3 was defined as “Bivalent TSS”. “Quiescence” states marked regions 

without any significant enrichment of histone marks. To confirm the robustness of 

our results, we verified that the proportion of each chromatin state was comparable 

across all T lymphocyte samples (Figure 33). 
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Figure 32   De novo chromatin state characterization of tumor and PB T lymphocytes. (a) 
Combinatorial pattern of histone marks in a 15-state model using ChromHMM. The heatmaps show 
the frequency of the histone modifications found in each state (Emission plot, left) and the probability 
that a state is found in the proximity of another state (Transition plot, right). A darker blue color 
corresponds to a greater fold enrichment. TSSA, Active TSS; TSSFlnk, Flanking TSS; TSSFlnkD, 
Flanking Downstream TSS; Tx, Elongation; TxWk, Weak elongation; EnhA, Active enhancer; EnhG, 
Genic enhancer; EnhWk, Weak enhancer; TSSBiv, Bivalent TSS; Repr, Repressed; ReprWk, Weak 
repressed; Quies, Quiescent. (b) Enrichment of each chromatin state for specific types of functional 
elements, such TSS, TES, exons, gene bodies. Representative heatmap for a tiTreg replicate. 

 
Figure 33   Summary of ChromHMM-defined states in T lymphocytes. (a) Distribution of the 15 
ChromHMM states and (b) number of active, genic, and weak enhancers for each replicate and T 
cell population. 
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The histone modification pattern of CD25, a marker of Treg cells, is an example of 

an open and active chromatin profile that supports gene expression (Figure 34, a). 

Active transcription in both tumor and PB Treg is indicated by a ChromHMM profile 

that associates with active chromatin states around the TSS, both active TSS and 

active enhancer states. This is supported by the presence of active histone marks 

(H3K4me3/H3K4me1/H3K27ac) at the TSS flanking region (Figure 34, a; boxed 

area). 

On the contrary, CD20 (Figure 34, b), a marker of B cells, is actively silenced in 

Treg cells evident by the loss of active histone marks (H3K4me4, H3K4me1, 

H3K27ac and H3K36me3) and the accumulation of the H3K27me3 repressive mark. 

Figure 35 shows instead an example of differential epigenomic regulation at the 

CCR8 locus, a gene that is highly expressed in tumor Treg compared to PB 

Treg(99,100). 
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Figure 34   Epigenomic overview of the (a) CD25 and (b) CD20 gene loci. ChromHMM chromatin 
states for four PB (blue) and three tumor (red) Treg samples from NSCLC patients. The ChromHMM 
tracks denote regions identified as promoters (red), active enhancers (orange), weak enhancers 
(yellow), genic enhancers (lime green), elongation (green), repressed (gray) or quiescent (white) 
states. The expanded regions show the H3K27ac, H3K4me1, H3K4me3, H3K27me3, and 
H3K36me3 profiles for two samples representative of tiTreg and PB Treg, respectively. 
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Figure 35   Epigenomic overview of the CCR8 gene locus. (Top panel) Representative tracks of 
H3K27ac profiles (fuchsia) and ChromHMM chromatin states for four PB (blue) and three tumor 
(magenta) Treg samples from NSCLC patients. The ChromHMM tracks denote regions identified as 
promoters (red), active enhancers (orange), weak enhancers (yellow), genic enhancers (lime green), 
elongation (green), repressed (gray) or quiescent (white) states. (Bottom panel) The ATAC-seq 
tracks show the profiles of accessible chromatin in PB (blue), normal tissue (green), and tumor 
(magenta) Treg cells from NSCLC patients. The shaded regions indicate active enhancers upstream 
of the CCR8 gene.  



Results 

84 

4.2.2.3   Identification of active enhancers in Treg cells 

We next sought to gain further insights into the Treg enhancerome (Figure 36). 

Using the ChromHMM-defined “Active” and “Genic” enhancer states, enriched in 

H3K27ac, we identified a total of 13,050 enhancers observed in at least two 

peripheral blood and/or tumor Treg. Of these, 720 enhancers were specifically 

activated in tiTreg, whilst 1309 were present only in PB Treg (Figure 37, a). To 

identify common regulatory elements in tumor Tregs, we looked at the concordance 

of enhancers across tiTreg replicates. Among all enhancers identified in tiTreg, 

17,04% were common to all tiTreg, 53,14% were shared by at least two replicates 

and 46,8% were unique to one tiTreg (Figure 37 B). Unsupervised clustering of the 

H3K27ac signals for the 13,050 enhancers revealed that the enhancerome profile 

of tiTreg is distinct from that of PB Treg (Figure 37, c).  

Overall, we exploited machine learning approaches to perform a systematic 

reconstruction of chromatin states in Treg cell populations. In doing so, we created 

a reference resource of active regulatory elements (including promoters and 

enhancers), as well as elongated, repressed and quiescent regions, and further 

focused on the characterization of the Treg active enhancers to provide leads on 

the transcriptional regulation of tiTregs. 

 
Figure 36   Summary of ChromHMM-defined states in Treg cells. (A) Distribution of the 15 
ChromHMM states and (B) number of active, genic, and weak enhancers for each Treg replicate. 

ba
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Figure 37 ChromHMM-defined enhancers in human Treg cells. Venn diagrams showing (a) the 
number of shared and specific enhancers between PB and tiTreg, and (b) enhancer concordance 
between different tiTreg replicates. (c) Unsupervised clustering analysis and Pearson correlation 
heatmap of H3K27ac ChIPmentation data for the 13,050 ChromHMM-defined active and genic 
enhancers distinguish tiTreg from PB Treg. 

4.2.3   Definition of tiTreg enhancerome by mapping chromatin 
states to Treg accessibility landscape 

We then compared the ChromHMM states with the chromatin accessibility data 

generated for PB, NAT and tiTreg cells (see section 4.2.1). Figure 38 b shows that 

the genomic regions associated with the “Active TSS” and “Active Enhancer” states 

are the most enriched in ATAC-seq signals, whilst the more inactive regions (e.g. 

“Repressed”, “Quiescence”) are depleted for open chromatin regions. Integration of 

the two different epigenetic layers showed that ~70% of active enhancers in Treg 

cells encompass chromatin regions that are accessible. Overall, these results 

suggest that the ChromHMM-defined chromatin states of Treg cells constitute a 
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robust atlas of genome-wide regulatory elements that enables the refinement and 

more accurate interpretation of ATAC-seq-defined open chromatin regions. 

 
Figure 38   ChromHMM defined states concur with chromatic accessibility data. Heatmaps for 
a representative tiTreg (left) and PB Treg (right) replicate showing the enrichment of active enhancer 
and TSS states (“TSSA”, “TSSFlnk”, “TSSFlnkD”, “EnhA”, “TSSBiv”) in ATAC-seq signals for Treg 
cells (‘Treg_ATACseq’ column in red). A darker blue color corresponds to a greater fold enrichment. 

We next asked to what extent the chromatin regions which have been found 

accessible in Tregs by ATAC-seq are also annotated to the active enhancer 

chromatin states (Figure 39). Of the total 71,160 OCRs which represent the 

accessible peak universe of tissue- and circulating- Tregs, almost 22% (n =15,887) 

are marked as enhancer regions. Importantly, if we consider the subset of OCRs 

which display gained accessibility in tiTregs compared to NAT-Tregs, almost 32% 

of them are also annotated as active enhancers. Focusing on the OCRs that are 

linked to tiTreg signature genes, the active enhancer-annotated are about 35%.  
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Figure 39   Open chromatin regions in Treg cells. Venn diagram displaying the overlap between 
all Treg OCRs, tiTreg signature genes-linked OCRs, gained differentially accessible regions (DARs) 
in tiTregs vs NAT-Tregs and regions annotated to active-enhancer chromatin states according to 
ChromHMM analysis.  

Based on the integration of OCRs and ChromHMM-defined enhancers, we defined 

a tiTreg active enhancerome as the set of enhancer regions with gained accessibility 

in tiTregs versus NAT-Tregs (n = 1227). In light of our interest in addressing the 

epigenetic modulation of our previously identified tiTreg-specific gene signature(99), 

we also selected another set of regions representing all the signature gene-linked 

OCRs annotated as active enhancers (n = 798). We focused our investigations on 

both these sets of enhancers in parallel with the aim to dissect their transcription 

factor-mediated regulation.  

4.2.3   Deciphering tiTreg transcription factor regulatory networks 

The identification of cis-regulatory enhancer regions with enforced activity in tiTregs 

compared to normal cells, prompted us to investigate the trans-active regulatory 

layer that controls gene expression through DNA binding activity to these elements, 

in an effort to dissect the gene regulatory networks of transcription factors (TFs) and 

enhancers affecting the tiTreg phenotype. In this regard, the ATAC-seq assay can 

be further exploited thanks to its ability to putatively capture TF binding dynamics, 

since proteins bound to Tn5-digested chromatin regions leave behind footprints as 

a result of protecting the DNA molecule from being digested. A footprint can be 
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quantified as a drop in read density within otherwise accessible regions, which can 

be near or within a motif sequence for a given TF.  

We thus performed a TF footprint analysis on our ATAC-seq data of Tregs in order 

to assess the identity of TFs that govern the tiTreg-specific gene regulatory network 

and are potentially relevant for establishing and maintaining their phenotype. In 

particular, we searched for TFs going through changes in their binding activity from 

circulating-/NAT- Tregs to tumor Tregs. 

4.2.4.1   Global changes in transcription factor binding across Treg 
phenotypes 

We started from a global approach in order to explore TF activities in all the 

accessible regulatory elements identified in tissue- and circulating-Tregs. We 

investigated binding dynamics for all the human TFs present in the Jaspar CORE 

database. In total, TOBIAS framework was used to calculate footprint scores for a 

list of 633 TFs across PB-, NAT- and tiTregs. We then clustered TFs into co-active 

groups throughout the different conditions and we found 7 distinct clusters of specific 

binding patterns (Figure 40). Importantly, two of these patterns peak in tiTregs: 

cluster 1 (n = 255) is the largest cluster that displays an increasing gradient of 

binding activity from PB-Tregs to tiTregs, with NAT-Tregs in the middle, whereas 

cluster 4 (n = 62) shows a strong activity restricted to tiTreg only. Therefore, for the 

factors within these clusters it is suggested a preferential-to-specific function in the 

establishment of tiTreg phenotype. Among the TFs showing a gradient of activity, 

we noticed factors such as BATF and other members of the AP-1 family that are 

known to contribute to Treg biology(149,177–179); FOXA1, which programs the 

immunosuppressive properties of FOXP3- regulatory T cells and has been 

implicated in the suppressing capacity of tiTregs deriving from lung 

cancer(180,181); FOXO3, a known activator of FOXP3; and RORα, whose 

expression is up-regulated in human skin Treg cells compared to circulating 

Tregs(182). Interestingly, we also found some TFs that are part of the tiTreg-specific 

transcriptional signature, such as HOXA1 and VDR.  

In the cluster with highly-active TFs in tiTregs, we found, among others, FOXP3, 

IRF1, IRF4, NFKB1, NFKB2 and SOX4. Notably, also FOXP3 and SOX4 have been 

characterized as signature genes of the tiTreg phenotype.  
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On the opposite spectrum, five binding clusters are active in either PB- or NAT-

Tregs. Amongst them, cluster 3 (n = 82) displays the highest activity in PB and NAT 

Tregs and appears strongly repressed in tiTregs, suggesting a potential 

downregulation of the TFs in this cluster that specifically occurs at the tiTreg state. 

Cluster 2 (n = 120), instead, shows high binding activity only in PB-Tregs, 

suggesting a prominent role for the corresponding TFs in blood-circulating Tregs 

that is diminished in tissue-infiltrating Tregs. Finally, TFs in cluster 6 (n = 38), which 

peaks in NAT-Tregs, display comparable activity in tiTregs but lack activity in PB-

Tregs, indicating that they are likely involved in regulating the acquisition of the 

tissue-Treg phenotype.  

 
Figure 40   Heatmap of unsupervised clustering of TF binding activities across Treg cell 
populations (left panel). Each row represents one TF present in the Jaspar database, each column 
a Treg experimental condition. Clustering is based on mean footprint scores across Treg conditions, 
calculated for each TF as the mean of the footprint scores of all its binding sites identified along the 
consensus peakset of accessible chromatin regions called by MACS2 in TI-, NAT- and PB- Tregs. 
TOBIAS scores are Z-score transformed across rows.  White color indicates low activity, purple color 
indicates high activity. Clusters of different TF binding activity were identified based on the 
dendrogram on the left of the heatmap. In order to visualize cluster trends, each cluster is associated 
with a mean trend line (left to right) and condition-specific boxplots (right panel).  
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We were also able to gain insights on the TF binding dynamics found with footprint 

scores looking at the aggregated bias-corrected footprint profiles of TFs along their 

consensus motifs. Here we report as a prominent example the footprint profile of 

BATF obtained from the base-wise aggregation of footprint scores for all the BATF 

motif occurrences across Treg conditions (Figure 41).  A clear footprint is visible 

over the BATF motif within an increasingly accessible chromatin region from PB-

Treg to tiTreg conditions.  

Taken together, these data show that we were able to unveil massively parallel TF 

binding dynamics across Treg phenotypes and we identified TFs with tumor-specific 

binding activity or silencing. 

 
Figure 41   BATF footprinting. Footprint profile across Treg conditions (top) and motif consensus 
(bottom) for BATF, a tiTreg-specific TF. The aggregated footprinting plot is centered around the 
binding motif. Bias-corrected ATAC-seq footprint profiles for each Treg condition are labeled with 
different colors.  

4.2.4.2   Assessing TF regulatory activities in tiTreg active enhancers  

After setting out to classify TF binding dynamics within the tiTreg accessible global 

landscape and having found that there are several TFs with a preferential-to-specific 

binding activity in tiTregs, we focused our attention on the 1227 active enhancers in 

gained OCRs (section 4.2.3), with the aim of discovering which are the core TFs 

regulators of the tiTreg cell state that bind to their specific enhancer regions.  
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In particular, we wanted to investigate differentially bound TFs in our regions of 

interest between tumor-infiltrating and NAT-Tregs. We therefore utilized the 

TOBIAS pair-wise differential binding scores to assess the most significant changes 

in TF activities in both directions (Figure 42, a). In addition, we also integrated bulk 

mRNA expression data derived from our previous experiments, matching the TFs 

analyzed by TOBIAS with their RNA expression in tiTreg and PB-Tregs, 

respectively. In this way, we focused just on expressed TFs for the Treg cells.  We 

observed, first of all, that TFs from the same families often display similar binding 

kinetics, like for instance the AP-1 and forkhead box (FOX) transcription factor 

families and the Ets family, which display higher binding activity in tiTregs and NAT-

Tregs, respectively. This is not surprising since TF families often possess highly 

similar binding motifs. Among TFs displaying higher activity in tiTreg enhancers and 

being expressed in this condition, we identified some interesting factors that also 

have tiTreg-preferential binding properties in the global analysis of accessible 

regions, such as FOXP3, FOXO3, NFKB2 and BATF. We then asked what are the 

TFs that bind more frequently to tiTreg active enhancers and whether this data is 

concordant with their mRNA expression and binding score (Figure 42, b). 

Interestingly, we found that TFs with higher expression levels are more likely to have 

also a greater number of binding sites compared to the lowly-expressed TFs, that 

conversely tend to bind less frequently to the enhancers. BATF and the AP-1 family 

stand out as the top most frequently bound TFs and they have also a relatively 

higher binding score. Moreover, among the TFs with the highest occurrence we also 

identified IRF1, another TF with the tiTreg specific binding pattern in the global 

analysis.  
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Figure 42   The binding dynamics of TF regulating tiTregs-specific active enhancers. (a) 
Pairwise comparison of TF activity between tumor-infiltrating (K) and NAT (N) Tregs. The volcano 
plots show the differential binding activity against the −log10(p value) (both provided by TOBIAS) of 
all investigated TF motifs; each dot represents a TF. TFs with top 10% positive and negative 
differential binding scores are colored based on the condition in which they display higher binding 
activity. For tiTreg, only colored TFs with top 50% mean of normalized expression in each condition 
are labeled, for NAT-Treg conditions, all colored dots are labelled and they are non-zero expressed 
TFs in either tumor or PB Tregs (expression data are not available for NAT-Tregs). tiTreg-specific 
TFs are labeled in purple, NAT-Treg-specific TFs in green. (b) Dot plot with TFs ranked in ascending 
order based on the number of binding sites in tiTreg condition on the x-axis and binding site number 
scaled on the maximum across TFs on the y-axis. Font and dot size are proportional to the tiTreg 
mean footprint score of the TF across all the bound enhancer regions. Dots are colored based on 
mRNA expression level in tiTregs, with yellow and purple indicating low and high expression, 
respectively. 
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We next wanted to address the same questions on TF regulation concerning the 

previously selected 798 active enhancers that are likely to modulate the expression 

of the tiTreg signature genes and we asked what are the differences and similarities 

in TF binding dynamics when focusing on the gene signature-linked enhancers 

alone compared to the genome-wide set of tiTreg active enhancers. When we 

looked at the differential binding activities between tiTregs and NAT-Tregs in these 

regions of interest (Figure 43, a), the AP-1 family members previously found were 

reconfirmed as the factors with the greatest change in their activity. Nevertheless, 

we also spotted some new actors: FOSL2, that is another AP-1 member that was 

not identified in the previous analysis, as well as BACH1 and BACH2 together with 

the small Maf proteins (MAFF, MAFK and MAFG), that are known interactors(183), 

RELB and IRF9 among the others. On the other hand, FOXO3 and FOXP3, as well 

as other FOX TF family members previously identified for the 1227 gained 

enhancers, do not display significant differences in the signature-annotated 

enhancers.  

We again looked at the TFBS frequency in our regions of interest for tiTreg cells and 

this time we noticed that the top frequently bound TFs are not represented by the 

AP-1 family factors, conversely to what occurs when considering the total amount 

of tiTreg active enhancers. Instead, although BATF and its affine factors display a 

relatively high frequency of binding, we found at the first place SPI1, followed by 

IRF1, ETV1, ETV4 and GABPA. These results suggest that the signature genes 

could be regulated by enhancers that have some distinct affinities for TF binding 

compared to all the tiTreg enhancers, possibly relying on slightly different TF 

regulatory network, and indicate that a deeper investigation of these factors is 

required.   
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Figure 43   The binding dynamics of TF regulating tiTreg signature-linked active enhancers. 
(a) Pairwise comparison of TF activity between tumor-infiltrating (K) and NAT (N) Tregs. The volcano 
plots show the differential binding activity against the −log10(p value) (both provided by TOBIAS) of 
all investigated TF motifs; each dot represents a TF. TFs with top 10% positive and negative 
differential binding scores are colored based on the condition in which they display higher binding 
activity. For tiTreg, only colored TFs with top 50% mean of normalized expression in each condition 
are labeled, for NAT-Treg conditions, all colored dots are labelled and they are non-zero expressed 
TFs in either K or PB Tregs (expression data are not available for NAT-Tregs). tiTreg-specific TFs 
are labeled in purple, NAT-Treg-specific TFs in green. (b) Dot plot with TFs ranked in ascending 
order based on the number of binding sites in tiTreg condition on the x-axis and binding site number 
scaled on the maximum across TFs on the y-axis. Font and dot size are proportional to the tiTreg 
mean footprint score of the TFs across all the enhancer regions. Dots are colored based on mRNA 
expression levels in tiTreg condition, with yellow and purple indicating low and high expression, 
respectively. 
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4.2.4.3   Assessing TF-TF regulatory networks that drive tiTreg cell state 

The transcription factor FOXP3 is essential for Treg differentiation and function 

(52,54,55) whilst BATF has a crucial role in regulating differentiation and 

maintenance in nonlymphoid tissues (149,177,179). In our analyses, we have found 

that these factors also display a preferential binding activity in tiTreg compared to 

Tregs infiltrating the normal adjacent tissues. To interrogate the FOXP3- and BATF-

mediated transcriptional circuity in tiTregs compared to PB- and NAT-Tregs, we 

constructed TF networks based on footprint data generated in TOBIAS. Using 

genome-wide ATAC-seq signals, we initially identified TF-encoding genes 

containing either FOXP3 or BATF motifs/footprint in OCRs (Figure 44, a and b). 

We then incorporated transcriptional data (RNA-seq) of Treg cells(99) to gain 

insight in the regulatory connections with target TFs. 

By comparing the TF networks for FOXP3 (Figure 44, a), first of all we observed a 

similar number of nodes and edges between different Treg phenotypes, meaning a 

similar number of FOXP3-regulated TFs. However, some factors were predicted to 

be regulated by FOXP3 in tiTregs only (i.e., FOXP1, EHF, NFKB1, RORA, 

NFATC2), or only in PB- and NAT- Tregs (e.g., BACH2, CTCF, 

PPARD).   Interestingly, the most highly expressed FOXP3 target was predicted to 

be ETS1, that in turn has been reported to have a role in the regulation of Foxp3 

expression(184). 

Comparison of the TF networks for BATF (Figure 44, b), revealed instead almost 

twice the number of edges in tiTregs compared to PB-Tregs and an increased 

number of nodes (i.e., target TFs) in the latter condition (PB-Tregs: 71 nodes and 

123 edges, NAT-Tregs: 90 nodes and 196 edges, tiTregs: 100 nodes and 234 

edges). This means that BATF not only regulates a greater number of TFs in tiTregs 

than in the other conditions, but it also binds to a higher number of regulatory 

elements of the target TF genes or with more than one binding site at the same 

regulatory region. Moreover, condition-specific BATF targets were identified only in 

tiTregs (e.g., FOXA1, STAT5B, ETV6). On the other hand, three target TFs were 

identified only in PB- and NAT- Tregs but not in tiTregs (i.e., ZNF274, TP53 and 

CREB5). Interestingly, BATF was predicted to have itself as a target TF only in 

tiTregs and not in PB-Tregs, meaning that a BATF gene regulatory region is bound 
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by BATF factor in this condition. This result suggests the existence of a reinforcing 

mechanism for BATF-drived gene regulation through a positive feedback loop in 

tiTregs. 
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Figure 44. FOXP3- (a) and BATF- (b) centered networks of TFs were generated in TOBIAS. TF-

TF networks (top) for tiTregs (left) and PB-Tregs (right): Border color of the target node indicates the 

presence of FOXP3/BATF (source node) binding footprint(s) in the promoter (red), distal elements 

(orange) or intronic elements (grey) of the indicated TF.  Node color and size for each gene 

represents the mRNA-expression level of the indicated TF (light green and dark blue for low and high 

expression, respectively). Arrow width indicates the number of FOXP3/BATF binding footprints for 

the target TF. Arrow color represents the binding strength and is related to the footprint score of the 
FOXP3/BATF motif (purple shades for tiTreg, blue shades for PB-Tregs). Venn diagrams (bottom) 

display the overlap between FOXP3/BATF target TFs identified in the three different Treg conditions. 

Red-colored TFs are tiTreg-specific targets, blue-colored TFs are uniquely absent in tiTregs.  
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4.3   Functional assessment of tiTreg regulatory network 
modulation 

Understanding the mechanisms that shape Treg cell identity and enhance their 

immunosuppressive capacity at tumor sites might provide new avenues for their 

reprogramming. To this aim we will employ single cell CRISPR pooled screening to 

assess the effects of tiTreg enhancer functional modulation. We will take advantage 

of a catalytically inactivate version of Cas9 (dCas9), fused to epigenetic repressor 

for enhancer modulation in CRISPR-pooled screening coupled to a single cell. 

4.3.1   dCpf1-KRAB-MeCP2 protein for transcriptional repression 
of endogenous genes 

The CRISPR/Cas9 system, has become a powerful tool for genome engineering, 

while the use of catalytically inactive versions of Cas9 and orthologous proteins, 

such as Cpf1, provides unique opportunities to functionally interrogate the 

epigenome. To this regard, George Church’s lab have recently described a strategy 

that allows to permanently silence gene expression by means of targeted epigenetic 

editing. This strategy exploits engineered transcriptional repressors (ETRs), 

chimeric proteins containing a programmable RNA-guided DNA binding domain 

from the class II CRISPR/Cas system, and the combination of epigenetic repressor 

domains KRAB and MeCP2 that increases the silencing effect compared to single 

domain alone(171). We have modified this CRISPR-dCas9 version, replacing 

dCas9 with dCpf1(185) (Figure 45) that because of its intrinsic RNase activity, can 

process multiple individual gRNAs for the same or different enhancer regions, 

enhancing silencing efficiency. 
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Figure 45    dCpg1-KRAB-MeCP2 plasmid map.  

4.3.1.1   dCpf1-KRAB-MeCP2 protein expression and nuclear localization 

The first step was to assess the dCpf1-KRAB-MeCP2 (dCpf1KM in short) chimeric 

protein expression at different time points after transfection into HEK cells. FACS 

and western blot analysis showed efficient expression of dCpf1KM protein in HEK 

cells at 24, 48 and 74 hours after transfection (Figure 46). Since the highest protein 

expression was observed 48 hours post-transfection, we performed the following 

experiments (nuclear localization and repression activity assay) at this timepoint. 
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Figure 46   dCpf1-KRAB-MeCP2 protein expression. (a) FACS and (b) western blot analyses of 
dCpf1-KRAB-MeCP2 protein expression in HEK293T cells 24, 48 and 72 hours after transfection. 

Next, to assess whether the repressor protein was correctly localized in the nucleus 

we performed a subcellular fractionation followed by western blot analysis. For 

comparison we also performed the experiment with the same construct with dCas9 

fused to KRAB and MeCP2 (dCas9KM in short). We found that only 40% dCpf1KM 

was enriched in the nuclear fraction compared to about 90% dCas9KM (Figure 47).  

 
Figure 47   dCpf1KM and dCas9KM subcellular fractionation. (a) representative western blot of 
subcellular fractionation showing the localization of engineered repressors dCas9-KRAB-MeCP2 
(dCas9KM) and dCpf1-KRAB-MeCP2 (dCpf1KM); UT: Untransfected, L: ladder; T: 10% of Total 
protein extract; N: Nuclear protein extract; C: Cytoplasmic protein extract. (b) Quantification of 
nuclear (black) and cytoplasmic (white) fraction of dCPf1KM and dCas9KM. The percentage of 
relative localization to total was obtained from n=2 experiments. 

4.3.1.2   dCpf1-KRAB-MeCP2 promoter-directed transcriptional repression of 
endogenous genes  

Given the relatively inefficient accumulation of dCpf1KM in the nucleus we wonder 

whether its repressor activity was impaired at least in HEK cells. To assess the 

promoter-directed transcriptional repression, HEK cells were co-transfected with the 

lentiviral constructs dCpf1KM and Cpf1CROPseq-Guide-mCherry (for guide 
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delivering). For this validation experiment, we designed a set of guideRNAs directed 

versus the promoters of checkpoint kinase CHEK and the tyrosine kinase MET 

genes that are expressed in HEK cells at the steady state. FACS analysis showed 

a good co-transfection efficiency compatible with the detection of repressive effects 

(Figure 48, a). Propitiously, the non-efficient nuclear localization of dCpf1KMn 

version had not impact on the repressor activity. Indeed, Real Time PCR showed 

that dCpf1KM was able to induce repression of endogenous gene in HEK293T cell 

line 48 hours after co-transfection. Nonetheless dCas9KM was more efficient in 

comparison to dCpf1KM we therefore concluded that at this stage a strategy based 

on the employment of dCas9 fusion proteins would be more effective (Figure 48, 
b). 

 
Figure 48   dCpf1-KRAB-MeCP2 transcriptional repression of endogenous genes. (a) FACS 
showing the co-transfection efficiency of dCpf1KM (PB-conjugated anti-HA antibody) and the 
reporter mCherry present in the CROPseq-Guide-mCherry plasmids used for guide expression (b) 
CHEK and MET expression after dCpf1-KRAB-MeCP2 silencing in HEK293T cells 48 hours after co-
transfection. Fold induction values obtained from n=1 experiment. 

4.3.2   CRISPRoff v2.1 for the transcriptional repression 

Since epigenetic editing is a growing faster field novel tools are continuously under 

development. Recently an improved version of a catalytically inactive Cas9 

combined to KRAB domain with the DNA methyltransferase Dnmt3 results in a 

greater repression compared to dCas9-KRAB or dCAs9-Dnmt3 alone(169). 

We tested this construct (in short CRISPR-off v2) on HEK cells to test repression on 

the same targets MET and CHEK. With CRISPRoff v2 we obtained a strong and 
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reproducible repression of endogenous gene in HEK cell line when targeting their 

promoters (Figure 49).  

 
Figure 49  CRISPRoff transcriptional repression of endogenous genes CHEK and MET 
expression after CRISPRoff silencing in HEK293T cell 48 hours after co-transfection. Relative 
expression values obtained from n=4 experiments. 

We are still investigating whether replacing dCas9 with dCpf1 from CRISPRoff will 

impair its nuclear localization and repressor ability. Moreover, we are addressing 

which are the best conditions (namely guideRNA combinations) to effectively 

repress enhancer regions that we identified through the integration of ATAC-seq 

and ChIPmentation datasets. 
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5   DISCUSSION 

The immunosuppressive activity of Treg cells in tumors is a major obstacle to 

effective antitumour immunity. One of the major goals we have been pursuing in our 

lab is the characterization of the molecular blueprints of tumor infiltrating Treg 

(tiTreg) cells toward the identification of novel potential therapeutic targets for their 

specific modulation. Indeed, the present work stems from our previous findings 

showing that tiTregs adapt their transcriptome in response to the cues of the tumor 

microenvironment. This is in line with the observation that Treg cells display context-

dependent altered stability, plasticity and tissue-specific heterogeneity, which 

affects their suppressive functions. In addition, Treg cells that are resident in healthy 

tissues are engaged also in tissue repair and other non-immune functions, that are 

mediated by the establishment of gene expression profiles different from Treg cells 

in lymphoid organs.  

Treg-specific epigenetic changes that allow Treg cells to acquire these adaptive 

properties are largely uncharacterized. We thus decided to investigate the features 

of the epigenetic landscape that instruct the tiTreg phenotype in the two most 

frequent cancers in both genders: non-small-cell lung cancer (NSCLC) and 

colorectal cancer (CRC).  

One of the strengths of our work is that epigenetic characterization by 

ChIPmentation and ATAC-seq is carried out on lymphocytes isolated from patients’ 

tumor and peripheral blood without any further manipulation and expansion. 

However, sample preparation starting from human tissues is a difficult task and often 

involves a very limited amount of starting material. This implied a technological set-

up to optimize the proper experimental conditions that took several months and 

finally ensured reproducible and good-quality results that could be analyzed and 

compared among patients and tissue of origin. Indeed, this technological set-up was 

successfully employed in deciphering transcription factor occupancy at enhancer 

regions in our recent studies (186). 

Tumor-resident Treg cells share many of their epigenomic features with their 

counterparts in normal nonlymphoid tissues (187), thus differences between tiTreg 

and circulating Treg cells cannot be solely attributed to the tumor microenvironment. 
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By analyzing ATAC-seq datasets we identified genomic regions with a significant 

difference in chromatin accessibility between the tumor-associated and normal-

tissue Treg cells. These regions likely represent regulatory elements accessible to 

transcription factors (TFs) underlying transcriptional programs related to the tumor 

microenvironment rather than to transcriptional changes that occur in response to 

tissue infiltration. Interestingly open chromatin regions are largely shared between 

Treg cells infiltrating NSCLC and CRC suggesting that drivers of Treg epigenetic 

plasticity are shared across tumor types. These findings support our previous 

observations on the conservation of tiTreg gene signature in different tumor types 

(99,100). They also provide a rationale for the discovery of tiTreg-specific epigenetic 

targets for cancer immunotherapy that can be effective across different cancer 

types. 

By the implementation of ChromHMM (167) we managed to extract biologically 

informative chromatin states from the ChIPmentation datasets for distinct histone 

markers (H3K4me3, H3K4me1, H3K36me3, H3K27ac, H3K27me3). Gene 

expression changes are fundamentally controlled by modulating access of the 

transcriptional machinery to promoters and enhancers through chromatin structure 

modulation. Indeed, highly specific epigenetic modifications and enhancer activity 

are fundamental for the specification of Treg identity and the acquisition of their 

suppressive function (188). Enhancers in particular consolidate developmental and 

environmental cues to coordinate gene expression in a tissue-specific manner, thus 

it is reasonable to hypothesize that tissue microenvironment can have profound 

effects on the enhancer repertoire. Indeed, enhancer dysfunction in immune cells, 

mediated by the tumor microenvironment, is increasingly recognized as a major 

driver of tumor initiation and progression. Therefore, understanding the epigenetic 

reprogramming of tiTreg cells is a key step for their functional characterization and 

modulation. In line, therapeutic approaches that target epigenomic modifications 

show promising clinical efficacy in the management of solid tumors (189). To 

uncover the regulatory elements that act as key determinants in the definition of 

tiTreg cell state vs tissue infiltrating Treg cells, we focused on the combinatorial 

patterns of histone modifications that precisely identify active enhancers from other 

genomic elements within chromatin accessible regions. 
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TF footprinting analysis on ATAC-seq data shed light on the regulatory layer 

upstream enhancer activation mediated by the transcriptional network at the 

crossroad between environmental cues and enforcement of tumor Treg phenotype. 

Interestingly clustering based on genome-wide TF footprint scores identifies TF 

groups with diverse binding activity profiles across different Treg populations which 

are either lost or gained in tiTreg cells with respect to tissue infiltrating and peripheral 

blood Treg cells or to peripheral blood Treg cells alone.  

TFs with increasing binding activity patterns from peripheral blood to tumors or 

higher binding activity in peripheral blood can add valuable information on the 

regulatory networks that specify Treg cell states. Interestingly, clustered TFs into 

co-active groups showed a large cluster displaying an increasing gradient of binding 

activity from peripheral blood Treg (PB-Treg) cells to tiTreg cells, with normal tissue 

infiltrating Treg (NAT-treg) cells in the middle. A second smaller cluster displayed a 

binding pattern restricted to tiTreg cells only suggesting that the factors within these 

clusters have a preferential-to-specific function in the establishment of tiTreg 

phenotype.  

We further anlayzed the differences and similarities in TF binding dynamics of the 

putative regulatory regions for the tiTreg signature genes that we previously 

identified by bulk RNA transcriptomics (99). Our findings suggest that despite most 

of the signature genes are enriched but not unique for tiTreg, the underlying 

regulatory network for their putative enhancers is instead slightly different and likely 

reflects the specific influence of the tumor microenvironment. TF networks 

reconstructed from footprint data father support this hypothesis. As a way of 

example, we presented the TF networks for FOXP3, the master transcription factor 

of Treg cells, whose expression is required for the maintenance of Treg cell identity 

across tissues (52,54). Consistently, networks analysis showed a similar number of 

FOXP3-regulated TFs in tiTreg cells compared to PB- and NAT-Treg cells. Not all 

FOXP3 predicted targets, though, are shared across the three conditions. FOXP1 

for instance, a key determinant for prolonged stability of the FOXP3 locus is a 

predicted FOXP3 target in tiTreg only (190). Factors that are predicted to be 

regulated in PB- and NAT- Treg cells are also of interest. BACH2, for instance, is 

rather intriguing as it promotes the quiescence and long-term maintenance of 

resident Treg cells by competing with AP-1 factors for DNA binding. This finding 
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supports the involvement of BACH2 in a FOXP3 driven mechanism that modulate 

Treg functional state following lineage commitment (191).  

Reconstruction of TF network for BATF, that belongs to the gene signature, shows 

that BATF potentially regulates a high number of TF in tiTregs compared to PB- and 

NAT- Treg cells with targets (e.g. FOXA1 and STAT5B) unique for tiTreg cells. 

Altogether, we were able to define the direct TF regulation of two key factors for 

Treg phenotype, FOXP3 and BATF (149,192), gaining some insights in the TF-TF 

networks that drive Treg functions from our experimental accessibility data. 

Importantly, our results suggest that, although these driver factors regulate Treg cell 

functional specification and homeostasis, with FOXP3 in particular being a lineage 

specification factor, they might acquire additional roles uniquely related to tiTreg 

plasticity in the tumor microenvironment. A deeper investigation of their networks 

and, especially, of the factors in turn regulated by the target TFs specifically 

acquired in tiTreg cells, is required to shed light on this mechanism potentially 

relevant for tiTreg phenotype.  

Our findings suggest that the definition of tiTreg enhancerome and of enhancer 

transcriptional regulators is key to provide the rationale for the identification of novel 

potential therapeutic targets that lie along these regulatory axes reducing the risks 

deriving from systemic targeting of Tregs observed with immunomodulatory 

approaches based on monoclonal antibodies. Additional ATAC-seq and 

ChIPmentation datasets we generated on CD4+ T conventional cells and CD8+ T 

cells will help to further refine our efforts to regulatory hubs that are unique to Treg 

cells. 

To this aim, we are implementing tools for the modulation of potential actionable 

targets derived from Treg enhancerome comprehensive analysis. A first approach 

is based on the epigenetic modulation of selected enhancers that represent a novel 

original strategy to reverse Treg mediated immunosuppression. At this stage we 

have developed the tools based on CRISPR technology to modify the epigenetic 

landscape around candidate enhancer sequences that take advantage of a 

catalytically inactive version of Cas9 (dCas9) fused to potent transcriptional 

repression KRAB and DNA methyltransferase Dnmt3 (CRISPRoff) (193) and we 

already validated it in human cell lines. The implications of this approach are even 
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broader if we consider recent findings suggesting that highly interconnected 

enhancer communities can delineate lineage choices and cell identity as 

coordinators of specific transcriptional programs (194). Capture HiC experiments 

targeted on Treg enhancerome can be envisaged to provide insights on the 

organization of enhancer communities in tiTreg cells and refine the choice of 

enhancer regions (or hubs) that might represent key vulnerabilities of Treg cells.  

On the other hand the identification of the regulatory networks upstream of tiTreg 

enhancers reveals other potential targets (i.e. TFs) to severe the communication 

routes that translate the cues coming from the tumor microenvironment into the 

acquisition of tiTreg identity. To this end multiple approaches can be exploited for a 

selective inhibition that include the employment of shRNAs, siRNAs or small 

molecules.  

To assess mechanistically the impact of selected actionable target modulation, it is 

important to establish models that closely represent the tumor microenvironment 

including stromal and immune cells and can therefore be exploited to address 

therapeutic strategies targeting this compartment. Air-liquid interface culture (ALI) 

derived organoids maintain primary tumor cells for several weeks with the 

associated tumor microenvironment (TME) and the most relevant immune 

populations of the TME are maintained for days (195). Indeed, the preservation of 

primary tumor epithelium with native autologous endogenous tumor infiltrating 

lymphocytes (TIL) provide the opportunity to model immune cell responses testing 

TIL activation expansion and tumor cell killing. In perspective ALIs therefore 

represent ideal model to assess how modulation of potential actionable targets 

identified with the multilayered analyses presented in the present work could impact 

TME-intrinsic immune cell responses. Remarkably, anti-PD-1/PD-L1 response rates 

in ALIs models have been shown to correlate well with patient responses, confirming 

that ALIs represent a good methodological approach for in vitro human modeling of 

immune-modulatory approaches. The nature of the target, which cannot be 

predicted in advance, will guide the choice of the modulation strategy (e.g. 

antibodies, small molecules, shRNAs). As a readout we envisage to assess TIL 

activation and exhaustion by high dimensional flowcytometry analysis as well as cell 

killing capacity upon target modulation. Cytokines and chemokines released in the 

culture supernatant can also be measured to assess the functional status of Treg 
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cells. Moreover, the impact of target modulation at the transcriptional level can be 

assessed by single-cell transcriptome analysis.  

Alternatively, 3D in vitro tumoroid cultures can be exploited to assess the interplay 

between tumor cells and CRISPR/dCas9 perturbed Treg cells. Contrary to ALIs, 

tumoroids are deprived of the stromal and immune-cell component, but defined co-

culturing conditions can be used to study the interplay between tumoroids and 

selected immune cell types to mimic a specific tissue immune-context. Co-cultures 

are modular systems and their complexity can be adapted to address specific 

biological questions, therefore they are well suited to model the interactions between 

immune and tumor cells under controlled experimental conditions. 

Overall, several lines of research showed how at the steady state, Treg cells 

establish and maintain a strong regulatory phenotype, that is resistant to 

reprogramming. Howewer, Treg cells remian responsive to environmental cues and 

tailor their suppressive capacity in a context-dependent fashion. The 

comprehensive characterization of tiTreg epigenome and specifically of regulatory 

regions suggest that the inherent plasticity of Treg cells can be largely explained by 

the combination of the chromatin states and by the TF binding dynamics that can 

be achieved in response to external stimuli. Our findings point toward the existence 

of vulnerable nodes that sustain Treg cell activity and imply that appropriate 

modulatory strategies that target these nodes can ultimately alter the functional Treg 

pool specifically in the tumor milieu. 

Converging evidences suggest that TME factors including hypoxia, tissue stiffness, 

nutrient availability, and cell–cell interactions among malignant and non-malignant 

cells such as infiltrating immune cells, stromal cells, and endothelial cells are 

shaping the epigenetic landscape and heavily affecting the identity and function of 

T cells in the tumor ecosystem. Indeed, definition of the epigenetic regulatory layer 

that drives T cell gene expression, will contribute to clarify the largely 

uncharacterized functional mechanisms underlying the effects of immune 

modulatory therapies such as PD1 and CTLA4 targeting antibodies. Indeed, these 

new treatments have revolutionized cancer therapies in very recent years, but their 

relatively low rate of success claims for a better understanding of their impact on 

both effector and regulatory cells. We expect that our studies on tumor infiltrating 

Treg “enhancerome” will provide insights on key regulatory nodes underlying the 
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acquisition of their hyperactivated phenotype and will guide the rational definition of 

improved clinical protocols for the administration of these powerful and promising 

immune-modulatory drugs. 
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DISSEMINATION OF RESULTS 

The ultimate long-term goal of this proposal is the identification of novel targets for 

the modulation of anti-tumor immune responses. The topic of these novel therapies 

to treat cancer, although of great interest to general public, is often hardly intelligible 

and unfortunately represents a fertile ground for fake news. Moreover, even medical 

doctors who are at the front-line in the communication with patients are often not 

fully aware of how research in the field is progressing. In this perspective I plan to 

share the results obtained during my PhD to: 

1) engage the scientific and medical community through  

• regularly scheduled meeting reports, invited seminars in other institutions, 

attendance to scientific international and national meetings 

• practical courses on the technological and bioinformatics platforms used 

in the laboratory 

• result publications on international peer-reviewed journals under open-

access policy 

2) engage the civil society by promoting knowledge sharing and the public 

awareness through 

• social media (e.g Facebook, Twitter) and Institute website  

• participation of public events organized by AIRC for students and general 

public to make specialized information more accessible 
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Summary 

The combination of genetic mutations and epigenetic modifications that are peculiar 

to all tumors generate anti-tumor T cell responses in cancer patients that are usually 

disabled upon tumor progression by suppressive mechanisms triggered by the 

interplay between malignant cells and the tumor microenvironment. Among the cells 

of the immune system that infiltrate tumor sites, regulatory T cells (Treg), which are 

physiologically engaged in the maintenance of immunological self-tolerance, are 

potent suppressors of anti-tumor immunity. Depletion of tumor infiltrating Treg cells 

can boost specific immune responses against tumors. Therefore, to identify novel 

and more specific therapeutic strategies aimed at Treg cell elimination from the 

tumor microenvironment we performed a detailed molecular characterization of 

these cells that unveiled the regulatory networks that shape their identity and 

ultimately affect their function. 

 

 

Riassunto 

Le cellule tumorali, accumulando mutazioni genetiche ed epigenetiche, vengono 

riconosciute come cellule anomale, e dunque eliminate, dal nostro sistema 

immunitario, in particolare dalle cellule T effettrici. Tuttavia, nelle fasi più avanzate, 

il tumore è in grado di eludere il sistema immunitario reclutando cellule T regolatorie 

(Treg) in grado di sopprimere la risposta immunitaria contro il tumore. La riduzione 

o la soppressione delle cellule Treg all’interno del tumore potrebbe quindi migliorare 

le risposte immunitarie contro il tumore. Per questo motivo abbiamo deciso di 

caratterizzare da un punto di vista molecolare queste cellule in modo tale da 

comprendere in dettaglio quali sono I meccanismi regolatori che definiscono la loro 

identità e in influenzano la loro funzione. 


