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Abstract

This thesis explores a particular research topic in the field of Sound and Music Computing, ded-

icated to the creation of Accessible Digital Musical Instruments (ADMIs) designed for users af-

fected by quadriplegia or similar motor impairments. With such conditions an user is completely

paralyzed from the neck down. The impossibility to control the upper and lower limbs, particu-

larly fingers, makes it impossible for such users to play conventional musical instruments, both

acoustic and digital. This makes it necessary to introduce specific and non-trivial design and

development solutions. A first part of the work is dedicated to the analysis of the related context.

After defining the pertinent jargon, an analysis of different physical interaction channels available

to people with quadriplegic disabilities is provided, with a review of the sensors suitable for their

detection. Some of these channels are then evaluated through an experimental methodology.

Further chapters provide an analysis of the state of the art in ADMIs for quadriplegic users, as well

as design tools dedicated to ADMIs in general. A chapter is dedicated to the design of musical in-

terfaces controlled through gaze, one of the most employed channels in this context. The second

part describes the design, development and testing of new ADMIs suitable for quadriplegic users.

The implementation of a software library for developing or fast-prototyping software instruments

is described, as well as two Open-Source Hardware sensor peripherals developed ad-hoc for the

detection of breath and head rotation. The remaining chapters describe the design, implemen-

tation and evaluation of Netytar, Netychords and Resin, three ADMIs that are played through the

detection of gaze, breath, head movement, and stimulated resonances in the upper vocal tract,

therefore playable hands-free.





Whenever I have dealt with people with

motor disabilities, I felt this: our body is

merely an interface to interact with the

outside world. We sometimes erroneusly call

"able-bodied" those who have that interface

working, according to normality criteria. Yet

we try every day to augment our interfaces,

our ways to communicate or to create new

ones through technological means. A person

with motor disabilities can simply make use

of another type of interface, through which

their inner world can express itself in the

outer. They simply need different devices. In

the end, since the dawn of humanity, we all

strive to augment ourselves through tools.

(One of the personal thoughts which

carried me along my Ph. D. studies)
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Preface

Context

Research in the field of digital musical instruments has undergone substantial developments dur-

ing the last decades. Due to the exponential increase in computational power, miniaturization

and availability of electronic sensing technologies, research on such instruments has expanded

over the past two decades into the use of unconventional interfaces, interaction paradigms and

channels. Such instruments are less constrained by physical limitations than their acoustic and

traditional counterparts: this allowed for the exploration of new expressive possibilities and led

to the need of partially revising what we culturally consider a musical instrument.

One of the possibilities offered by a digital instrument is to increase the accessibility of the world

of musical performance, extending it to people with important motor disabilities such as qua-

driplegic users. The desire to undertake a research project on this topic arises from the limited

availability of musical technologies dedicated to them, both in the scientific literature and on

the market. These must exploit interaction methods which avoid the use of hands or fingers for

interfacing, which are arguably the main means to interact with traditional acoustic instruments.

Although this development goal may potentially run into several design limitations, it certainly

represents a challenge in several research areas. The project falls within the area known inter-

nationally as Sound and Music Computing (SMC). The definition of this discipline in the context

of the fundamental areas of computer science, and in particular Human-Computer Interaction

(HCI), dates back to the 1990s (e.g. ACM Computing Classification System - CCS1998, entry H.5.5

[Information Interfaces and Presentation]: Sound and Music Computing). Sound represents a par-

ticularly interesting case study regarding many fundamental aspects of information processing,

at various levels of abstraction: physical, symbolic, semantic. The SMC Roadmap1 indicates how

issues related to interacting with sound and music are part of the current list of challenges to be

addressed.

The project, carried out for the entire duration of my doctoral studies, began at the Computer Vi-

sion Lab at University of Pavia (Italy) to obtain the title of Master’s Degree, and was then placed in

the research context of the Laboratorio di Informatica Musicale (Laboratory of Musical Informat-

ics) at the University of Milan (Italy), where I carried out my Ph.D. studies.

1SMC Roadmap, on the SMC network official website: https://smcnetwork.org/roadmap
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Hypotheses and objectives

The aim of this thesis is to provide elements of theory and practice in the design, development and

evaluation of accessible musical instruments dedicated to people with quadriplegic paralysis. The

main assumptions with which the research work was conducted were as follows:

a) several under-exploited physical interaction channels are suitable for developing interfaces

dedicated to people with quadriplegic disabilities, which therefore do not require the use of

hands;

b) it is possible to study and develop new interaction modalities which exploit those channels;

c) through digital technologies, it is possible to create accessible musical instruments de-

signed for musical performance which can be played by people with quadriplegic disabili-

ties, exploiting the aforementioned interaction methods;

d) such instruments may offer a degree of control and expressive depth comparable to those

offered by a traditional instrument;

e) it is possible to evaluate these instruments and related interaction channels through method-

ologies typical of HCI research.

As this is a relatively under-explored field, the achievement of the proposed goals required the

definition of the research context, including insights on generic accessible digital musical in-

struments. The scope is narrowed by the definition of an instrument dedicated to people with

quadriplegic disabilities which requires fine temporal control and is dedicated to real-time musi-

cal performance, modeled on the musician’s residual motor skills. An analysis of the interaction

channels available to this users group is therefore proposed, as well as an experiment which lays

the groundwork for their experimental evaluation. A review of the state of the art related to this

small niche of musical instruments is proposed. These theoretical notions lay the basis on which

the development, maintenance and extension of three musical instruments dedicated to people

with quadriplegic disabilities was conducted, in turn supported by the development of a software

library and two hardware sensor peripherals.

In the development phase, focus has been placed on making economically affordable as well as

accessible instruments and technologies, to meet the often limited economic resources available

to the target group. This goal has been pursued through the realization of hardware peripherals

reproducible through do-it-yourself practices, as well as by exploiting sensors already available

on the mass market (e.g. eye trackers). Software source code has also been released under free

licenses, in order to stimulate potential community development and customization.

The number and scope of the evaluation experiments was negatively affected by the onset of the

COVID-19 pandemic in Italy, started in February 2020. This undermined the evaluation of two

musical instruments developed during that period, as it would have been impossible to comply

with the necessary hygienic standards, thus deferring such activity to future works.

ii
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Publications and original contributions
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(P4) Nicola Davanzo and Federico Avanzini. “A Method for Learning Netytar: An Accessible Dig-

ital Musical Instrument:” in: Proceedings of the 12th International Conference on Computer

Supported Education. Prague, Czech Republic: SCITEPRESS - Science and Technology Pub-

lications, 2020, pp. 620–628

(P5) Nicola Davanzo, Matteo De Filippis, and Federico Avanzini. “Netychords: An Accessible

Digital Musical Instrument for Playing Chords Using Gaze and Head Movements”. In: In

Proc. ’21 Int. Conf. on Computer- Human Interaction Research and Applications (CHIRA

’21). Online conf., 2021

(P6) Nicola Davanzo and Federico Avanzini. “Resin: A Vocal Tract Resonances and Head Based
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Italy (online conf.), Sept. 2021

The following was published before my Ph.D. studies period:

(B1) Nicola Davanzo, Piercarlo Dondi, Mauro Mosconi, and Marco Porta. “Playing Music with

the Eyes through an Isomorphic Interface”. In: Proc. of the Workshop on Communication

by Gaze Interaction. Warsaw, Poland: ACM Press, 2018, pp. 1–5

The contributions from published papers can be summarized as follows. Paper (P1) defines

HeaDMIs, which are accessible digital musical instruments for quadriplegic users dedicated to

musical performance activities, resembling the performance capabilities offered by traditional

instruments. Thus provides concepts for their design, an analysis of the various possibilities of-

fered by the interaction channels available from the neck up and related sensors suitable to detect

them, a state-of-the-art analysis as well as introductory concepts for the evaluation of interaction

channels;

Paper (P2) provides the implementation of a graphical dimension space tool for the design and

the analysis of generic ADMIs dedicated to different types of disabilities;

Paper (P3) provides an objective evaluation of three interaction channels suitable for HeaDMIs
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interaction through experimental methodologies.

Papers (B1) and (P4) describe Netytar, a monophonic software HeaDMI controlled by gaze detec-

tion (via eye tracking) and breath detection. The first provides a general description of the first

implementation of the instrument and a comparative evaluation preliminary test. The second

provides an exercise-based learning method, introduces a particular notation, and describes de-

velopments of the instrument since the release of its first version;

Paper (P5) describes Netychords, a software HeaDMI derived from Netytar which allows to play

chords through gaze detection and head rotation;

Paper (P6) describes Resin, a monophonic software HeaDMIs controlled through the stimulation

and detection of resonances inside the upper vocal tract and head rotation detection.

The following are unpublished contributions introduced in this thesis, describing work carried

out during the Ph.D. studies period:

(U1) An introduction to the context of digital musical instruments and their accessible counter-

part, including an overview of health benefits given by music-related activities;

(U2) An analysis of quadriplegic users as a target group for accessible digital musical instru-

ments;

(U3) Design evaluation of accessible digital musical instruments for quadriplegic users in the

state of the art and two developed instruments (namely Netytar and Resin) through the di-

mension space analysis tool proposed in Ch. 2;

(U4) Elements of gaze-based digital musical instruments design;

(U5) A description of NeeqDMIs, a software library for rapid prototyping of software digital mu-

sical instruments for people with quadriplegic disabilities;

(U6) A description of NeeqBS and NeeqHT, two open-source hardware sensor peripherals, re-

spectively for the detection of breath and head movements;

(U7) Further developments of two developed instruments after publication, namely Netytar and

Netychords, introducing new control methods and player aids.

An indication of how these published and unpublished contributions are included in the contents

of this thesis is provided in the following section.

Structure

This thesis is divided into two parts for a clearer and more readable grouping of chapters. Where

necessary, contributions from the above sources have been indicated with P* and B*, while U* is

used to indicate new, unpublished contributions.

Part I provides theoretical foundations to define the research context, as well as a design toolkit

for accessible digital musical instruments dedicated to people with quadriplegic disabilities.

iv
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Ch. 1 provides an overview on introductory concepts, definitions and context useful to under-

stand the remainder of the thesis. A general overview of digital musical instruments is pro-

vided, followed by an introduction to the concept of accessible digital musical instruments,

including evaluation strategies and related jargon (virtual instruments, performance instru-

ments) (U1). HeaDMIs, which are performance accessible digital musical instruments ded-

icated to people with quadriplegic disabilities are defined, including an analysis of the po-

tential user group (P1) (U2). Benefits of music playing as a motivation for such instruments

are reviewed (U1);

Ch. 2 proposes a formal graphic tool for analyzing design choices and characteristics of generic

accessible digital musical instruments, including their use context, degree of simplification,

adaptability to various user needs, design novelty, number of physical interaction channels

involved and addressed disabilities (P2);

Ch. 3 provides a detailed overview, classification and analysis of physical interaction channels

available for HeaDMIs design, including a review of performance characteristics, physio-

logical aspects as well as their use in musical or general Human-Computer Interaction ap-

plications (P1);

Ch. 4 describes an experimental procedure carried out to evaluate performance characteristics of

three interaction channels suitable for HeaDMIs development: gaze pointing, breath and

head rotation. Movement speed, precision and stability are evaluated through a Fitts’ Law

like experiment (P3);

Ch. 5 reviews the state of the art in HeaDMIs, exploring their mapping strategies, analyzing and

evaluating their design through two dimension space analysis tools (P1) (U3). Future chal-

lenges and perspectives are discussed (P1);

Ch. 6 provides an overview of gaze-based digital musical instruments design concepts, issues and

solutions. Those include an analysis of physiological aspects, visual cues and techniques,

an overview of the known Midas Touch problem and possible solutions for musical interface

design (B1) (U4);

Part II provides an account of software and hardware design, development and evaluation work

carried out as part of my Ph.D. research project.

Ch. 7 describes NeeqDMIs, a C♯ software library and framework for HeaDMIs prototyping and

development. An overview of similar works, framework concepts and library contents is

provided (U5);

Ch. 8 describes NeeqBS and NeeqHT, two open-source hardware sensor peripherals for the de-

tection of breath and head rotation, respectively. Those could be replicated through do-it-

yourself practice, and can serve as an economically affordable alternative for musical inter-

facing (U6);

Ch. 9 describes Netytar, a software HeaDMI suitable for playing melodies through gaze pointing

and breath pressure detection. An overview of the instrument characteristics and imple-
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mentation (B1) (P4), a learning methodology (P4), a notation system (P4), design (U3) and

experimental (B1) evaluations of the instrument are provided;

Ch. 10 describes Netychords, a software HeaDMI which allows to play chords through gaze point-

ing and head rotation. An overview of its implementation, layout analysis (P5), experimen-

tal player aids (U7) and design evaluation (U7) are provided;

Ch. 11 describes Resin, a software HeaDMI which allows to play melodies through head movement

and the detection of resonances on the upper vocal tract. An overview of mapping strategies

and implementation (P6), as well as design evaluation (U3) are provided.

vi
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Part I.

Theory





1
Introductory concepts

In this chapter, some key concepts for understanding the contents of this thesis are outlined.

Sec. 1.1 illustrates some beneficial effects derived from listening and participation in musical ac-

tivities such as playing an instrument, demonstrating that extending musical inclusion and ac-

cessibility to different user groups could have solid motivations and importance. An introduction

to the concept of Digital Musical Instruments (DMIs) is provided in Sec. 1.2, which defines their

structure, classification and differences with respect to their traditional acoustic counterparts.

Topics such as their evaluation and introducing terms and jargon used later in the following chap-

ters are also addressed. Accessible Digital Musical Instruments, a sub-category of DMIs dedicated

to people with different types of disabilities, are introduced in Sec. 1.3. Also in this case the related

terminology is outlined in order to avoid ambiguities. The set of considered instruments furtherly

tightens with the definition of HeaDMIs in Sec. 1.4, which are Accessible Digital Musical Instru-

ments dedicated to musicians with quadriplegic disabilities suitable for performance contexts,

which require fine temporal motion control.

1.1. Benefits of music

Music playing is one of the most universally accessible and inclusive human activities and takes

part in the social life of all known cultures [8].

A general review of music effects on well-being has been proposed by MacDonald [9]. He catego-

rized five types of contexts in which music could provide proven benefits:

■ Music therapy focuses on positive psychological and physiological benefits to the listener,

with experiences provided by qualified musical therapists.

■ Community music focused more on increasing access to artistic activities rather than on

therapeutic effects. An objective could be to provide an opportunity for creative expression

in informal settings.

■ Music education focuses on the development of individual music skills. Recent research

is focused on the positive effects of music education (e.g. technique) upon non-musical

development areas.
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■ Music medicine takes place in medical contexts. An example of intervention involves the

reduction of pain, distress and anxiety perceptions in medically treated patients. Some of

these interventions are closely related to music therapy.

■ Everyday uses of music, finally, can provide relevant and profound psychological effects.

Even the act of choosing which piece of music to listen to involves fine self (although often

inconscious) psychological assessments.

Some of these context have overlapped goals and objectives, as evidenced by the same author.

Alongside with simple listening pleasure, music can bring evident effects even in different areas of

life. It has been for example shown how it can bring improvements into human cognitive capacity.

Črnčec et al. [10] explored the effects of music instruction on children, showing evidence on how

it can bring benefits in spatiotemporal reasoning skills. Honing et al. [11] demonstrated that its

engaging power applies to all ages, and is known to provide benefits also in terms of non-musical

skills. According to an article published in 2004 by Costa-Giomi [12] music, in particular learning

to play a musical instrument, can have a positive effect in the development and growth of a person

starting from childhood, impacting on school performance and the degree of self-esteem.

Some authors shown that music can bring various psychological effects on the listener. Siedlieck

and Good [13] brought experimental evidence on the relieving effects of music on feelings such

as pain, depression and powerlessness. Williams [14] demonstrated the positive effects on men-

tal health, communication skills, positive parenting and parent-child interactions given by music

therapy sessions delivered to mothers and childs with disabilities. Stensæth [15] in 2013 proposed

an analysis of a project for collaborative music creation (musical co-creation) through electronic

tools, and showed how this activity can promote the establishment of a feeling of inclusion and

participation. Sheppard and Broughton [16] analyzed, through a review, how music and dance ac-

tivities participation are effective means through which individuals maintain well-being, healthy

behaviors such as phyisical exercise and reduce social isolation.

Effect of music listening on stress relief have been highlighted by De Witte [17], having an influ-

ence on heart rate, blood pressure and hormone levels. A 2014 paper by Fancourt et al. provides

a model for the development of a taxonomy of musical and stress-related variables, investigating

how music can have positive impacts on human immune system activity.

1.2. Digital Musical Instruments

Digital Musical Instruments (DMIs hereafter) are instruments in which sound generation is based

on digital means and is achieved by the performer through physical actions detected by sensing

devices.

Thanks to the exponential increase of computational power, miniaturization, and available sen-

sors, research on DMIs has expanded during the last two decades into the use of innovative in-

teraction paradigms and interfaces. Yearly conferences such as the International Conference on

New Interfaces for Musical Expression (NIME) [18] and Sound and Music Computing Conferences

(SMC) [19] provide the ground for a thriving research community. Although the majority of com-
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mercial DMIs still uses the piano keyboard as the main interface, over the years the NIME and

SMC communities explored different physical channels and sensors [20]. Nonetheless, the main

employed physical channels remain the hands, the feet, and breath.

One of the main features that characterize a DMI is the separation between a performer interface

(or gestural/performance controller, hardware interface, input device) and a sound generation

unit. A classic example is given by the keyboard-synthesizer combination: while a keyboard pro-

vides an interface, it is the synthesizer which acts as a sound generator. This separation, as well as

the use of digital means for interfacing with the musician and generating sound, allows to over-

come some important limits dictated by the physical nature of acoustic musical instruments [21].

Different kinds of sensors can be used to detect performer’s actions. A primary kind of feedback

comes from the actual physical interaction with the interface surface, or from the body of the

performer themself, if such surface is absent. This feedback can be amplified by using actuators.

The sound generation unit provides a second type of feedback or auditory feedback, which con-

sist in the sound itself as produced by the sound synthesizer, actually closing the feedback loop.

This can be paired with a feedback generator, which provides signals for the actuators. During the

design phases of a DMI, the instrument developer has a very wide range of possibilities to define

how the actions of the performer on the musical interface is reflected in sound, defining a layer

of interactive behavior which is not bound to the nature of physical controls. Such layer is de-

fined as mapping [21]. This layer can be shaped in a potentially infinite number of ways, and it

is one of the most determining factors to define the nature and identity of the instrument. The

scheme in Fig. 1.1 is inspired by a diagram proposed by Marshall [22, Fig. 2.6] to review the main

components of a DMI discussed above.

Performer

Instrument

Performer interface

Sensors

Extrinsic  
feedback

Actuators

Sound generation unit

Sound  
synthesizer

Feedback
generator

Action  
production

Sound

Mapping

Auditory feedback

Figure 1.1.: Structural diagram for a generic DMI. Figure based on [22, Fig. 2.6].

Given this structure, classification systems used for traditional instruments can be unsuitable for

DMI cathegorization. Acoustic instruments are often classified by the means of producing sound.

For example, the Hornbostel-Sachs system [23] groups them into four cathegories (idiophones,

membranophones, chordophones and aerophones), on the basis of which element of the instru-

ment vibrates to generate sound.

Sound synthesis allows for more flexibility in this sense. Miranda and Wanderley [24] proposed a

system for the classification of digital gestural music controllers based on similarity with acous-

tic musical instruments, presenting four categories. Augmented musical instruments (or hybrid

instruments, hyperinstruments and extended instruments) are acoustic/electric instruments ex-
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tended by the addition of electronic sensors. Instrument-like gestural controllers present a control

surface whose design is partly inspired by an acoustic instrument. Similarly, Instrument-inspired

gestural controllers possess control surfaces directly derived from an acoustic instrument: in such

a way, a transition between the latter and the digital instrument should be easier for the musician.

Finally, Alternate gestural controllers include a large number of instruments which do not resem-

ble traditional ones. A further subdivision of those controllers is based on the degree of physical

contact including touch, expanded-range (which require a minimal form of contact, where the

musician is free to make movements which do not bear musical consequences) and immersive

(where performer movements are not restricted, while being always in the sensing field of the

instrument).

Magnusson and Hurtado [25] proposed a questionnaire interviewing musicians about differences

between acoustic and digital instruments. From the detected opinions, frequent comments about

acoustic instruments included the degree of tactile feedback, depth, uniqueness, absence of la-

tencies, but also lack of memory and intelligence, influence of tradition and history leading to

cliché playing, lack of experimentation and lack of microtonality. Digital counterparts, on the

other side, have been commented as more free from musical traditions, experimental and explo-

rative, more free from the mapping perspective, not as limited to tonal music. Negative aspects

of DMIs included latency, lack of substance, lack of legacy, repertoire and social conventions.

Although acoustical instruments impose physical and musical limits, those can be a source of

creativity and emotional connection and feeling. A DMI, on the other hand, can overcome those

limits by design, and be modeled according to specific needs. This trade off is seen positively or

negatively depending on the musician. Lack of legacy repertoire for DMIs can also be seen as a

limit, although some notices how this can spur musicians to experiment more, lifting them from

social and technical constraints.

In addition to the DMI classification system by Miranda and Wanderley described above, it is

useful to provide the definition of some other subcategories to which this thesis work refers. Those

are virtual instruments and performance instruments.

Virtual instruments. A definition and a study on this particular type of DMIs is provided by

Mulder [26]. Virtual Musical Instruments (VMIs) are DMIs which do not require direct contact

between the musician and a control surface. This is made possible by different types of tracking

technologies: the body itself of the musician becomes the performer interface, which movement

is detected by different types of sensors that can be positioned on the body or trace its position

through cameras (e.g. in the spectrum of visible or infrared light). As Mulder suggests, feedback

is provided mainly through kinaesthetic and auditory means, leaving aside force and tactile feed-

back. Some indirect tactile, proprioceptive and visual feedback remains however available to the

musician who feels their own body.

Mulder proposes some examples of VMIs, divided in different categories:

■ Glove based instruments can translate hands and finger movements into musical perfor-

mance, e.g. through hall-effect sensors to produce MIDI messages [27];

■ Instruments based on whole body movements include for example the Very Nervous Sys-

6



Introductory concepts N. Davanzo

tem [28], which translates movements into MIDI events through video image processing;

■ Bioelectric signals can be used for musical interfacing as well. BioMuse (described in Sec. 5.1.1)

provides MIDI control over electromyographic, electroencephalographic and oculographic

sensors;

■ Gestural controllers for conduction include for example a "Computer Music System that

Follows a Human Conductor" [29], which allows to control MIDI performance through a

glove, resembling the conduction of an orchestra.

Virtual instruments can be considered gestural interfaces, possibly falling into the categories ex-

panded range or immersive alternate gestural controllers described by Miranda and Wanderley

and reviewed above, depending on whether it is the movement of only some body parts of the

musician that contributes to musical interaction, or their entire body. As stated in Sec. 1.4, vir-

tual instruments can be a solution for designing musical interaction systems for people with

quadriplegic disabilities (i.e. the main focus of this work), exploiting residual movement abili-

ties. All the instruments presented in Part II of this thesis are indeed VMIs.

Performance instruments. The term DMI has somewhat fuzzy boundaries in the literature,

and intersects with other forms of musical interfaces. We introduce the wording "performance in-

struments" based on a rather restrictive definition provided by Malloch et al.’s conceptual frame-

work [30], which is in turn inspired by Rasmussen’s model of human information processing [31].

In this view, interaction behaviors can be skill-, rule-, or model-based. Briefly, skill-based behav-

iors are related to activities which take place without conscious attention as smooth, automated,

and highly integrated movements controlled on the basis of continuous signals coming from the

environment: playing a conventional acoustic instrument falls in this category, along with hand-

writing, sports, bicycle riding, etc. In rule-based behaviors, activities consist of subroutines con-

trolled by stored rules or procedures which have been learned or derived empirically, and infor-

mation from the environment is typically perceived as signs: musical examples in this category

include sequencing, live diffusion, creating a rhythm on a drum machine, etc. Model-based be-

haviors refer to more abstract activities in which performance is directed towards a conceptual

goal (algorithmic music composition, presentation of recorded material, etc.) and information is

perceived as symbols.

The above discussion provides the ground for stating that the present thesis work is focused on

skill-based musical instruments, which bear close similarities to traditional ones in terms of both

performance behavior and context. It should however be noted that the distinction between skill-

and rule-based behaviors is generally blurred [31], and depends on previous training and experi-

ence. This is true for musical performance as well [30], where rule- and skill-based behaviors are

mixed.

1.3. Accessible Digital Musical Instruments

As mentioned in Sec. 1.1, music can provide a number of beneficial effects to players and listeners.

Yet, music playing is still not easily accessible for persons with disabilities. A book by Lubet [32]
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describes the relation of music with disability studies, addressing the ways in which the oppor-

tunity to participate in musical activities is often hindered to such people. Similar evidences are

brought by the 2020 "Reshape Music" report from Youth Music [33].

Digital Musical Instruments have the potential for augmented accessibility with respect to tradi-

tional ones, as we have seen they allow for new, non-conventional modes of interaction [24]. The

term “Accessible DMIs” (ADMIs) is often used to refer to instruments designed for persons with

disabilities and special needs. The acronym ADMI, although almost always referring to a digital

musical instrument dedicated to people with disabilities, is sometimes used differently, placing

the words "assistive" or "adaptive" in the place of "accessible". As an example, Frid [34] cites the

term “assistive music technologies”, while Graham and Knight [35] refers to ADMIs as “adaptive

music technologies”. All these definitions bring about slightly different meanings, and it is useful

to draw a distinction between these definitions.

■ An assistive technology has been specifically designed to help a person with a disability to

perform a task. The word “assistive” implies that an external source (technology) provides

aid to a person with disabilities to complete a task. For example, a screen reader on a com-

puter can help a person with a disability to read a job posting; a text-to-speech technology

can help a visually-impaired user to read a text;

■ An adaptive technology has the ability to adjust to the context and to the situation of the

musician. For example, Clarion (described in Sec. 5.1.12) is an ADMI with high customiza-

tion possibilities, being possible to adapt it to various use cases depending on the kind of

disability from which the user suffers.

■ An accessible technology has been designed with the needs of different users in mind. It

possesses built-in customization features so that the user can really individualize their ex-

perience to meet their needs.

In this thesis the acronym ADMI is used with the meaning of "Accessible Digital Musical Instru-

ment" in order to emphasize aspects related to inclusion and universal design. Nonetheless, the

concepts of adaptability and assistance remain central properties of accessible instruments.

ADMIs and related works in the context of accessible interfaces have carved out an important

niche within the literature. A great number of works have been published as New Interfaces for

Musical Expression [36, 37, 38, 39]. As indicated by Frid [34] in her review work, several initiatives

and charity organizations focusing on these topics were born in recent years, as well as several

companies producing ADMIs and having inclusive music practices at the core of their mission.

As reported with the dimension space analysis framework described further in Ch. 2, ADMIs can

target multiple types of disabilities. In this work, those disabilities are framed in three categories:

physical (affecting motor skills and proprioception), sensory (affecting sight, touch, hearing and

the five senses in general) and cognitive (affecting mind, learning skills and brain related skills).

Other works propose statistics for similar categorizations. Frid, for example, classifies ADMIs

found in literature through overlapping categories indicating that 39.8% of them are focused on

users with motor disabilities, in particular 4.8% are dedicated to users affected by quadriplegia. As

for ADMIs dedicated to sensory disabilities, 3.6% is dedicated to people with visual impairments
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and 6.0% to users with hearing impairments. 4.8% of the instruments are instead dedicated to

users with cognitive impairments. Frid also indicates additional ADMIs user groups, for which it

reports the percentage of dedicated ADMIs: learning difficulties (9.6%), autism spectrum disorder

(8.4%), special needs (7.2%), complex needs (6.0%), cerebral palsy (6.0%), and people who cannot

communicate verbally (6.0%).

McPherson draws a distinction between “performance-focused” and “therapeutic” instruments [40],

where the former include ADMIs designed to enable masterful performances by musicians with

disabilities, while the latter include instruments designed to elicit the therapeutic or wellbeing

aspects of music making, even for non-musicians. Cappelen and Anderson [41] refer to the en-

semble of activities enabled by music access through the word “musicking”, originally coined by

Small [41, 42]) to subsume all the activities related to music such as listening, playing alone or

together, composing and dancing. The benefits of providing access to music to persons with dis-

abilities have been discussed in many of the works mentioned above, and include rehabilitation,

social inclusion, personal expression, physical and psychological wellbeing.

The aformentioned analysis framework in Ch. 2 provides a deeper insight on ADMIs design cues.

We refer the reader to that section for greater detail on the topic.

1.4. HeaDMIs

As multiply stated before, most of the instruments and design concepts described in this thesis

work are focused on a specific target group: musicians with quadriplegia. A particular kind of AD-

MIs, for which we have introduce the name HeaDMIs1, covers such target group. For people with

quadriplegia, the only traditional/acoustic means for musical expression are singing or whistling,

and a limited number of instruments, such as the mouth harmonica, the kazoo, and possibly a

few more.

The use of digital means and electronic sensors for interaction design offer less constraints for

instrument development. In order to be able to create instruments which are truly accessible by

people with quadriplegia, we should redefine the concept of ADMI as one modeled entirely on the

residual motor abilities of the musician, whose interaction parameters adapt to the best available

physical channels. This was one of the core motivating concepts for the research work conducted

during my PhD studies, which includes the development of a modular and adaptable conceptual

framework for their design, by which various types and levels of physical impairments can be

addressed.

1.4.1. Structure

Fig. 1.2 presents a structural diagram for a HeaDMI, whose components are discussed next. Such

diagram represents an alternative formulation for the generic DMIs scheme depicted in Fig. 1.1,

more specific for this particular context. Here we further specify the performer’s action in terms

1The name "HeaDMI" summarizes the wording "DMIs controlled through interaction channels placed on the user’s
Head".
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Figure 1.2.: Structural diagram of a HeaDMI.

of physical interaction channels, parameters, and mapping strategies, as well as the sources of

feedback to the performer.

1.4.1.1. Physical channels

The physical channels used to interact with traditional musical instruments are hands, fingers,

breath, mouth/lips, and feet, with rare exceptions. A HeaDMI can only exploit the remaining able

channels of the performer: these may therefore include head movements, gaze pointing, mouth

aperture, etc. A comprehensive list and analysis of these channels is presented in Ch. 3 (Tab. 3.1).

Any single physical channel can have multiple associated parameters: as an example, those as-

sociated to Head movements include pitch, yaw and roll angles, while those associated to Gaze

pointing are the 2D pointing coordinates on the screen, the duration of fixations, etc. Each pa-

rameter can be estimated by appropriate sensors and can be assigned a role in the musical inter-

action.

1.4.1.2. Sound production unit

This block is responsible for the sound synthesis. As mentioned in Sec. 1.2, the possibility of

separating the control interface from the sound production unit in a DMI provides an additional

degree of freedom with respect to acoustic instruments. The sound production unit generally

exposes an interface which is able to receive a set of messages and events influencing musical

parameters.

We opt for an operative classification of musical parameters, often used in the context of DMIs [43,

44], which identifies three levels of control over musical processes: the Note level requires param-

eters related to a single note event; the Timbral level demands parameters with high temporal

resolution, acting on timbral sound properties, even within a single note event; the Process level

is a “macroscopic” one, which is associated to global or structural musical characteristics. These

three levels are reported in Table 1.1, along with a non-exhaustive list of possible associated musi-

cal parameters (more precisely, the parameters listed in Table 1.1 are those used by the HeaDMIs

reviewed in Sec. 5.1).
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Control Level Musical parameters Abbr.
Note Note on/off note

Pitch pitc
Intensity inte
Glide glid
. . .

Timbral Vibrato vibr
Brightness brig
Sustain sust
. . .

Process Instrument selection isel
Mode/scale selection msel
Transposition tran
Harmonic change hcha
Tempo temp
Panning pann
. . .

Table 1.1.: A non-exhaustive list of musical parameters, associated to different control levels.

At the Note level, note on/off events control the triggering/releasing of a note; pitch refers to

the perceived note height, and may be quantized on a musical scale or may vary continuously;

intensity relates to the energy injected into the note emission, and thus to its loudness but also to

its spectral coloration; glide refers to a smooth transition between pitches of two successive notes.

At the Timbral level, vibrato is a rapid, slight oscillation in pitch which produces a richer tone;

brightness refers to the possibility of manipulating the spectral energy of the sound towards the

high or the low frequencies; sustain is a control available on some instruments (e.g., on the piano

through the damper pedal) by which the note keeps resonating after its actual release (possibly

along with sympathetic resonance from other notes).

At the Process level, instrument selection refers to the used instrumental sound; mode/scale se-

lection and transposition refer to the possibility of redefining the musical scale on which the

instrument is tuned or to transpose all the pitches by a given offset (e.g., an octave); harmonic

change controls the switching between different chords; tempo refers to the control over the beats

per minute (BPMs) of the music being played; panning controls how the sound is distributed on

output channels (e.g., in a stereo or multichannel set-up).

1.4.1.3. Mapping

As stated in Sec. 1.2, by mapping we refer to the way in which channels parameters are linked to

musical ones. McGlynn [21] discusses various mapping strategies, some of which are especially

relevant for the channels analyzed in Ch. 3.

■ Trigger: an action of the physical channel causes an instantaneous event (an example is a

hit on a drum pad);

■ Toggle: an action causes an instantaneous switch to a different state, and a subsequent one
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returns it to the previous state (an example is the use of a selector to transpose by one octave

up and down, or to switch from one scale to another);

■ Counter: different actions allow to scroll between different states in a circular fashion (as an

example, pressing a key on an electronic keyboard allows to scroll through different avail-

able sounds);

■ Hold: an action changes the internal state of the system, as long as it is maintained (an

example is the pressure on the expression pedal of a piano);

■ Continuous range: the value of a physical channel parameter in a continuous range is mapped

to a musical parameter over an analogously continuous interval (as an example, breath

pressure can be mapped to intensity, or head position can be mapped to pitch);

■ Discrete range: the value of a physical channel parameter is quantized and mapped to a

discrete set of values of a musical parameter (as an example, in a harmonica the horizontal

head position is mapped to a discrete set of pitches);

■ Excitation: the rate of change (time derivative) of a physical channel parameter is mapped

to a musical parameter (as an example, in a violin the bow speed affects the intensity).

Mappings also have associated qualities, which depend on strategies but also on the physical

and musical parameters involved, and have a major influence in instrument playability, expres-

siveness, and enjoyment. Some of these qualities are particularly relevant for HeaDMIs. Such

qualities are reviewed below.

Transparency. This quality refers to the “psychophysiological distance” [45] between physical

and musical parameters of the mapping, from both the performer and the audience perspective.

For the former, transparency depends on cognitive understanding of the mapping and on the

level of dexterity with the instrument, while the latter only need to have an understanding of

causal relationships between performer’s actions and sonic results. For both, understanding is

derived from previous knowledge and expectations: as an example, mimicking physical actions

on an acoustic instrument, or using metaphors (e.g., pitch increasing from left to right as in a

piano keyboard), aids transparency. This aspect is particularly relevant for HeaDMIs, due to the

unconventional physical channels considered.

Energy. One particularly important ecological principle (i.e., one reflecting expectations de-

rived from everyday experience) is that the acoustic energy of the instrumental sound should

be the product of muscular energy injected by the performer’s gestures into the instrument. Us-

ability experiments in DMI design [46] have shown that incorporating energy into the mapping

provides a more engaging natural instrument and a tighter connection of the performer to it. The

physical channels considered in this work allow for limited possibilities of movement and mus-

cular activation. It is therefore necessary to maximize the use of energy in the mapping, and also

to devise alternative strategies to compensate for these limitations.
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Cardinality. Simple mappings employ one-to-one relationships between physical and musical

parameters. However it has been long been suggested [46] that relationships involving higher car-

dinalities (many-to-one, one-to-many, many-to-many) should be preferred especially when sev-

eral musical parameters are exposed by the sound production unit. These relationships, which

are typical of most acoustic instruments, have been shown to be more rewarding and intuitive

for musical interaction and to provide more expressive control, possibly at the expense of longer

learning times [46]. They may also require additional layers of processing to extract intermediate

parameters [47]: as an example, parameters from several physical channels may be combined to

estimate the performer’s facial expressions and control mode selection in a many-to-one map-

ping.

1.4.1.4. Performer interface

As mentioned in Sec. 1.2, in DMIs the instrument interface is often physically separable from the

sound production unit. In HeaDMIs such interface may be totally absent, especially whenever

the employed channels do not require external references for performing their actions. In this

case the body of the performer becomes the interface to some extent. This would be the case for

many of the channels discussed in Ch. 3. Some other channels, like Gaze pointing, require visual

objects on a screen in order for gaze fixations to occur and be detected. Several of the brain-

computer interfaces discussed in Ch. 5 also require external stimulation that elicits the desired

brain responses.

If present, the user interface may be represented by physical or virtual objects (e.g. shown on

a screen). Furthermore, it may be part of the mapping strategies of the instrument, as physical

channel parameters may manipulate static or dynamic objects (keys, sliders, or more complex

elements), and this manipulation would reflect on musical parameters.

This component can be also devoted to providing extrinsic feedback to the performer, in addi-

tion to the intrinsic (tactile, proprioceptive, kinesthetic) feedback generated by performer’s move-

ments [48] and the auditory feedback provided by the sound production unit. Extrinsic feedback

may use several modalities (e.g., visual feedback through computer screen, vibrotactile feedback

through actuators, etc.). In acoustic instruments, a physical interface has the double function of

mapping actions to sound and of providing extrinsic feedback to the performer: as an example,

the piano keyboard provides both the mechanical machinery that sets strings into vibration, and

a visual and haptic interface for the performer to locate pitches and control the dynamics. In

DMIs, rich, multimodal feedback can be introduced to enhance the interaction between player

and instrument [24].

1.4.2. Target group

The potential target population for HeaDMIs is vast. Sears et al. [49] presents an overview of

health conditions and related physical impairments that affect the upper body and consequently

hinder the use of traditional instruments and musical interfaces:
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(a) (b)

(c) (d)

Figure 1.3.: Illustrations to explain various diseases which could lead to quadriplegia: (a) vertebrae
numbers and classification; (b) axial T2 magnetic resonance imaging of cervical spine
with normal cord signal (green circle) and increased signal due to transverse myelitis
(red circle); (c) a visual rendering of the effect of multiple sclerosis on myelin; (d) a vi-
sual rendering of the polio virus capsid.
Source: (a) CNX OpenStax; (b) JasonRobertYoungMD; (c) Stephanie021299; (d)
Manuel Almagro Rivas; all licensed under CC BY-SA 4.0, via Wikimedia Commons.
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■ High-level spinal cord injuries, especially those related to cervical vertebrae (C1-C7, Fig. 1.3a),

can cause loss of motor and/or sensory control. To date, an effective cure for such condition

is unknown. In addition, an injury to the first two thoracic vertebrae (T1-T2, Fig. 1.3a) can

also lead to a difficulty or an inability to move hands and fingers correctly. Other traumatic

injuries can lead to the amputation of one or more limbs;

■ Transverse myelitis (Fig. 1.3b) causes an inflammation of the spinal cord, which in turn can

cause numbness, and/or a deficit of sensory and motor skills in both the arms and legs;

■ Amyotrophic lateral sclerosis is a progressive neurodegenerative disease that affects nerve

cells both at brain and spinal cord level; consequently, the affected individual could lose the

ability to move, eat, speak, breathe;

■ Multiple sclerosis is a disease that results in the loss of insulating myelin which covers nerve

cells (Fig. 1.3c). Both the brain and the spinal cord can be damaged as a result. A percentage

of people with multiple sclerosis have also sensory problems;

■ Polio (Fig. 1.3d) is a viral disease which could lead to muscle weakness and inability to move;

it has however been nearly eradicated since 1988 through vaccines;

■ Lock-in syndrome describes a condition in which the affected person cannot move any part

of the body except eyes and eyebrows, but keeps all their cognitive functions unaffected.

Total lock-in syndrome is a variant in which the eyes and eyebrows are also out of control.

Such conditions are caused by damage to certain parts of the lower brain and/or brainstem,

which can occur following thrombosis, stroke, cancer and/or traumatic injury.

■ Muscular dystrophy is an expression that indicates a group of at least 30 different types of

congenital disorders, the most common of which is Duchenne muscular dystrophy. These

diseases cause progressive weakening of the skeletal muscles. Amelia, that is the absence of

one or more limbs, can be given by a congenital disorder.

The size of the affected population can be inferred by epidemiological data. As an example, the

incidence (occurrence of new cases) of spinal cord injuries varies between developed countries

(13.1-163.4 cases per million) and undeveloped countries (13.0-220.0 cases per million) [50], with

250,000 to 500,000 persons affected every year worldwide [51]. Rates of prevalence (persons af-

fected at a given time) range from 906 per million in the US (highest recorded) to 250 per million

in France (lowest recorded) [52]. As a further example, the incidence of amyotrophic lateral scle-

rosis is 1.0-2.6 cases per 100,000 people every year [53], and is particularly high in Europe, with

15,000 new cases per year [54, 55]. Prevalence ranges from 4 to 9 people per 100,000 [53, 54, 55].

1.5. Evaluation

While there is extensive literature dedicated to Digital Musical Instruments in general, one of the

main addressed issues among it is their evaluation [56, 57, 58].

Evaluation of DMIs encompasses a broader set of aspects than those typically considered in HCI.
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Being these technologies dedicated to artistic expression, it is difficult to define performance ex-

pectations and therefore to define evaluation metrics. While one of the most critical aspects of

DMIs design is the relationship between the musician and the instrument’s interface during per-

formance [21], a number of other design aspects are to be taken into account. Evaluation spins

around the concept of musical performance, which involves a number of stakeholders: perform-

ers, composers, audiences, designers, manufacturers. O’Modhrain [56] proposed a framework

for DMIs evaluation which takes into account the roles of stakeholders in a number of evalua-

tion goals (enjoyment, playability, robustness, compliance to design specification). While every

stakeholder is interested in the enjoyment and playability, the performer and the manufacturer

are also interested in the robustness of the instrument’s hardware and software, while the designer

and the manufacturer could be interested in evaluating how they are meeting the design specifi-

cations. A summary of O’Modhrain’s framework is given in Table 1.2. The original table [56, Table

1] is also populated with methods that a given stakeholder might use in order to evaluate a DMI

against a given design goal. This has been the basis for various DMI evaluation methodologies.

As an example, for their evaluation of The EyeHarp instrument Vamvakousis and Ramirez [59] im-

plemented part of this framework by providing a questionnaire to an audience which attended

a small organized concert (see also Sec. 5.1.8). Other frameworks, such as the one proposed by

Birnbaum and Malloch [30, 44], are aimed at DMIs classification, providing ground for evaluation

of design choices.

For DMIs in general, the causal link between the performer’s gestures and the sound generation

may not always be clearly perceivable by the audience: this may impact negatively on audience’s

engagement. Augmenting the audience experience through additional sensory channels (e.g., vi-

suals [60] or haptics [61]) can help reestablish such a link by increasing the transparency of the

interaction. This issue is even more challenging in the case of HeaDMIs, where mappings have

necessarily a limited ecological validity, and transparency is reduced by the lack of apparent ex-

change of energy between the performer and the instrument. As a consequence, causal relation-

ships between performer’s actions and sound are opaque to the audience. The need for additional

multimodal cues, able to reestablish the connection between cause and effect, becomes particu-

larly important in order to make a HeaDMI performance convincing, effective, and expressive. A

possible solution could be to show the audience (e.g. through projection) the performer interface

on a screen in real time [62].
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Audience • •
Performer • • •
Designer • • •

Manufacturer • • • •

Table 1.2.: DMI evaluation framework: stakeholders, evaluation goals, and connections (based on
O’Modhrain [56, Table 1]). A dot represents the interest to evaluate the given goal from
the perspective of the given stakeholder.

17





2
Dimension space analysis for ADMIs design

In 2020, we’ve presented an article covering ADMIs design concepts [2]. This paper proposed

a formal tool to explore the main design aspects of ADMIs based on dimension space analysis, a

well established methodology in the New Interfaces for Musical Expression (NIME) literature which

allows to generate an effective visual representation of the design space. We therefore proposed

a set of relevant dimensions, which are based both on categories proposed in recent works in the

research context, and on original contributions.

Despite the publication of studies dedicated to reviewing the state-of-the-art of ADMIs [34, 35,

37, 40], there was still a lack of contributions towards a systematic analysis of the most important

dimensions of their design.

The goal of our work was to contribute to the advancement of this research direction by proposing

a more comprehensive framework for evaluating and classifying a broad range of ADMIs. In doing

so, we discussed a set of relevant requirements and design choices for this class of instruments.

An account of previous works on dimension space analysis is provided in Sec. 2.1. Our imple-

mentation is instead described in Sec. 2.2. Some examples of its application are provided as case

studies in Sec. 2.3. Conclusions and future works are discussed in Sec. 2.4.

2.1. Previous works on Dimension Space Analysis

Several approaches have been proposed in the past to classify and evaluate the main design as-

pects of a broad range of “musical devices”, including musical instruments, interactive installa-

tions, games, and so on [24, 63, 64]). Among them, the dimension space analysis proposed by

Birnbaum et al. [44] is particularly appealing both for its applicability to a variety of contexts and

for the effectiveness of dimension plots, which allow to visualize and rapidly compare musical

devices along a set of design dimensions.

Birnbaum empirically observed that the functionality of a space is not affected in plots with as

many as eight axes, and proposed seven dimensions for analyzing musical devices in their broad-

est meaning: Required Expertise, representing the level of practice of the performer; Musical Con-
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trol, specifying the level of musical control exerted by the performer; Degrees of Freedom, indicat-

ing the number of input controls available to a user; Feedback Modalities, specifying the degree

to which a system provides real-time feedback; Inter-actors, representing the number of people

involved in the musical interaction; Distribution in Space, indicating the total physical area in

which the interaction takes place; Role of Sound, representing the category of sound role (with

three main values: artistic/expressive, environmental, and informational).

The flexibility of the dimension space approach lies in the ability to redefine the axes. In fact, al-

ternative representations have been proposed: Magnusson [65] presented an “epistemic” dimen-

sion space, as opposed to the more “phenomenological” Birnbaum space. Some other authors

proposed more specialized spaces, aimed at evaluating specific categories of musical devices:

Hattwick and Wanderley [66] presented a dimension space for evaluating collaborative music per-

formance systems. In a similar fashion, Hödl and Fitzpatrick [67] targeted hand-controlled guitar

effects for live music and described a related design space.

Following these examples, here we resort to the dimension space analysis approach to propose a

new space dedicated to ADMIs. The aim of this effort is to reflect on the dimensions that define

their design space and to offer a tool for labeling, discussing, and evaluating such instruments.

As such, the proposed space is not intended as an alternative representation to the one designed

by Birnbaum, but rather as a finer layer of description devoted to a specific class of instruments.

Therefore, a complete description of a single ADMI could be obtained by classifying it both along

the seven-axis Birnbaum space and along the eight-axis space proposed in this work. The two

descriptions are complementary, as discussed in the remainder of this chapter.

2.2. Our Dimension Space

Following these examples, here we resort to a dimension space analysis approach to propose a

new space dedicated to ADMIs. The aim of this effort is to reflect on the dimensions that define

their design space and to offer a tool for labeling, discussing, and evaluating such instruments.

As such, the proposed space is not intended as an alternative representation to the one designed

by Birnbaum, but rather as a finer layer of description devoted to a specific class of instruments.

Therefore, a complete description of a single ADMI could be obtained by classifying it both along

the seven-axis Birnbaum space and along the eight-axis space proposed in this work. The two

descriptions are complementary.

The eight-axis configuration resulting from our analysis is shown in Fig. 2.1. The eight axes can be

conceptually grouped into two subsets: the four axes in the lower part of the plot (labeled in blue)

relate to the intended target users and to the use contexts of the instrument, while those in the

upper part of the plot (labeled in green) are related to the design choices of the instrument. These

groups reflect two distinct phases of the design of an ADMI, where the first one is more related to

preliminary definition of requirements, and the second one is concerned with subsequent choices

in the design. We discuss these two subset of axes in Sec. 2.2.1 and 2.2.2, respectively.
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Figure 2.1.: A visual representation of the proposed dimension space. Axes are grouped in two sub-
sets: Target users and use contexts (blue), and Design choices (green).

2.2.1. Target users and use contexts

In this section we discuss the four axes in the lower half of the proposed dimension space (see

Fig. 2.1).

Disability is a “complex multidimensional experience” [68] which poses challenges for measure-

ment and classification. In the “International Classification of Functioning, Disability and Health”

(ICF) [69], the World Health Organization categorizes problems with human functioning in three

interconnected areas: impairments are problems in body function or alterations in body struc-

ture, and are often identified as symptoms or signs of health conditions; activity limitations are

difficulties in executing specific activities; participation restrictions are problems with involve-

ment in any area of life. Disability refers to difficulties encountered in any or all these three areas

of functioning.

The Washington Group on Disability Statistics [68, p.26], an international, consultative group of

experts aimed at facilitating the measurement of disability, applies an ICF-based approach which

covers six functional domains or basic actions: seeing, hearing, mobility, cognition, self-care, and

communication.

In the context of human-computer interfaces, Jacko et al. [70, Ch.43] proposed a conceptual

scheme aimed at defining categories of impairments and their relation to the use of interactive

technologies. Specifically the authors considered five broad categories: (a) hearing impairments,

(b) mental impairments, (c) physical impairments, (d) speech impairments, and (e) visual impair-

ments. Each is composed of a collection of related clinical diagnoses which, in turn, influence

certain functional capabilities that are critical to accessing specific classes of technologies.
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For the purposes of this work, categories of impairments are further clustered into three main

axes: physical, cognitive, sensory (or perceptual). These three broad categories are often em-

ployed in the literature of accessible HCI [70, Ch.41-44]. Previous reviews on ADMIs [34, 37, 40]

suggest that target user groups can be classified into these three categories. Moreover, the multi-

dimensional character of disability also means that physical, sensory, and cognitive impairments

are often intertwined.

Physical impairment. Usually, ADMIs aimed at musicians with physical impairments are de-

signed to address a specific degree of motor ability. With a handful of exceptions (the harmonica,

the kazoo, and possibly a few more), traditional musical instruments include upper limbs (hands

and fingers in particular) among their physical interaction channels, with the possible addition

of the feet (used for example to control pedals and foot switches), and breath. Consequently, this

axis indicates the level of motor impairment addressed by the instrument along a discrete scale

of five points, each representing the minimum motor skill level required by the instrument. The

rationale behind this classification is that instruments devoted to higher levels of impairment can

potentially be used also for lower levels of impairment. The proposed levels are as follows (see

Sears et al. [70, Ch. 42] for an overview of related health conditions and traumas):

1. Uncompromised motor skills (NC) - Includes instruments dedicated to fully motor skilled

users, therefore aimed at other types of impairments.

2. Lightly compromised motor skills (LC) - Includes instruments for users who do not have full

control of (or have difficulty controlling) limbs. This could be given by cerebral palsy, heart

attack, and other conditions.

3. Heavily compromised motor skills (HC) - Includes instruments dedicated to people who

have at least one limb completely compromised, unable (or almost completely unable) to

move. DMIs dedicated to users with situations such as hemiplegic paralysis or paraplegia

belong to this category.

4. Quadriplegic paralysis (QP) - Includes instruments dedicated to people who no longer con-

trol upper and lower limbs. These instruments can take advantage of interaction chan-

nels available from the neck upwards (face muscles tension, gaze, brain frequencies, breath,

etc.) [71].

5. Lock-in syndrome (LI) - This is a condition in which a person is awake and conscious but can

only move his eyes. This category includes instruments that use only eye based interaction

(e.g. gaze-based or blink-based), or electroencephalogram (EEG) based interaction.

Sensory impairment. Frid [34] remarks that a very limited amount of existing ADMIs are specif-

ically designed for users with sensory impairments. As an example, only 3.6% of the 83 instru-

ments reviewed in her work focused on persons with visual impairments, while 6.0% focused on

persons with hearing impairments. This is therefore a research direction that needs to be further

explored. The corresponding axis in the proposed dimension space indicates the level of sensory

impairment addressed by the instrument. Unlike the physical impairment axis, this is a continu-
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ous axis ranging in value from low to high levels of impairment. The reason for this choice is that

different or multiple types of sensory impairments may be addressed, which makes impossible to

define a unique discrete scale of levels.

Cognitive impairment. The cognitive impairment axis may include several different target groups,

such as children with special educational needs (SEN), learning and developmental difficulties,

behavioral disorders, autism spectrum disorder (ASD), as well as elderly people with aging-related

losses of cognitive abilities, and persons with severe intellectual deficits lacking conceptual and/or

communication skills. In the literature, reference is often made to four levels of intellectual im-

pairment (mild, moderate, severe, profound) [72, 73, 74], ranging from situations in which the

person is able to learn practical skills and communicate, to scenarios in which the person does

not have any degree of autonomy and independence. However these categories are not easily re-

lated to musical abilities: for this reason, in the proposed dimension space this is a continuous

axis ranging in value from low to high levels of impairment.

Use context. The fourth and last axis in the lower half of the proposed dimension space is re-

lated to the use context for which the instrument is intended. Regardless of the type(s) of impair-

ment of the target users, defining the context of use influences all the subsequent design choices.

Harrison and McPherson [75] make a distinction between two broad categories of ADMIs. On one

side, “therapeutic devices” are meant to provide a means for persons with disabilities to enjoy the

health, social and psychological benefits of music making, demonstrated by music therapy prac-

tices. Instruments in this class often have a low-barrier to expressive music making, and work

particularly well in group music workshop contexts, or as part of music therapy sessions. On

the other hand, the category of “performance-focused instruments” refers to instruments which

allow the performer to reach high levels of expression and virtuosity, similarly to traditional in-

struments for performers who live without disabilities. Instruments in this category often require

larger amounts of practice and are particularly suited for inclusive music performance contexts,

such as accessible orchestras. It has to be noted that therapy and performance are not mutually

exclusive use contexts and may co-exist in the design of an ADMI. Therefore, in the proposed di-

mension space use context is a continuous axis ranging in value from therapy to performance,

depending on the aims of the instrument.

2.2.2. Design choices

Having defined the potential target groups and the use contexts of the instrument, the remaining

dimensions relate to fundamental choices in the design of the ADMI. These can strengthen some

aspects of inclusion rather than others, influencing the accessible qualities of the instrument. By

analyzing previous works in the literature, we extracted four design dimensions which are espe-

cially relevant for accessibility. These are represented in the upper half of the proposed dimension

space (see Fig. 2.1) and are discussed next.
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Adaptability. This has long become a key concept in the field of accessible HCI. When designing

for persons with disabilities, every user has different and individual requirements and needs, and

adaptive interfaces have the potential for accommodating a wide range of users. Jacko et al. [70,

Ch.43] discuss several adaptive interfaces in the context of sensory impairments. An analysis of

the ADMI literature shows that existing instruments generally allow for limited adaptability to

the specific needs of an individual user. Thus, this remains one of the ultimate challenges in this

context, as acknowledged by various scholars [34, 37, 76]. Some instruments may include the pos-

sibility of customizing parts of the interface and instrumental features. However a deeper form

of adaptability should be based on user models with respect to their abilities and should con-

sequently include the possibility of modifying the interface, the employed interaction channels,

and the musical mappings. An emerging trend amounts to using interactive machine learning

techniques in order for an instrument to learn preferred or idiosyncratic gestures of an individ-

ual user, and to map the learned gestures to musical parameters. A notable related example is

the Wekinator software [77], in which various supervised machine learning approaches are used

to build musical mappings through training examples. Interestingly, this sofware has been used

in a recent project aimed at building customized musical rehabilitation devices for children with

severe motor impairments [78]. It has to be noted that the adaptability axis plays a special role in

the definition of the space, as it can affect the remaining dimensions related to design choices. As

an example, a high level of adaptability may imply that the instrument can address various levels

of physical impairments, or be equally suited to music therapy contexts and to performance con-

texts through ad-hoc setup changes, and so on. Therefore, in the case of an instrument with high

adaptability it would be recommended to classify it according to the most common use case, or

provide a judgment that reflects the maximum level attained for a given axis.

Design novelty. A distinction can be drawn between instruments that are designed from scratch

having persons with disabilities as target users, and adaptations of existing instruments. The defi-

nition “adapted instrument” is often used to refer to a modification of a traditional or pre-existing

instrument, obtained through either mechanical, electroacoustic, or digital means: in this case

the focus is thus shifted towards the “assistive” facet of technology. On the other hand, in the case

of completely novel instruments the focus is shifted towards the “accessible” facet of technology,

which calls for cyclical, participatory design approaches that only recently started to enter the

mainstream of DMI research [79]. Similarly to some of the axes discussed above, there is a contin-

uum of possibilities in between these two dichotomic alternatives. As an example ADMIs employ-

ing existing control metaphors (e.g., the piano keyboard) may be assigned an intermediate rank

along this axis. Tending towards one of the two extremes of this axis depends on the target users

and contexts of use. Although a completely novel interface may possibly better accommodate

the necessities of persons with disabilities, offering the possibility to play a traditional instrument

may provide an added value for inclusive music practices.

Physical channels. The usability and the expressivity of the instrument are largely affected by

the amount of physical channels that the user can employ in the interaction. This axis thus re-

lates to the number of motor skills needed by the user. Examples are finger movements, breath,

EEG features, head movements, gaze pointing, etc. These in turn are related to the types and lev-
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els of impairments, especially physical ones, but also sensory and cognitive ones. This axis has

some relation with the “Degrees of Freedom” dimension indicated in the space for generic mu-

sical devices. However, that axis indicates the “number of input controls” and is thus focused on

the sound production unit of the instrument; on the other hand, this axis shifts the focus to the

perspective of the users and their functioning.

Simplification. The fourth and last axis in the lower half of the proposed dimension space is

related to the degree of simplification designed into the instrument. The word “simplification” in

this context is once more borrowed from the literature of accessible HCI, where it is often used

to refer to simplified interfaces aimed at reducing the cognitive load and/or simplifying motor

actions required to complete a task [70, Ch.23]. However, here we use this term in a wider sense:

the degree of simplification of an ADMI along this axis refers to all the aspects of the instrument

design aimed at aiding the user in completing musical tasks. These may include enlarging of

elements of the visual interface, but also temporal quantization of musical events to compensate

for rhythmic difficulties, simplified gestures to play chords or arpeggios, etc. Related concepts

have been investigated in the context of DMIs for novices and non-musicians (beginning with the

“low entry fee with no ceiling on virtuosity” claim by Wessel and Wright [80]), and are discussed by

McPherson et al. [40]. Correspondingly, the Birnbaum space includes the dimension “Required

expertise”. Here, however, the focus is not on user expertise, but rather on user abilities and on

the related design simplifications aimed at providing an engaging and rewarding experience.

2.3. Case studies

In this section a review of 8 ADMIs, including academic projects, commercial products, and non-

academic projects funded through charity programs is provided as an example. All the chosen

instruments appear in at least one recent review of ADMIs [34, 37, 40, 71]. The purpose is to

demonstrate the applicability of the proposed space to the analysis of existing instruments, and

to provide further discussion on its dimensions.

Figure 2.2 presents the visualization of the ADMIs in the dimension space. The plots show that

each of the reviewed instruments scores extreme (high or low) values along at least one axis. In

fact, each instrument has been chosen because it is especially relevant to discuss at least one of

the 8 dimensions. It should be noticed that since three of these instruments are HeaDMIs (namely

SSVEP, Clarion and Biomuse, in Fig. 2.2), they are included in the state-of-the-art review in Ch. 5.

Examples of ADMIs focused on physical impairments abound in the literature. Miranda and

coworkers developed several Brain-Computer Music Interfaces (BCMI). One in particular [81]

(Fig. 2.2a) was specifically designed for users with severe motor impairments, and was tested with

a patient with Locked-in Syndrome. The instrument allows for real-time generation of melodic

lines through a reactive brain-computer interface based on steady-state visual evoked potentials

(SSVEPs).

In contrast to the above, as already discussed, relatively little work has been done regarding in-

struments for persons with sensory impairments. One interesting example is provided by Gri-
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Figure 2.2.: Dimension space analysis of the reviewed ADMIs.
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erson [82], who developed an interactive audiovisual performance system for hearing impaired

persons (“Making Music With Images”, MMWI hereafter, Fig. 2.2b). The system visualizes sound

in real-time to allow hearing impaired individuals to interact with an experiential representation

of sound. The author foresees its use in rehabilitation mainly, but collaborative performance are

also considered as a possible use context.

One notable example with a strong focus on cognitive impairments is provided by WamBam [83]

(Fig. 2.2c). This is a self-contained electronic hand-drum meant for severely intellectually dis-

abled users. It is shaped as a dome made of various soft pads with different colors and textures,

which provide acoustic and vibrotactile feedback when touched. The authors foresee applica-

tions in music therapy sessions mainly, but discuss potential uses also in the context of musical

performance.

Unlike the previous instruments, the MINWii project [84] (Fig. 2.2d) is conceived and designed

exclusively as a therapeutic instrument. It is a music game which lets players improvise or play

songs by pointing at a virtual keyboard with color-coded keys, using a Wiimote Pistol. Different

implementations of the system were used both with children suffering from behavioral disorders

and with elderly patients suffering from mild to moderately severe Alzheimer’s disease, also taking

into account possible related motor impairments.

The Skoog [85] (Fig. 2.2e) is a commercial DMI which is presented as a “tactile instrument” and

consists of tangible interface that can be paired with a compatible mobile device. The interaction

metaphor is loosely based on a drum instrument, and provides an example of extreme simplifica-

tion, as potentially complex musical events are produced by pressing on one of five colour-coded

buttons. The instrument is said to be used both for performance and therapy, in particular it is

used with children with SEN and ASD, as well as individuals with physical impairments.

One of the few examples of ADMIs with a high degree of adaptability is provided by Clarion [86]

(Fig. 2.2f). This is an instrument developed through a long-term charity program, with the goal

of allowing performers with physical impairments to play in an orchestra. It has a strong empha-

sis on participatory design, interface adaptability to individual needs, and exploitation of off-the

shelf assistive technologies used by persons with disabilities in their everyday lives. It can use var-

ious alternative physical channels, including gaze pointing and head movements, depending on

the type and level of individual impairment, but can also be played with the fingers or the feet.

Harrison and McPherson [75] present a system for adapting the bass guitar for one-handed mu-

sicians (Fig. 2.2g). Possibly not a DMI in a strict sense, this may be regarded as an assistive

technology that enables bass guitar playing by performers users with upper-limb impairments.

Specifically, it enables MIDI-controlled actuated fretting via a foot pedal control. As such, this

project provides a notable example of an adapted traditional instrument along the Design Novelty

dimension.

BioMuse [87] (Fig. 2.2h) is a pioneering project which underwent several implementations, all

having at their core a hardware and software setup developed specifically to collect electroen-

cephalographic, electrooculographic, and electromyographic signals from a large number of phys-

ical channels. These are then processed to extract a set of relevant features and map those to MIDI

events. BioMuse has been used to augment traditional musical instrument performance or as a
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stand-alone DMI, in the latter case being suitable also for performers with physical impairments.

The system is described in more detail in Sec. 5.1.1.

2.4. Conclusions and future works

We have shown a possible dimension space for ADMIs design analysis, demonstrating its descrip-

tive potential through the analysis of some state-of-the-art instruments.

There is often little information about the availability of technologies in disability related contexts.

In addition to being a conceptual design tool, the dimension space we propose could prove to be

a classification and categorization aid suitable for searching in catalogs. Assuming to search an

instrument suitable for a specific musician’s condition into a database of classified ADMIs, the

system could allow quick access to a list of proper instruments.

However, the system we propose certainly has limitations in the field of classification: it does

not reflect all the possible parameters and all the ADMI classification systems presented in past

literature, nor does it provide a complete definition of ADMI design choices. There are some non-

orderable categorical variables (e.g. related to sensors choice) that can hardly be representable in

the above web charts.

Future works could be aimed at using this system in new case studies to verify its efficiency, as well

as cataloging new instruments to highlight other design trends within the literature. New works

about the relationship between impairments and musical abilities could lead to a better definition

of the three axes Cognitive impairment, Perceptual impairment and Physical impairment, or to

their discretization.
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Interaction channels for HeaDMIs

Exponential increases of available computational resources, miniaturization, and sensors, are

enabling the development of digital musical instruments that use non-conventional interaction

paradigms and interfaces. This scenario opens up new opportunities and challenges in the cre-

ation of accessible instruments to include persons with quadriplegia into music practice. In

Sec. 1.4 we defined HeaDMIs, a particular type of skill-based Accessible Digital Musical Instru-

ments suitable for such target group and dedicated to musical performance activities. Developing

a musical instrument that allows control by people with tetraplegic disabilities implies the use of

unconventional physical interaction channels: being this type of users paralyzed in large parts of

the body, residual movement functions are available from the neck up.

The fact that some groups of muscles can be controlled more finely than others has well-known

implications for the design of human-computer interfaces [88]. One determinant – albeit not the

only one – of the performance of a group of muscles is the portion of the motor cortex devoted

to it. Fig. 3.1 shows the representation of the motor homunculus obtained by Penfield and col-

leagues [89] from the mapping of the motor cortex: one relevant aspect is that physical channels

located on the head occupy the second largest area of the motor cortex, after the hand and fin-

gers (which reflects their evolutionary importance for verbal and non-verbal communication).

This provides support to the idea of using these channels (plus the brain cortex itself) as musical

controllers [90].

In this chapter such channels are reviewed for HeaDMIs interaction design, analyzing them un-

der both musical interfacing and general Human-Computer Interaction perspectives. Sec. 3.1

provides a description of characterization concepts used to describe channels, as well as a list of

sensors which can be used for their detection. Detailed analysis of each channel is provided in

Sec. 3.2.

3.1. Channels characterization

For the sake of clarity, the analyzed channels are clustered into four groups, namely Eyes, Mouth,

Head, and Brain. A summary is provided in Table 3.1.
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Figure 3.1.: The motor homunculus, a topographic representation of body areas on the motor cor-
tex [89].
Source: adapted from a figure licensed under CC-BY-SA-4.0:
https: // commons. wikimedia. org/ wiki/ File: Motor_ homunculus. svg .

Each analyzed physical channel is characterized in terms of its associated parameters, along with

a list of suitable sensors for measuring such parameters, and a number of channel properties.

The properties considered here are visible in Table 3.1 (rightmost 9 columns). These were em-

pirically selected on the basis of their utility to characterize a physical channel in terms of the

mappings that it could be used for, with respect to both musical parameters and mapping strate-

gies.

■ Resolution refers to the number of distinct values that channel parameters can achieve, and

relates to the possibility of performing fine motor actions, accessing for example a higher

number of discrete pitch values.

■ Fatigue indicates whether the prolonged use of a channel can easily tire the performer, re-

quiring rest after a performance period.

■ Involuntary movements can be present and interfere with voluntary use, given the nature of

the channels.

■ Stability indicates the possibility of maintaining a stable value (e.g., a given intensity or

pitch) without flickering.

■ Rest indicates whether the channel possesses a natural, stable and easily accessible rest

state in which fatigue is minimized, which can be mapped to special values (e.g., zero in-

tensity or no sound emission).

■ Persistence indicates whether there is a physiological need to return to the rest state after a

period of use, as in the case of breath emission.

■ Smoothness indicates the degree of fluidity in changes of the channel parameters, as op-

posed to movement jerkiness, typical for example of gaze movements.

■ Accuracy refers to the ability of hitting a target value with the smallest possible error, needed

for example to move through pitch values.
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■ Velocity refers to the maximum attainable movement speed, regardless of accuracy, needed

to move quickly through different parameter values.

A detailed characterization of the above properties would require to collect, analyze, and com-

pare large amounts of physiological data. Moreover, it is known that user models calibrated ex-

clusively on subjects without disabilities are not applicable to persons with various motor impair-

ments [91]. In light of these considerations, for the purpose of this work we resort to a qualitative

characterization in which these properties are only given binary values (high-low, yes-no) with

reference to persons who live without disabilities, which serve as a best-case reference for motor-

impaired persons.

It should be noted that the proposed set of channels could also be extended: as an example, the

relatively subtle movements of nose and ears could be considered as a possible source of input

control for certain individuals with motor impairments, yet no previous related studies could be

retrieved at the time of writing.

3.1.1. Sensors

The considered sensors are summarized in Table 3.2. Many of these do not require further com-

ments, while more complex ones merit additional discussion.

Eye trackers detect the 3D position of pupils and the absolute gaze point in the visual scene (e.g.,

on a screen). Majaranta and Bulling [92] provide a review of eye tracking technologies. In this pa-

per we mainly refer to non-invasive eye trackers equipped with infrared cameras, which require

short calibration times and work in natural exposure conditions, some of which are now available

at relatively low prices. An alternative sensing technology is electrooculography, in which eye

movements are detected by measuring the standing corneal-retinal potential arising from hyper-

polarizations and depolarizations. Electrooculographic sensors consist of electrodes (typically 5)

placed on the skin around the eye. They have some advantages over video- and infrared-based

tracking, namely independence on lighting conditions, lightweight signal processing, mobile im-

plementations.

Electromyographic sensors detect muscle activations by measuring electrical activity. The poten-

tial of these sensors for the development of “muscle-computer” interaction has long been recog-

nized [93].

Head trackers detect head rotation angles (pitch, yaw, roll) and possibly translatory degrees of

freedom. Hess [94] provides a categorization of current head-tracking technologies. The 3D posi-

tion of the eyes can be used also for head tracking purposes, and many commercial eye trackers

possess this feature, thus enabling the use of two physical channels through one sensor.

Electroencephalographic (EEG) headsets consist of a cap with electrodes. This brings about the

more general topic of Brain-Computer Interfaces (BCIs), which are well discussed in several sur-

veys [95, 96, 97]. BCIs are operated by detecting brain signals through more or less invasive sen-

sors, chiefly EEGs. Although alternative techniques exist (magnetoencephalography, functional

Magnetic Resonance Imaging, functional Near-Infrared Spectroscopy), EEG sensors have several
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Sensor name Abbr.
Accelerometer acc
Breath sensor brea
Button btn
Camera cam
Depth (IR) camera dept
Elecroencephalographic headset eeg
Electromyographic sensor emg
Electrooculographic sensor eog
Eye tracker eyet
Gyroscope gyro
Hall effect sensor hall
Head tracker head
Microphone micr
Piezoelectric pressure sensor piez

Table 3.2.: List of sensor names and abbreviations.

advantages in terms of invasiveness, costs, and temporal resolution. BCIs are often categorized

as “passive” (using arbitrary brain activity without the purpose of voluntary control), “reactive”

(using brain activity arising in reaction to external stimulation), and “active” (using brain activity

that is consciously controlled by the user, independently from external events). The three brain

physical channels discussed in Sec. 3.2.4 map one-to-one into these categories.

3.2. Analysis

This section provides detailed channels analysis, grouping them in accordance with the classifi-

cation system proposed in Tab. 3.1. For each channel, physiological characteristics are described,

as well as previous work in their use for human-computer interaction purposes and musical in-

terfacing.

3.2.1. Eyes

Gaze pointing. Movements of the gaze point on an object or surface have some peculiar char-

acteristics [92]. Saccades are rapid and short (∼ 30 ms) movements. Involuntary saccades can be

stimulated by fast or unexpected objects, and by the absence of reliable reference points. During

fixations, the gaze point is still and focused on a narrow area. Fixations between two subsequent

saccades have typical durations of 100−400 ms. Involuntary angular jitter (∼ 0.1◦) can occur dur-

ing a fixation. Finally, smooth pursuits occur when the gaze follows a moving target.

Gaze pointing has well-established applications in HCI, including mouse emulation, gaze-based

text entry, web browsing, gaze-controlled games, attention-aware interfaces, user modeling and

monitoring [92]. Hornof [98] reviews eye-controlled music performance systems, which in most

cases allow interaction with pre-defined compositions (by triggering samples and musical events),

or control over music production software. He also proposes an interesting analysis of the capa-
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bilities and constraints of this channel in relation to musical expression.

One prominent challenge is the so called “Midas touch” problem [92]: fixations on an interface

element may lead to its activation even when the user has no such intention. Moreover, elements

crossed by saccadic movements may also be activated. Typical solutions include introducing a

dwell-time (a short delay to detect fixations), using specially designed selection areas and gaze

gestures, or exploiting a second physical channel to perform activations. For musical instruments,

this problem can prevent the completion of basic actions (e.g., jumping between two non consec-

utive pitches).

Hold strategies may also be employed, exploiting fixation duration. On the other hand, because of

the discontinuous character of saccades, Excitation is a less viable strategy. The main parameters

are the 2D gaze point coordinates on the screen, as well as fixation duration. Given its properties,

gaze pointing is particularly suited for Continuous and Discrete range selection mapping strate-

gies (see Sec. 1.4.1.3).

Eye movements. Although strictly related to the previous one, this channel refers to angular

displacements of the eyeballs relative to the frontal direction, with no reference to an absolute

pointing direction. As such, it does not necessarily require the presence of a screen (or any fixed

reference object) and has therefore the advantage of leaving freedom of movement to the subject’s

head and body. Regarding the properties of channel parameters, the same considerations made

for Gaze pointing apply here as well.

Although vision-based eye-tracking techniques may be used, the most common sensing technol-

ogy for eye movement detection is electrooculography. One specific example on the use of this

channel for interacting with a HeaDMI, BioMuse, is discussed in Sec. 5.1.1. We were not able to

recover additional examples in the field of assistive interfaces: in this context eye movements are

always targeted at fixating points of interest on a screen, and thus fall within the gaze pointing

channel discussed previously.

Blinking. This physical channel refers to the vertical movement of the eyelids, which is usu-

ally impulsive (a blink). The literature makes a distinction among voluntary (in response to an

identifiable self-initiated or external stimulus), reflexive (in response to a potential threat to the

organism) or spontaneous (dependent on the psychophysical state of the individual) blinks [99].

Winks (movements of a single eyelid) have different characteristics from blinks. In particular, the

ability to selectively close a single eyelid seems to be linked to personal abilities, and may be com-

promised by some forms of motor impairments.

Numerous blink detection algorithms based on image analysis have been developed [100, 101].

In addition eye blinks can be detected through electrooculography, as well as EEG headsets, with

extensive uses for assistive technologies [101, 102]. Involuntary blinks pose problems to the inter-

action design, and require the ability to recognize voluntary ones. Blink duration has been used

as a salient feature, where the duration of a spontaneous blink is about 300−350 ms [99]. In the

field of musical interfaces, this channel is still minimally explored.
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The main usable parameter is the boolean (open-closed) vertical displacement of eyelids. Since

an event lasts fractions of a second, this makes it suitable for the Trigger, Toggle, and Counter

mapping strategies. Using the Hold strategy (associated to blink duration) has the undesirable

side effect of occluding the visual channel for a prolonged time and compromising the use of

other channels (e.g., gaze pointing).

Eyebrow movements. Simultaneous upward and downward movements of both eyebrows are

the most straightforward to achieve, although independent movements of one eyebrow can be

effectively performed by some subjects. An additional movement is squeezing, which reduces the

horizontal distance between eyebrows. Spontaneous movements are present, and are known to

be strongly correlated with emotional states, as well as vocal activity (particularly with prosody)

[103]. Consequently, using this channel for interaction poses non trivial problems, although some

studies suggest that deliberate eyebrow movements may be characterized and recognized from

spontaneous ones [104]. The same studies also suggest that this channel has low resolution, and

is prone to fatigue.

Correspondingly, studies in the context of accessible interfaces are almost invariably based on

boolean detection of low-high eyebrow movements, e.g. to trigger mouse clicks [105]. Movements

can be sensed through cameras, but also electromyography [106], and even inertial sensors such

as accelerometers attached to the skin.

Similarly to eyelid movements, this channel is still minimally explored in musical interfaces (one

specific example regarding a HeaDMI named EyeConductor is discussed in Sec. 5.1.14). Suitable

mapping strategies are also similar and amount to Trigger, Toggle, and Counter. The Hold strategy

(associated to prolonged displacements) may also be considered.

3.2.2. Mouth

Voice. The human voice is produced by a complex mechanical and acoustic system, based on

the combined action of larynx (with the vocal folds), and the vocal and nasal tracts [107]. The

vocal folds act as a sound source which can oscillate to produce pitched sounds, or can stay open

letting the airflow through. The vocal tract acts as a filter, whose spectral characteristics are deter-

mined by the tract shape and controlled by various articulators, notably the tongue and the lips.

The resonances (formants) of the vocal tract are particularly relevant to characterize vocal sounds

(e.g., different vowels).

The human voice, specifically singing, is in itself a very expressive and versatile acoustic musi-

cal instrument. The use of non-verbal voice input for interactive control has been widely ex-

plored [108, 109]. In the context of musical interactions, the versatility of voice may suggest a

natural mapping between singing parameters (pitch, intensity, formants, etc.) and analogous mu-

sical parameters of the sound production unit. All these parameters are suitable for Continuous

range mapping strategies, and can be estimated straightforwardly through a microphone and a

palette of well established signal processing techniques. Various approaches have been proposed

for general purpose instruments [110, 111, 112].
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On a different level, speech input is a well established interaction modality [113]. Speech-based

control is less used in the context of DMIs, but may be suitable for Trigger mapping strategies,

possibly mapped to musical parameters at the process level.

Whistling. Acoustically, a whistle is produced by the action of a Helmholtz resonator consisting

of the oral cavity bounded by two orifices [114]. Anatomically, the shape of the resonant cavity

responsible for the modulation of the sound is mainly given by tongue movements, rather than

by jaw posture, as well as by the presence of “lateral chambers” inside the mouth, during the

emission of notes at high frequencies [115].

Although this channel is much less explored than Voice, similar considerations may be made re-

garding available parameters (pitch, intensity), their related mapping strategies, and their esti-

mation. In addition, anatomical considerations suggest that tongue position may also be used to

infer pitch.

“Whistling user interfaces” have been proposed [116]. Musical applications are mostly focused

on the use of whistling as an input to query-by-humming music retrieval systems [117]. Shen and

Lee proposed a whistle-to-music composition system [118], but to our knowledge this channel

has not been used in DMIs.

Breath. Breath is a primary interaction channel in many acoustic aerophone instruments. As

a consequence it has been widely used also in DMIs, and several commercial interfaces incorpo-

rate a breath sensor. The main associated parameters (pressure and airflow) can allow for highly

expressive control, as demonstrated by the variety of subtle sound nuances obtainable in acous-

tic instruments, and can be used in DMIs through Continuous range mapping strategies. The

most typical mapping, mutuated from acoustic instruments, is between pressure and Intensity

and Note on/off parameters. However different mappings may be explored.

Breath has also been considered in the context of accessibility, chiefly for the control of powered

wheelchairs [119], but also for other devices, e.g., digital music players [120]. In this context breath

is typically used to trigger changes in a state machine.

Mouth and lip movements. The shape of the lips and the mouth can be controlled voluntarily,

through the action of facial muscles and the jaw. In “virtual human representation” applications

(e.g., generation of avatars), parameters such as mouth aperture and mouth stretch/squeeze are

typically estimated through vision-based approaches [121]. EMG sensors may also be used espe-

cially for stretch/squeeze associated to articulatory muscles on the cheek. This is demonstrated

by EMG-based “silent speech” interfaces for speech disabled people [122]. Jaw movements may

be also sensed through Hall effect sensors attached to the teeth.

In the context of musical interactions, vision-based approaches have been used to estimate and

map this channel’s parameters into musical control [90, 123], mainly at the timbral level. As an

example, the Mouthesizer [90] uses aperture to control timbral parameters which are applied as

audio effects to instrumental sounds.
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Some parameters (particularly height and area) have high resolution due to the fine control over

jaw movements, which makes them suitable for Continuous range mapping strategies. Other pa-

rameters (particularly those associated to cheek muscles) are more suited for mapping strategies

such as Carousel selections, Trigger, or Hold.

Tongue. The tongue is capable of very rapid and precise movements [107]. It is customary to

divide it into sections: tip, blade, front, back, and root. For simplicity, and in accordance with

typical applications found in the literature, we limit our analysis to the 3D position of the tip.

Additional parameters, such as pressure against teeth or palate, may be considered.

Tongue pointing devices have been proposed [124]. In the field of assistive technologies, several

works have used tongue tip movements for the control of powered wheelchairs [125, 126, 127].

Many use a small magnet positioned on the tongue (glued or installed as a piercing), and a series

of magnetic sensors (e.g., Hall effect sensors) placed on the mouth, to detect the distance of the

magnet. The estimated tongue tip position is thus relative to the mouth and influenced by the

position of the sensor.

Alternative sensing strategies have been proposed: Vaidyanathan et al. [128] used a microphone

in the ear canal to detect pressure variations due to tongue movements and found that at least 4

tongue gestures could be accurately recognized; Cheng et al. [129] used an array of textile pressure

sensors attached to the cheek and showed that 5 gestures could be accurately recognized.

In light of its high velocity and resolution, which make it suitable for Continuous range mapping

strategies, the tongue is an interesting musical controller. This was proposed already in 1991 [130],

however with limited success. Vogt et al. [131] developed a music controller based on tongue pos-

ture estimation via ultrasounds. More recently, Nam and DiSalvo [132] described an experiment

in sonification of tongue movements via a Hall Effect Sensor. Involuntary movements (e.g., swal-

lowing due to salivation) are a possible drawback.

Teeth. Lower (mandibular) teeth can be displaced from upper (maxillary) teeth through mandible

movements, independently from mouth aperture: vertical, lateral, and – to a lesser extent – lon-

gitudinal displacements can be made.

Various studies explored this channel for hands-free interaction. Most of them share a common

approach based on detection and recognition of “tooth clicks”, i.e. clenching actions. Typical ap-

plications are directed at controlling a pointer, but also include other use cases such as initiating

a process (e.g., a phone call), controlling an ongoing process, or responding to a notification.

Employed sensors include EMG sensing on the temporal muscles [133, 134], sensing of vibra-

tions in the jawbone and skull through an accelerometer (typically positioned around the exter-

nal ear) [135, 136], as well as acoustic detection of tooth clicks using contact microphones on the

throat or ear [137, 138]. Some of these studies report accurate recognition of up to seven differ-

ent clicks [133], which can be used to emulate a mouse. Lateral and longitudinal displacement

may also be recognized, through Hall effect sensors. One further parameter, the pressure be-

tween lower and upper clenching teeth, may also be measured: an example is provided by “food
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simulators” [139], which use pressure sensors in between the dental arches.

Such studies suggest that this channel may be used also for musical interactions, using Trigger,

Toggle, Continuous range mapping strategies. Pressure may be used for Continuous range map-

ping strategies. It can be expected that all the parameters have high stability and low fatigue.

3.2.3. Head

Head movements. Active head movements, especially along the three rotational degrees of

freedom (yaw, pitch, roll), are actively used in several everyday interactions: in conjunction with

the vestibular and visual systems for postural balance [140], as a support to vision and audition

in localization and target reaching tasks [141, 142], and as a mean to convey paralinguistic infor-

mation in synchrony with speech utterances [143]. The related kinematics have been extensively

studied [144].

Head tracking is used ubiquitously in HCI applications, including assistive technologies (as an

example, powered wheelchairs operated by head gestures are common [145]). The recent rise of

virtual reality technologies include head-mounted displays with integrated head-trackers. The

term “virtual reality musical instruments” (VRMIs) is now used to refer to DMIs that include a

simulated visual component delivered via a head-mounted display or other forms of immersive

visualization [146]. However in this case head tracking is used to provide convincing immersion

in the virtual environment, rather than to control musical parameters. On the other hand, some

studies have explored the use of head gestures for musical control at the timbral and note lev-

els [147, 148].

Having high resolution, accuracy, and velocity, head movements can be used with a variety of

mapping strategies, including Continuous range, Hold, and Switch. Head motion produces rela-

tively high levels of kinetic energy. It is therefore well suited for Excitation mapping strategies, to

control e.g. sound intensity. Additional natural mappings may be associated to timbral param-

eters such as vibrato. However, the issue of fatigue associated to prolonged movements would

need further investigation.

Neck. This channel is associated to articulation of neck muscles, which can be detected through

EMG. Muscular activations leading to changes in head orientation pertain to the previous channel

and have already been discussed. However, isometric contractions and relaxations of neck mus-

cles can also be produced, with no associated head movements, and these can also be detected

by EMG.

Examples of studies employing this channel for interaction are scarce. One such example is pro-

vided in the work by Hands and Stepp [149], who experimented with the use of EMG sensors on

the anterior neck and on the submental surface to control the vertical displacement of a pointer

in a target reaching task. Specifically, participants were instructed to produce and maintain static

EMG activations at different target levels to move the icon, for various time intervals. The suit-

ability of this channel for musical interactions remains to be explored.

38



Interaction channels for HeaDMIs N. Davanzo

3.2.4. Brain

Mental states. This channel is related to covert aspects of user state, including latent cognitive

processes (arousal, workload, etc.) and “cognitive events” (perception of errors, bluffing, sur-

prise, etc.). These can be seen as a secondary communication channel for HCI, that enriches the

interaction through implicit user information [150]. Applications include interface evaluation,

adaptive systems, and neuro-feedback.

Mental states can be recognized from the EEG signal [151, Ch.7]. Typical parameters are derived

from power spectrum analysis, which divides the EEG signal into frequency bands (“rhythms”)

and uses the power density distribution across bands as a feature set for subsequent classifica-

tion. A simple related parameter is the spectral centroid. Temporal features are also used, such

as Hjorth parameters (activity, mobility, and complexity) [152], which are estimated on successive

windows (epochs) from the time-domain signal and its derivatives.

The detection of affective states is particularly relevant for musical applications. “Affective BCIs” [153,

154] are often based on the so-called “valence-arousal” 2D space [155] to define emotional classes

of interest. The first axis defines a dimension related to emotion positivity/pleasantness, while the

second one defines the degree of engagement/excitement.

Estimated cognitive workload has been used e.g. for intelligent music tutoring systems [156] and

automatic accompaniment [157]. Estimated affective states have been used for automatic gener-

ation of music, for composition [158], in computer games [159], or for modulating the affective

user state [160]. Direct EEG sonification has also been explored as a way of representing mental

states using auditory output [161], for monitoring, diagnostics, neuro-feedback, and communi-

cation.

The main quality of this channel is that it increases the information flow without requiring con-

scious effort. Therefore it has low associated fatigue, and no training is required. The associated

latency is significant, although variable: as an example, the duration of the epochs used to per-

form emotion assessment can vary from 0.5 s to 5 minutes [154]. As such, this channel is especially

suited to map onto musical parameters at the process level.

Attention. This channel comprises brain signals evoked by external stimuli [95, 96], particularly

event related potentials (ERPs). As such, it depends on attentional capacity and sensory informa-

tion to be intact.

One relevant example is the P300 potential, detected in the parietal cortex ∼ 300 ms after the

occurrence of a significant stimulus interspersed with frequent or routine stimuli. Many BCIs

based on P300 use a matrix-like visual interface, operated through an “oddball paradigm” [162], in

which rows and columns flash randomly: if the user focuses on a specific matrix element, a P300

peak will be produced when it flashes. The “P300 speller” is perhaps the best known embodiment

of this paradigm, and allows to select letters from a matrix [163].

Steady-state visual evoked potentials (SSVEPs) are also widely used, and can be measured from

the EEG at the occipital cortex during periodic presentation of visual stimuli [164], with a latency
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of ∼ 100 ms. Error-related negative potentials (ERNPs) instead occur 200−250 ms after the detec-

tion of an erroneous response in a continuous stimulus-response sequence, and can be used e.g.

to identify cursor movements outside a defined visual field or to detect an error in a sequence of

target stimuli [165].

This channel has been used in musical interfaces. Grierson [166] proposed a “P300 composer”

which allows to select and write notes using an interface based on the oddball paradigm and P300

evoked potentials. Pinegger et al. [167] and Chew et al. [168] used the P300 to select notes from

a matrix. Miranda and coworkers contributed pioneering works on “Brain-Computer Musical

Interfaces” (BCMIs) [151], and experimented especially with the use of SSVEPs [169, 170].

ERPs have latencies in the order of hundreds of milliseconds. Moreover their reliable detection

requires many repetitions of the stimuli. This makes this channel unsuitable for triggering musi-

cal events in real time, but leaves space for process-level control. Since most working applications

allow for the detection of a limited number of options, simple mapping strategies (Trigger, Toggle,

Discrete range) may be used.

Imagery. This channel relates to the active performance of cognitive tasks associated to various

types of mental imagery, including geometric shapes, familiar faces, tunes, word associations, cal-

culations, and motor imagery [171]. The latter is the most common and amounts to imagining self

movements, which activates primary sensorimotor areas: as an example, imagined movements

of left hand cause event-related desynchronization (ERD) and synchronisation (ERS) in the right

and left motor cortex, respectively [96]. These can be detected in specific bands.

A related mechanism is provided by slow cortical potentials (SCPs), which measure cortical EEG

polarization related to preparation (e.g., readiness/planning to move) or decreased activation. It

has been shown that a subject can learn to actively control SCPs by means of various mental tasks,

and thus to use them for control [96].

Applications range from prosthetic limbs [172] to the control of quadricopter drones [173]. The

most famous interface based on SCPs is probably the “Thought Translation Device” [174], which

allows 1D displacement of a cursor. Some musical interfaces make use of this channel. Pham et

al. [175] used SCPs to control pre-set pitch sequences, although these were merely intended as au-

ditory feedback for SCP training rather than for music generation. Vamvakousis and Ramirez [176]

used ERD/ERS parameters for a musical application that lets users move the pitch of a tone up

and down in a musical scale. A similar approach is followed by the “encephalophone” [177],

where users can generate different notes of a C major musical scale. The “Brain dreams Music”

project [178] uses instead music imagery, specifically four chords, which are detected and played

back.

This channel requires moderate to extensive training, both for subjects to learn and for the sys-

tems to gather sufficient data for classification. It also requires significant cognitive resources,

leading to higher fatigue. Velocity is low: as an example, classification of imagined movements

may require seconds. Simple mapping strategies (Trigger, Toggle, Discrete range) may be used.
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4
Evaluation of interaction channels through

experimental testing

This chapter describes an experiment for the evaluation of performance parameters of interaction

channels suitable for HeaDMIs development. This work was published in the paper [3].

Some experiments have been carried out in the past to evaluate interaction channels suitable for

musical instrument dedicated to users without disabilities. Shima et al. [179] for example propose

an empirical evaluation of fingers in rhythmic and musical interaction tasks. Evaluating interac-

tion channels objectively is a complex task, just as it is complex to define which features need

to be evaluated. While fingers are an established interaction channel for musical instruments

dedicated to non-disabled people, little work was however made in the past to evaluate channels

suitable for quadriplegic users.

As remarked in Ch. 3, designing instruments dedicated to quadriplegic users introduces the need

to exploit uncommon interaction channels such as gaze pointing, head movement, facial expres-

sions, breath, tongue movement and so on. Those channels are much less consolidated and ex-

ploited in the musical context. Tab. 3.1 provided a review of these channels, along with sensors

suitable for their detection. Interaction parameters and desirable performance features (i.e. res-

olution, fatigue, involuntary movements, stability, persistence, rest position, smoothness, accu-

racy, velocity) have been defined and a qualitative evaluation was provided, leaving ground for a

quantitative evaluation to be carried out through experimental and empirical means. Some chan-

nels may prove to be more suitable for performing certain tasks within musical interaction, fitting

certain mapping strategies rather than others.

This work aims to evaluate, through a simple experiment, three interaction channels (gaze point-

ing, breath, head rotation) by analyzing two performance features: movement speed and stability.

Results are exposed in Sec. 4.4. In light of these, possible usages of the aforementioned in the

context of ADMIs and HeaDMIs design are discussed in Sec. 4.5.

41



N. Davanzo ADMIs for quadriplegic musicians

4.1. Fitts’ Law tests and ISO-9421-9

Our experiment took deep inspiration from McKenzie’s formulation of Fitts’ Law. As indicated

by the author [180], exploring interaction performance limits is a major problem in the human-

computer interaction context. Although it is often the machine’s performance that is measured,

quantifying human performance is also important. A widely used model in this area of research is

Fitts’ Law. This aims to predict human performance in target acquisition tasks, which is defined

as throughput. Its most recent formulation, provided by McKenzie, is the following:

T = a +b log2

(
D

W
+1

)

In this formulation:

■ T indicates the movement performance time;

■ D and W respectively represent the distance and the width of the target;

■ a and b are empirical constants dependent on the input peripheral. These constants can

be deduced by performing linear regression operations starting from a valid dataset.

The term log2

( D
W +1

)
is usually referred as I D (Index of Difficulty).

In order to standardize experimental evaluation methodology, the ISO 9421-9 standard was in-

troduced, described by McKenzie [180] and used, for example, by Natapov, Wang et al. [58, 181]

respectively for the evaluation of video game controllers and multi-touch finger input. This stan-

dard prescribes the performance of two target selection tasks, one in one dimension (with the

targets arranged along a single line) and one in two dimensions (with targets arranged in a circu-

lar manner). The model is often used to evaluate hand based interaction, but McKenzie himself

indicates how it can be suitable for different peripherals.

4.2. Methodology for our experiment

Given our different objectives, which are related to musical performance, we’ve chosen to set up

the experiment differently than ISO 9421-9, leading to the structure described in this section. In

musical performance very high interaction speed and selection stability are required: our experi-

ment is designed to evaluate both characteristics. The differences can be summarized as follows:

a) some of the analyzed channels offer only one degree of freedom, hence the two-dimensional

extension of the experiment has been removed;

b) an additional degree of freedom would be necessary to make a selection (e.g. mouse click),

which is not possible with the investigated channels;

c) as stated above, we are also interested in detecting selection stability: a new section was

thus introduced to detect it;
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d) the target width has been kept fixed to standardize the stability measurements.

Interaction occurring through a physical channel is inextricably linked to the type, setup and qual-

ity of the used sensor. Thus it must be specified that channel-sensor pairs are evaluated. Sec. 4.3.1

describes the analyzed pairs in detail providing details about employed sensors peripherals.

The used software GUI is shown in Fig. 4.1. Interaction takes place on the depicted interaction

bar (dark gray), located in the center of the screen. The cursor (in white) can only be moved

horizontally within the limits of this bar. A marker line (in red) indicates the center of the target

zone (light gray).

Figure 4.1.: A screenshot of the interface used to run the experiment.

4.2.1. Procedure

The experiment was conducted using a within-group design. The following two simple instruc-

tions were given to the testers:

1. move the cursor to reach the target area as quickly as possible;

2. once reached, keep it in the center of the target as stably as possible until the end of the

trial.

Each test session, with each tester, followed this procedure:

a) each tester performed a series of trials for each channel-sensor pair. The order of the channel-

sensor pairs is randomized to be different for each tester, to avoid as much as possible learn-

ing or fatigue effects;

b) each series included 15 trials, of which the first 5 were unrecorded training, while the next

10 were recorded performances;

c) when ready to begin a trial, the tester pressed a key to start it;

d) a target appeared on the far left of the bar. The tester had to position the cursor inside the

target for two seconds.

Following this, the test entered two main logged and recorded phases.

Selection phase. After those two seconds, an acoustic signal warned the tester and a new target

appears to the right inside the bar at a given distance. The tester had a maximum of 5 seconds to

make a target selection: after this time, the trial is declared as failed. A selection was considered

valid only if the cursor remained within the target diameter for at least 1 second (which is not

considered in the reported time). The line indicating the center of the target turned green to

confirm the user that the cursor is inside the target.
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Stability phase. Just after the selection had been confirmed, the stability analysis started, de-

noted by a purple target center marker. During this phase the user had to keep the cursor as cen-

tered and stable as possible on the target. This phase lasted 2 seconds, after which a new acoustic

signal notified the end of the trial, and the target disappeared.

During the 5 training trials, the target distance was fully randomized to avoid learning effects.

During the 10 recorded trials, the center of the target cycled through 5 possible distances (re-

peated twice in a series), denoted as D200, D300, D500, D700 and D900. Numbers indicate the

target center distance, as a proportion of a D1000 interaction bar. The order was again random-

ized.

At the end of each series, one minute break was provided to change the sensor peripheral. The

total time needed to carry out a single session with a single tester was around 30 minutes.

At the end of the test session, the tester was asked to fill in a questionnaire. This was useful to

investigate other aspects of the interaction (i.e. questions a, b, d, f ) or to investigate the personal

perception of the measured parameters (i.e. questions c, e). Answers were provided using a 7-

value Likert scale, where (1) always denoted a negative trait and (7) a positive one. The questions,

repeated for each sensor, were as follows:

a) Fatigue. Did you feel fatigue, tiredness, or pain during the performance? [1 = Drastically

fatigued; 7 = I felt no fatigue]

b) Usability. Did you find the interaction easy and comfortable or frustrating? [1 = Intolerably

frustrating; 7 = Perfectly handy]

c) Precision. Did you find the interaction accurate and precise? [1 = Totally imprecise; 7 =

Absolutely precise]

d) Involuntary movements. During the test, did you perceive involuntary movements which

affected the position of the cursor? [1 = Involuntary movements have totally compromised

the performance; 7 = I didn’t feel any involuntary movement]

e) Speed. Did you find the selection method quick and fast? [1 = Terribly slow; 7 = Very fast]

f ) General opinion. Imagine having only this interaction channels available to use the com-

puter and make very fast and stable selections of elements on the screen in a similar fashion

to how you did in the test. Give a general rating of the channel. [1 = Bad; 7 = Excellent]

In order to stimulate testers to perform at their best, the experiment was "gamified" by giving

away small prizes to the two testers who would have obtained the highest selection time and great-

est stability.

4.3. Resources

In this section we specify hardware details for the employed hardware, as well as software imple-

mentation for the test interface. Lastly, details about the testers sample are given.
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4.3.1. Hardware and sensors

As already indicated in Sec. 4.2, sensors peripherals play a key role in defining the quality of the

interaction. The following is a list of technical details for all channel-sensor pairs.

Hands (Mouse). This channel was introduced as a touchstone for the other channels. We used

a high-end gaming mouse, namely a Corsair M65 Pro1, equipped with a 12,000 DPI resolution

optical sensor, operated on a smooth surface. Sensitivity was set to 1500 DPI for the experiment.

Gaze point, raw (Eye Tracker). Only the horizontal axis of gaze movement is evaluated.

We used a The Eye Tribe eyetracker, which has a sampling frequency of 60Hz and an accuracy

of about 0.5-1.0◦ on the visual field2. Several studies have analyzed its applicability in research

contexts [182, 183]. The cursor followed the gaze point.

Gaze point, smooth (Eye Tracker). This setup is the same as the previous, but in this case a

smoothing filter made available natively by the eye tracker API was activated3.

Breath (Breath sensor). NeeqBS, an open-source hardware breath sensor peripheral was used.

The peripheral is described in Sec. 8.1, but here are summarized the most relevant technical spec-

ifications for the experiment. The peripheral is equipped with a NXP MPX5010DP low pressure

sensor, which detects a pressure range of 0-10KPa ≈ 102cmH2O, has a sensitivity of 1mV/mm and

a response time of 1ms. The sensor is directly interfaced to the computer with an Arduino Uno

microcontroller. A rubber tube is connected to the sensor inlet, with a simple interchangeable

plastic mouthpiece at the other end. Since there are no holes, the air is not vented and remains

compressed inside the tube. At zero pressure, the cursor is positioned to the left end of the inter-

action bar. For the experiment, the useful range was reduced to 5KPa ≈ 51cmH2O (i.e., a pressure

of 5KPa is needed to reach the opposite end of the interaction bar), to reduce fatigue and make the

pressure reachable for all the subjects [184]. A sampling frequency of ∼200Hz has been measured

averaging the sampling time recorded in the output files.

Head Yaw, Pitch, Roll (Head Tracker). NeeqHT, an open-source hardware head tracker

was used. The peripheral is described in Sec. 8.2, but again relevant technical specifications are

summarized. The peripheral is built using the MPU-6050 (GY-521) 6DoF accelerometer and gyro-

scope integrated sensor, interfaced with the computer through an Arduino Nano microcontroller.

On the latter a program able to extract the absolute angular position on 3 degrees of freedom was

loaded. On all the three rotational axes, the range required to move the cursor from the left to the

right side of the interaction bar was 40◦ with respect to the head rotational axes. The system was

1Corsair M65 Pro mouse on Corsair website: https://www.corsair.com/us/en/Categories/Products/
Gaming-Mice/FPS-Fast-Action-Mice/M65-PRO-RGB-FPS-Gaming-Mouse-%E2%80%94-Black/p/
CH-9300011-NA

2The Eye Tribe eye tracker on IMotions website: https://imotions.com/hardware/the-eye-tribe-tracker/
3The Eye Tribe API on The Eye Tribe website: https://theeyetribe.com/dev.theeyetribe.com/dev.
theeyetribe.com/api/index.html
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calibrated so that a natural rest position corresponded to the cursor placed in the center of the

interaction bar. The measured sampling rate was ∼100Hz.

Computer. An Apple MacBook Pro (2017) with Windows 10 operating system (installed as dual-

boot system through Bootcamp4) was used for all the experiments. The laptop was equipped with

a dual-core Intel Core i5 CPU at 2.3GhZ, 8GB RAM LPDDR3 at 2133MHz and Intel Iris Graphics

640 GPU with 1536MB VRAM. Sensors and screen were connected via a Thunderbolt/USB+VGA

port adapter.

Screen. A 21-inch VGA monitor capable of a 1920x1080px resolution was used. The interaction

bar was 24.7cm long (out of a 47.7cm screen width).

4.3.2. Software implementation

The test software was developed in C#, using the .NET Framework 4.8 and WPF. The source code

is available online5 and is provided under an open-source GNU-GPLv3 license to allow anyone

to repeat the experiment. In addition to providing the interface in Fig. 4.1 and the automated

performance of the experiment, the program records to file all the samples recorded by the sen-

sors. Each new sample loaded on the USB buffer generates an interrupt which causes file writ-

ing. The elapsed time for each sample is given by the Stopwatch6 class (belonging to the Sys-

tem.Diagnostics namespace in .NET Framework 4.8). This class provides a very high performance

timer usually employed in code execution time micro-benchmarks. Since there could be small

differences in timing depending on the CPU, we preferred to carry out all the experiments using

the same computer.

4.3.3. Participants and sessions

A sample of 16 non-disabled people, aged between 22 and 47, participated in the experiment.

None of them had previous e xperiences with the investigated interaction channels except for

the mouse and, in one case, the breath (since they had some experience in saxophone playing).

Everyone had prior experience in the use of computers. All the sessions were held in the Labora-

tory of Music Informatics (LIM) at University of Milan, Italy, between December 2019 and January

2020. Raw data resulting from the sessions, for both performance tests and questionnaire, have

been published in anonimized form on the aforementioned GitHub repository7.

4Bootcamp official web page: https://support.apple.com/it-it/boot-camp
5GitHub repository for the test suite software: https://github.com/Neeqstock/HanDMIs-TestSuite
6Documentation for the Stopwatch class: https://docs.microsoft.com/en-us/dotnet/api/system.
diagnostics.stopwatch?view=netframework-4.8

7https://github.com/Neeqstock/HanDMIs-TestSuite/tree/master/Raw%20data
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4.3.4. Limitations

The small number of people in the sample may represent a statistical limitation. The initially

planned number was around 25-30 people, but the experiments had to be stopped due to the

onset of the COVID-19 epidemic in Italy in February 2020. It was not possible to access a signifi-

cantly random sample: acquaintances were used to recruit testers. No data was available to verify

how much this can impact on the quality of the statistics. All testers didn’t have disabilities: the

test was performed under the assumption that a quadriplegic user has same level control of the

analyzed interaction as a non-disabled user (except for the mouse). Moreover, defining a repre-

sentative random sample of quadriplegic users, covering every possible condition, could be an

impossible task.

4.4. Results

4.4.1. Tests

Fig. 4.2a and 4.2b show the results for the interaction tests.

The following types of samples were excluded from the analysis:

a) trials failed due to expired time, as indicated in Sec. 4.2;

b) trials in which the user performed a wrong cursor movement due to a self-reported misun-

derstanding of the task;

In addition, Once the selection time and stability measurements were calculated for each trial,

values falling outside the 10th and 90th percentiles have been removed as outliers. Such outliers

removal method was chosen due to the fact some trials were failed due to events such as hard-

ware malfunctions, testers distraction or non self-reported misunderstandings of the task, and

we couldn’t reconstruct the exact occurrences a posteriori.

Fig. 4.2a shows the results for selection time. These results were obtained, after the outliers re-

moval procedure, by averaging selection times of all the available trials, divided in channel-sensor

and distance classes. Error bars represent the standard deviation. The presence of two important

factors to influence each value can be noticed: a reaction time (formalized by the a parameter in

the Fitts Law model in Sec. 4.1) and a parameter that influences the weight given to the distance

(modeled by the b parameter).

A least square linear regression was run to estimate those parameters. An ANOVA test for repeated

measures revealed a non-significant difference (p = .487) between the a parameters, suggesting

comparable reaction times for all channels. In order to obtain a more accurate estimate for the

b parameter, the model was then adjusted by imposing the same value for a in all channels, and

linear regression on the adjusted model provided the results reported in Table 4.1. A subsequent

ANOVA test for repeated measures resulted in statistically significant difference for the b values

(p < .001). Post-hoc pairwise tests with Bonferroni-Holm correction revealed non-significant dif-

ferences only in the following pairs: [Mouse - Gaze (Raw)] (p = .23), [Gaze (Raw) - Gaze (Smooth)]
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(a) Selection time, in seconds. Lower is better.

(b) Selection stability expressed as samples variance, in milliseconds. Lower is better.

Figure 4.2.: Results for selection time and selection stability tests. The indicated error measure for
error bars is standard deviation. Bar colors refer to the various distances (see legend).
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(p = .21), [Head (Roll) - Head (Pitch)] (p = 0.21). All remaining pairs showed significant differences

with p < .05.

Mouse Gaze (raw) Gaze (smooth) Breath Head (pitch) Head (yaw) Head (roll)
b 0.2304 0.1896 0.1273 0.8637 0.5315 0.3537 0.4690

Table 4.1.: Estimates of b parameters for each interaction channel.

Gaze interaction resulted very quick in both the smooth and the raw setups, and slightly more

independent of the target distance (especially in the "Smooth" formulation). The three head

channels appear to have comparable performance, although Yaw seems to perform slightly better.

This could be explained by: (1) daily habit of turning the head on that axis; (2) greatest rotational

range; (3) congruence between rotation direction and cursor movement, resulting in a more nat-

ural mapping. Breath seems to perform worse in this task. The variability of the samples also

appears to be very high for distances D500, D700, D900.

Fig. 4.2b shows the results for stability. This was calculated as follows: (1) for each trial and within

the time interval of the stability phase described in Sec. 4.2, the variance was calculated with re-

spect to the average cursor position; (2) after outliers removal (with the same procedure as before),

the variances thus obtained were averaged within channel-sensors and target distance classes.

The error bars indicate the standard deviation of the variances.

All the head related channels seem to have great stability, comparable to that shown by the mouse.

The gaze point stability is negatively affected by the jerky nature of the sensor output, as well as

fixations natural instability [185]. Curiously, the smoothing algorithm provided by EyeTribe (in-

dicated on the graph with the Gaze (Smooth) group) does not seem to have brought significant

improvements compared to the unfiltered output (indicated by the Gaze (Raw) group). Reasons

for the apparent odds for different distances are not clear. Breath is visibly more unstable espe-

cially for high distances, with a great trial-to-trial deviation. Testers reportedly found it difficult to

keep a stable pressure in the case of long distances, given that the required pressure was greater.

However, as indicated in Sec. 4.3.4, different channel configurations could be tried to confirm or

deny this quality.

Tab. 4.2 shows the total number of failed trials for expired time, as indicated in Sec. 4.2, divided by

channel and distance. There is a high number of failures for the Breath channel, increasing with

the distance: as an example, for D900, 10 trials out of 32 have failed.

Channel D200 D300 D500 D700 D900
Gaze (Raw) 0 0 0 0 1
Breath 0 1 2 9 10

Table 4.2.: Total number of trial failures (elapsed time) divided by channels and distances. Only
Gaze (Raw) and Breath are reported since the number of failures for other channels was
always 0 for any distance.
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4.4.2. Questionnaires

Fig. 4.3 shows the results of the proposed questionnaires. The median was used as central ten-

dency measure, while the error bars indicate the interquartile range (IQR). Wilcoxon rank sum

tests with continuity correction have been performed to verify statistical relevance of the findings

discussed below. The Mouse channel have been used as a touchstone for most of the comparisons.

With regards to Fatigue, results seem to indicate that head related channels are not or negligibly

fatiguing, with performances comparable to those of the mouse, while some fatigue or discomfort

related to gaze interaction is indicated (in particular in the unfiltered formulation) as well as with

the breath. Results related to breath and gaze channels are significantly different from mouse

(p < .001)

Testers found the Usability of the various channels lower than that of the mouse but generally

comparable (differences are not statistically significant), except for the breath, which scored quite

low (significantly different from mouse with p < .001).

The perceived mouse Precision seems to be superior to the other channels, followed by head re-

lated channels, gaze and, finally, the breath. This order seems congruent with the stability results

from the interaction test. Differences between mouse, head (pitch) (p = 0.005) and head (yaw)

(p = 0.003) have been found less significant.

According to the results of the Involuntary movements question, mouse interaction was perceived

as free. A slight presence of involuntary movements was noted for all the other channels (with

some indecision regarding the breath, highlighted by the higher IQR), becoming more important

for unfiltered gaze (significantly different from mouse with p < 0.001): this can be explained by

the incessant and snappy movement of the cursor, which could attract the attention and, subse-

quently, gaze movements.

Results regarding Velocity seem to confirm the high performance of the eye tracker shown by the

performance test, perceived more or less on a par with the Mouse. Among head related channels,

a lower speed seems to be perceived with regard to Roll, however not confirmed by the interac-

tion tests results. Breath has ranked lower, in accordance with the interaction tests. However,

differences for all channels have been found to be not statistically significant.

Figure 4.3.: Results for the questionnaire divided by question and channel-sensor pairs (higher is
better).
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Excluding mouse which had the highest results, General ratings seem to show a preference for

Gaze (Smooth) and Head (Yaw) channels. These could be explained, in the first case, by the high

speed and reduced vibration of the cursor compared to Gaze (Raw) and, in the second case, by

the greater naturalness compared to other head related channels (as indicated in 4.4.1). However

differences between channels excluding mouse have been found to be not statistically significant.

Breath got the lowest score (significantly different from the mouse with p < .001).

4.5. Discussion

In this section, possible use of the channels in ADMIs and music interaction are discussed in light

of the obtained results. It should be noticed that (considering Gaze as a single channel) these

channels are independent: they are based on different degrees of freedom of physical movement,

and there are sensors capable of independently detecting all of them.

The high speed of the saccadic movements seems to justify the choice of using the Gaze for note

selections in gaze-based DMIs (e.g. The EyeHarp [62], Netytar [7] or EyeJam [186]). However, given

the nature of gaze movement and related sensors, stability is not particularly high. As indicated

by Hornof [98], several solution could be implemented to deal with those stability issues, such as

the introduction of filters (e.g. in The EyeHarp [62]) or particular interface designs (e.g. in Nety-

tar [7]). As discussed in Sec. 6.2, there’s a low upper limit for the maximum number of saccades

per second.

This constraints could lead to a reconsideration of the head related channels (e.g. Pitch and Yaw)

as a note selection method in 2D interfaces. Little exploration has been carried out in this re-

gard, even if some DMIs exploit Pitch and Yaw through the movement of mouthpieces (e.g. Magic

Flute [187] and Jamboxx [188]). Gaze-based interfaces are sometimes adapted for head interac-

tion (e.g. The EyeHarp [189]). References to the use of Roll movements in DMIs have not been

found. This could be mapped to pitch bend, vibrato or other musical performance parameters.

Breath had comparatively lower scores in almost all interaction tests and questionnaire sections.

Despite its widespread application in assistive technologies (as discussed in Sec. 3.2.2), it per-

formed badly in precise target selection tasks. However it can reconsidered for musical interac-

tion given the following observations. First, breath is naturally linked to the regulation of sound

intensity (e.g. while singing or playing aerophones). Furthermore, the emission of breath inside

a tube, with the introduction of an air vent hole, could cause a sensation of kinetic energy move-

ment. This does not happen for the other analyzed channels, with which the cursor can be stable

in any position even if there is no movement. Hunt [46] highlights how the sensation of introduc-

ing energy in the system can result in a natural mapping with sound intensity.

Finally, it should be noted that other configurations should be explored even for the channel-

sensor pairs analyzed in this work: for example, the position of the cursor in this experiment

could be mapped to head movement speed in the three rotation axes.

51





5
State of the art in HeaDMIs

As mentioned in Sec. 1.3 some recent works have provided broad surveys of ADMIs, including

both research projects and commercial products. Frid [34] provides an extensive review which

encompasses several target groups, including persons with physical, sensory, and cognitive im-

pairments, persons with complex needs or special educational needs, elderly or young children.

The review of Larsen et al. [37] has a similar broad focus. Graham-Knight and Tzanetakis [35]

propose a set of principles for how to work with people with disabilities to develop a new musi-

cal instrument. A large percentage of the ADMIs reviewed by Frid focuses on user groups with

physical impairments (39.8%). However, many of these are aimed at musicians with partially able

limbs, while only 4.8% of the reviewed ADMIs are devoted to persons with quadriplegia.

Building on the framework developed so far, in this chapter we review a list of HeaDMIs previ-

ously proposed either in the scientific literature or as commercial products. The literature search

was performed on Google Scholar while the search for commercial products was performed on

Google. Both were based on free text terms related to DMIs, namely “digital musical instrument”,

“musical (or music) interface”, which were coupled (logical AND) to additional terms related to

one of the physical channels discussed in Ch. 3. Additionally, we analyzed the lists of references

from previous reviews on ADMIs [34, 37]. The retrieved items were selected based on four inclu-

sion criteria. Specifically, they had to:

a) present a skill and performance based DMI, according to the definition of "performance

instrument" described in Sec. 1.2. Thus, musical interfaces related to offline composition,

sequencing, playback, etc. were not considered;

b) make use of one or more physical channels among those discussed in Ch. 3, with no addi-

tional ones (thus, neither augmented instruments nor DMIs requiring the use of upper/lower

limbs were considered);

c) describe a concrete – albeit prototypical – working implementation (thus, theoretical stud-

ies and reviews were not considered);

d) make explicit reference to users with some form of motor impairment, among the target

user groups.
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Instruments described in the development part (II) of this thesis have been excluded from the list.

As a result, a relatively small number of HeaDMIs was retrieved: a summary is provided in Tab. 5.1,

while Sec. 5.1 presents a structured analysis for each of them, considering the employed physical

interaction channels and mappings, as well as sensors and interfaces. The degree and type of

instrument evaluation (if any) are also mentioned. Based on this analysis, Sec. 5.2 provides a

comparative discussion of the surveyed instruments, while Sec. 5.3 reviews design perspectives

and future challenges.

5.1. Analysis

In the next pages, instruments are presented in chronological order with respect to the first pub-

lication or product release.
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5.1.1. BioMuse [87, 190]

Figure 5.1.: A diagram showing the sensors scheme for Biomuse.
Source: [87] (processed and vectorized for better quality).

Originally defined as a “biocontroller”, this was a pioneering project (1990) and is included in this

survey also for historical reasons. The system underwent several implementations, all having at

their core a HW/SW developed specifically to collect EEG (electroencephalographic), EOG (elec-

trooculographic), and EMG (electromyographic) signals, extract a set of relevant features, and

map those to MIDI signals. Currently, a musical ensemble called “The BioMuse Trio” performs

using BioMuse, a violin, and a laptop.

The first implementation used 3 channels: Mental states (Brain), Eye movements (Eyes), and Voice

(Mouth, optional). The employed sensors were two EEG electrodes (occipital lobe and frontal

area), two EOG electrodes, and a microphone. Bands with disposable snap electrodes were used.

A scheme of the instrument is depicted on Fig. 5.1. In addition the instrument included a variable

number of EMGs. Although Knapp [87] discusses an example where EMGs are around biceps and

forearms, the system is agnostic with respect to EMG positioning.

Possible mappings are exemplified in the first implementation. There, two EMG signals were

mapped to the intensity and pitch of a synthesizer, EOG signals to stereo panning, and the Alpha

component of the EEG signal to instrumental sound (from violin to glockenspiel). No extrinsic

feedback is provided. The first implementation included a GUI which could be used to modify

sensors thresholds and channel to MIDI mapping.
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5.1.2. Tongue-controlled Electro-musical Instrument [191]

Figure 5.2.: The PET board placed on the palate in Niikawa’s Tongue-controlled Electro-musical
Instrument.
Source: [191].

This DMI uses exclusively the Tongue (Mouth) physical channel. Tongue position is detected by

a PET board extruding from the mouth, with 5 buttons (switches) placed on the palate (Fig. 5.2).

By virtue of the mechanical contact of tongue with buttons, tactile and proprioceptive intrinsic

feedback is provided to the performer. Button activations are mapped into MIDI events.

The instrument employs a Discrete range mapping strategy with a small number of values, as

well as a Counter mapping strategy. Four buttons (“scale control switches”) are arranged in a

+ shape and are mapped to four different chords. The fifth button (the “chord shift switch”) is

placed below them and changes the pattern of assigned chords along a circular set of available

patterns, depending on the tune to be performed. This allows to explore a reasonably wide palette

of chords.

The instrument was evaluated with three non-disabled subjects, mainly for the purpose of assess-

ing rhythmic capabilities of the tongue: two subjects with previous musical experience were able

to maintain a sufficiently correct rate of button depressions at three different BPMs (60, 120, 180).

The song “Twinkle, twinkle, little star” was performed by a subject with no musical experience at

65 BPM.
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5.1.3. Hi Note [192, 193]

(a) Headset (b) Software interface

Figure 5.3.: HiNote depicted in two images.
Source: https: // mtflabs. net/ hi-note/ .

The instrument name refers to the most recent iteration of a commercial HeaDMI developed over

several years. Previous iterations included the Headspace and the Typhoon (the year reported in

Table 5.1 refers to the first reported release of the Headspace).

The employed channels are Head movements (Head) and Breath (Mouth). The former is mapped

to pitch, discretized as a set of notes visible on the screen (Discrete range). Regarding the lat-

ter, audio-video documentation shows that the pressure parameter of Breath can be alternatively

mapped to Note on/off (Toggle) or to the rate of Note on events (Continuous range), with higher

pressure values producing faster “ribattuto” effects. The choice among these mappings is left to

the performer. In a sub-section of the graphical interface, the same channels are mapped to ad-

ditional control at the process level (octave transposition). Head movements are tracked using a

9-axis sensor equipped with a 3DoF Accelerometer, a 3DoF Gyroscope, and a 3DoF Magnetome-

ter, which is claimed to provide accurate and high-resolution tracking. Mouth pressure is detected

by a breath sensor. The instrument is shown in Fig. 5.3.

No formal evaluation studies were retrieved. However, the Hi Note is used in public performances

and notably it has featured in the 2012 Paralympic Games closing ceremony, with the British

Paraorchestra.
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5.1.4. Magic Flute [187]

Figure 5.4.: The Magic Flute instrument.
Source: https: // sites. google. com/ site/ windcontroller/ order .

This commercial DMI, depicted in Fig. 5.4 uses Head movements (Head) and Breath (Mouth)

as physical channels. The instrument physically consists of a mouthpiece rigidly connected to

the main instrument body. The body swivels on a standard camera/microphone mount, and is

hinged on the lateral axis. Consequently it follows head rotations (pitch) of the performer holding

the mouthpiece. Thus, head position is inferred through mechanical contact with the instrument.

The vertical rotation of the instrument (head rotation along pitch angle) is detected by an em-

bedded gyroscope and is mapped to musical pitch, discretized along the musical scale (Discrete

range). Mouth pressure, detected by a breath sensor, controls Note on/off events (Toggle) and

intensity (Continuous range). An additional control module allows the performer to choose from

a set of predefined instrumental timbres.

The instrument provides no extrinsic feedback to the performer. No formal evaluation studies

were retrieved. However, the Magic Flute is notably used in the musical activities of the Dutch

foundation “My Breath My Music”, devoted to people with motor impairments.
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5.1.5. Jamboxx [188]

Figure 5.5.: The Jamboxx instrument.
Source: https: // thenextweb. com/ news/ paralyzed-man-invents-hands-free-instrument-now-he-wants-to-play-the-anthem-at-a-mlb-game .

This is a commercial DMI which works very similarly to an acoustic mouth harmonica. The in-

strument is depicted in Fig. 5.5. It shares several features with the Magic Flute and uses Head

movements (Head) and Breath (Mouth) as physical channels. It consists of a horizontal body that

swivels on a standard camera/microphone mount and is equipped with a movable mouthpiece.

This can slide along the lateral axis of the body and consequently it follows head rotations (yaw)

of the performer holding the mouthpiece. Additionally the instrument can also rotate vertically

along the lateral axis.

Yaw and pitch head rotations are detected through the lateral displacement of the mouthpiece

and the vertical rotation of the instrument (details of the sensors are not provided). The former

parameter is mapped to pitch discretized along the musical scale (Discrete range), like in a mouth

harmonica, while the latter is used to add pitch glides (“pitch bend” effects, Continuous range).

Mouth pressure, detected by a breath sensor, controls Note on/off events (Toggle) and intensity

(Continuous range).

Tactile feedback is provided by means of “bumps” (crests and troughs) on the instrument face

which, in analogy to frets on a guitar, provide information about horizontal position. Vogels [201]

evaluated the usability of the instrument, with five non-disabled subjects.
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5.1.6. Lumiselo [194]

Figure 5.6.: Lumiselo.
Source: [194].

Presented by the authors as an “electronic wind instrument”, it makes use of Gaze pointing (Eyes)

and Breath (Mouth) as physical channels. It consists of head-mounted goggles equipped with

a custom-made eye-tracker (infrared LED and camera), as well as a breath sensor connected to

the performer’s mouth by a rubber tube, as depicted in Fig. 5.6. The authors emphasize that this

design allows free head movements to have no effect on the location of the performers pupil with

respect to the visor (unlike gaze pointing interfaces based on external monitors).

A 12× 3 grid of LEDs on the visor represents three octaves of a chromatic scale and the corre-

sponding 2D coordinates of the gaze point are mapped to pitch (Discrete range). Mouth pressure

controls Note on/off events (Toggle) and intensity (Continuous range).

The LED pointed by the performer’s gaze changes color on the visor. Additionally, the pressure

detected by the breath sensor controls the brightness of the same LED. This provides extrinsic

visual feedback, which is claimed to improve performance and engagement (although no formal

evaluation is presented).
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5.1.7. SSVEP BCMI [81, 195]

Figure 5.7.: SSVEP BCMI.
Source: [81].

One of the many BCMIs developed by Miranda and coworkers, this was specifically designed for

performers with severe motor impairments, and was tested with a patient with Locked-in Syn-

drome. The instrument allows for real-time generation of melodic lines using Attention (Brain) as

the only channel. Fig. 5.7 depicts an user playing the instrument.

The first implementation employed a visual interface with four icons, and SSVEPs (sensed through

EEG) were used to detect the selected icon and the intensity with which that icon was attended.

Visual feedback was provided by changing the size of the icon in relation to the magnitude of the

SSVEP signal. Various subsequent implementations were released [195].

The employed mapping is a distinguishing feature of this instrument. Within a given frequency

band (associated to the flashing rate of one of the icons), the signal magnitude is quantized to

five values, each corresponding to a note from a predefined 5-note pattern. In this way the SSVEP

parameter is mapped to pitch (Discrete range), allowing the performer to generate melodies.

The authors report [81] on their trial with the Locked-in Syndrome patient was successful in terms

of usability and engagement. In particular, response times between attending a target and the

corresponding musical event were approximately 1−2 s.
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5.1.8. EyeHarp [59, 62, 196]

Figure 5.8.: A recent iteration of EyeHarp’s software interface.
Source: https: // www. closingthegap. com/ eyeharp-play-music-without-barriers/ .

This instrument is based exclusively on Gaze pointing (Eyes), but realizes a complex interaction

by means of a two-layer interface: one layer manages the performance of melodic lines, while the

second one allows to compose short accompanying patterns that can be played in loop.

The “melody layer”, depicted in Fig. 5.8, employs a pie-shaped visual interface, with slices associ-

ated to pitches (Discrete range), and with an inactive area in the center. This layout (together with

the introduction of a dwell-time to recognize fixations) alleviates the Midas touch problem. The

radial position inside a slice is mapped to intensity and vibrato (Continuous range): an example

of a one-to-many mapping.

Visual feedback is minimalistic yet informative, and amounts to the appearing of one or more fo-

cus points in the selection area of a selected pitch. The instrument has been extensively evaluated

from the perspective of both the performer and the audience [62].

A fork of the project led to a “Brain-Gaze controlled” musical interface augmented with an addi-

tional channel, namely Mental states (Brain), where emotional states control the “step sequencer

layer”. Valence is mapped to three different chord sequences (Discrete range), while arousal is

mapped to the relative intensities of four predefined arpeggios (Continuous range). Additional

visual feedback is provided in the form of varying colors (associated to valence) and brightness

(associated to arousal).
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5.1.9. Eye Play the Piano [197]

Figure 5.9.: A boy performing with Eye Play the Piano in front of a grand piano, while the interface
is projected.
Source: https: // yukakojima. com/ healthcare .

This DMI was developed as part of a collaboration between a manufacturer of commercial VR

headsets and the University of Tsukuba. Despite the lack of accompanying publications, the main

characteristics can be deduced from the project web site and audio-video materials.

The distinguishing feature is the use of an actuated acoustic piano, which can then be played

without hands, as shown in Fig. 5.1.9. Gaze pointing and Blinking (Eyes) are employed as physical

channels, by means of an eye tracker integrated into a HMD. This allows free head movements of

the performer.

Two different mappings are implemented for gaze pointing. The “monotone” and “chord” modes

map to piano notes pitches, and to a set of chords, respectively: in both cases, a Discrete range

mapping strategy is adopted. Blinking is mapped to Note on events (Trigger strategy): a pointed

pitch or chord is triggered by a blink, and a corresponding Note off event is produced when a

subsequent blink triggers a different pitch or chord.

Visual feedback is provided through the stereoscopic HMD display. Colored keys are placed on

a virtual surface and mapped to single notes or chords. Selection of a key is signalled by visual

effects. The number and type of keys displayed on the surface can be customized.

No formal evaluation appears to have been conducted. However the instrument has been used

in public performances by young performers with motor impairments. At the time of writing the

project is supported through charity fundraising.
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5.1.10. P-300 Harmonies [198]

Figure 5.10.: P-300 Harmonies interface, showing the switches used to interact with the arpeggia-
tor.
Source: [198].

This DMI focuses on real-time generation and modification of arpeggios. The employed physical

channel is Attention (Brain), and P300 evoked potentials are detected through a low-cost, 14-

channel commercial EEG device.

Arpeggios in the instrument consist of loops of 6 notes, played in random order to trigger the

P300 response, with predefined timing and duration. A visual interface shows a 2 × 6 matrix,

whose columns are “switches”, i.e. vertical pairs of notes which correspond to “up” and “down”

switch positions. Each switch flashes when the corresponding note is played. The visual inter-

faces (Fig. 5.10) then serves both as extrinsic feedback and as a provider of stimuli for P300 re-

sponses.

By focusing on a specific switch, the performer can toggle between the up and down positions,

thus modifying one note of the arpeggio. The selected note of the switch is highlighted with a

different color on the visual interface. The P300 channel parameter is therefore mapped onto

pitch, using a Discrete range strategy with a limited number of options.

Preliminary evaluation of the instrument was carried out with 4 subjects, in terms of accuracy in

performing the toggle action on each of the 6 switches.
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5.1.11. Imitone [199]

Figure 5.11.: A section of Imitone’s software interface.
Source: https: // www. adsrsounds. com/ news/ imitone-lets-you-play-instruments-with-your-voice/ .

This commercial DMI is a software app, which makes use of Voice (Mouth) as the only physical

channel. Whistling (Mouth) is also mentioned as a possible alternative channel. The only required

sensor is a microphone. Its interface is shown in Fig. 5.11.

The main advertised feature is the use of an efficient and accurate pitch tracking algorithm, which

allows for low-latency conversion of voice parameters into MIDI events and consequently for

voice-based real-time control of virtual instruments.

Several parameters are used for Note-level control, including Pitch, Voice activity, and Intensity,

which are mapped to corresponding MIDI messages. Pitch in particular allows for either Discrete

range (pitch quantization on various scales) or Continuous range strategies (glissando). In addi-

tion the instrument allows for control at the Timbral level, by detecting vibrato and glides.

A graphical interface provides extrinsic visual feedback in particular with regard to pitch, dis-

played through either a “piano roll” visualization or a continuous plot.

One advantage of using the Voice channel and intuitive mappings is that the instrument has min-

imal requirements in terms of expertise and training. However no formal evaluation studies are

found.
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5.1.12. Clarion [86]

Figure 5.12.: A musician with disabilities playing Clarion.
Source: https: // carlsonfelicity. wixsite. com/ website/ post/
product-1 .

This is a DMI developed through a long-term charity program, with a strong emphasis on partic-

ipatory design, adaptability to individual needs, and exploitation of off-the-shelf assistive tech-

nologies used by persons with disabilities in their everyday lives. Fig. 5.12 shows a possible setup

of the instrument.

It can use various alternative physical channels, including Gaze pointing and Head movements

(both detected via a commercial eye tracker), but can also be played with one’s fingers or feet. The

chosen channel is mapped to Note on/off and to Pitch, via a graphical interface that represents

notes on a screen (Discrete range strategy). Additionally, timbral parameters can be controlled

by the rate of movement of the physical channel (Excitation strategy) and by the position within

the area representing a single note (Continuous range strategy): an example of a one-to-many

mapping.

Notes can be arranged into several different layouts and assigned different shapes, sizes, and

colours. This, together with the possibility of choosing among a palette of physical channels,

allows for high adaptability. Visual effects in the graphical interface provide extrinsic feedback to

the performer. Although no formal evaluation studies were retrieved, the instrument is actively

used by a large number of performers through the Open Orchestras initiative.
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5.1.13. EyeJam [186]

Figure 5.13.: One of EyeJam’s possible software interface configurations.
Source: [186].

This DMI allows for the generation of melodic lines using Gaze pointing (Eyes) as the only physi-

cal channel. It exploits an interesting “context switching” interaction paradigm, proposed by the

same authors, which addresses the Midas touch problem by associating focus and selection to

different eye movements.

Specifically, the visual interface is made of two identical keyboards placed at the top and bottom

of the screen (the two “contexts”) and separated by a narrow empty area (a “bridge”): in order

to select a key, the gaze trajectory must cross the bridge and switch context through a saccadic

movement, whereas fixations on different keys within the same context do not trigger any event.

The 2D gaze point position on the screen is mapped to pitch of the keyboard keys, using a Discrete

range mapping strategy. A low-cost commercial eye tracker is used, whose limitations in terms of

accuracy and calibration are dealt with by providing a limited number of large keys: 9, arranged

along a major scale. Keys are color coded according to their position on the scale. The visual

interface, shown in Fig. 5.13 can also provide additional feedback to help a user follow and learn

a predefined melody.

The system was evaluated with 6 subjects without disabilities, who compared the proposed inter-

face with one where selection is based on dwell-time (see Sec. 6.4). Experimental results suggest

that the context switching paradigm allows for improved accuracy in rhythmic tasks.
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5.1.14. Eye Conductor [200]

Figure 5.14.: Eye Conductor’s software interface, showing the motion capture operated on the mu-
sician’s face.
Source: https: // designawards. core77. com/ Design-for-Social-Impact/
46641/ Eye-Conductor .

This DMI is notable for its use of several physical channels, including Gaze pointing (Eyes), Eye-

brow movements (Eyes), and Mouth-lip movements (Mouth), employed for control at the process,

note, and timbral level. Low-cost sensors (a commercial eye-tracker and a webcam) are used.

Gaze pointing is mapped to Pitch (Discrete range) and Note on/off, using a pie-shaped interface

in which eight sectors represent an octave, and a central “silent area” corresponds to Note off

events (this layout shares some similarities with EyeHarp). Although not specified in the doc-

umentation, selection appears to be based on dwell-time. Eyebrow movements are mapped to

transposition using a Toggle strategy: raising/lowering eyebrows transposes all pitches by one

octave up/down. Mouth aperture is mapped to timbral brightness (other possibilities are envi-

sioned, such as controlling reverb or delay-based effects). Alternative layouts are also proposed,

which include control over chords and drum sequencing.

The graphical interface, depicted in Fig. 5.14 provides extrinsic visual feedback to the performer.

Circle sectors are colored upon selection of the corresponding notes, and a stylized animated

silhouette of the performer’s face is rendered in the background.

There are no accounts of formal evaluation. However the accompanying audio-video materials

show that several preliminary user tests were conducted with people with various motor impair-

ments, since the early design stages. Notably, the documentation mentions an adaptation step

that allows for adjusting thresholds for facial gestures to fit abilities of different users.
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5.2. Discussion
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Biomuse Magic Flute Jamboxx

Lumiselo SSVEP BCMI EyeHarp
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Eye Play the Piano P-300 harmonies

Imitone EyeJam Eye Conductor

Tongue-Controlled EMI Hi Note
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Figure 5.15.: The 7-axis dimension space proposed by Birnbaum et al. [44] for the analysis of musi-
cal devices (a), used for dimension space analysis of the reviewed HeaDMIs (b).
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Biomuse Magic Flute Jamboxx

Lumiselo SSVEP BCMI EyeHarp

Clarion

Eye Play the Piano P-300 harmonies

Imitone EyeJam Eye Conductor

Tongue-Controlled EMI Hi Note

Figure 5.16.: Dimension space analysis of the reviewed HeaDMIs through the design space for AD-
MIs described in Ch. 2 (refer to Fig. 2.1 for the meaning of the axes).

Most of the HeaDMIs surveyed in the previous section were developed in recent years, suggesting

a growing interest from both the research community and the industry. It is worth noting that a

significant portion of the surveyed instruments are either commercial products or non-academic

projects funded through charity programs: this suggests that there is a potential for exploitation

and a large population of target users. At the same time, the limited number of surveyed instru-

ments, as well as their design choices, shows that the field is still underexplored.

DMI design space analysis. In order to provide a structured and visually-oriented compari-

son of the instruments, we resort to the dimension space analysis approach proposed by Birn-

baum et al. [44]. This HCI-driven approach has been used to evaluate the main design aspects

of a broad range of “musical devices” (musical instruments, interactive installations, games, and

so on) along the 7 axes depicted in Fig. 5.15a. Required Expertise represents the level of prac-

tice of the performer; Musical Control specifies the level of control exerted by the performer (see

Sec. 1.4.1.2); Degrees of Freedom indicates the number of independent available channel param-

eters; Feedback Modalities indicates the degree to which extrinsic feedback is provided; Inter-

actors represents the number of people involved in the musical interaction; Distribution in Space

represents the total physical area in which the interaction takes place; Role of Sound represents

the category of sound role.

Fig. 5.15b describes the surveyed instruments on the Birnbaum dimension space. Even though

such representation involves qualitative and subjective evaluations, it highlights some relevant

points. Values on the three left-hemiplane axes are shared by all the instruments (“expressive”
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role of sound, “local” distribution in space, “one” inter-actor). These axes are included here for

the sake of compliance with the original formulation, which is meant to represent other types of

musical devices in addition to skill-based instruments considered here. Instead, relevant differ-

ences and common trends may be observed along the four axes in the right hemiplane.

Most of the instruments have few degrees of freedom, corresponding to low numbers of employed

physical channel parameters. This can be also appreciated from the data reported in Tab. 5.1,

according to which the explored channels are Gaze pointing (7 instruments), Breath (5), Head

movements (4), Mental states (2), Attention (2), Voice (1), Tongue (1), Eye movements (1), Mouth

and lip movements (1), EyeBrows (1), Whistling (1).

The musical control exerted by the performer is generally confined at the note level or even at

the process level (generation of chords, arpeggios, etc.). This correlates with the generally low

number of degrees of freedom. The only exceptions in this respect are Imitone, Clarion, and Eye

Conductor, in which control at the timbral level is achieved to some extent, also by means of a

larger number of degrees of freedom.

The variety of mappings is also limited. As an example, all the instruments using gaze pointing

or head movements map parameters of these channels into pitch, typically through a Discrete

range strategy. Similarly, breath (pressure) is always mapped into intensity through a Continuous

range strategy. Brain channels are always mapped to musical parameters at the process level

(with the notable exception of SSVEP BCMI). Also, all the mappings are of the one-to-one type, in

which a single channel parameter influences a single musical parameter, whereas more complex

cardinalities are rarely explored. Notable exceptions are Eyeharp and Clarion, which both provide

examples of one-to-many mappings.

All the instruments score low values along the Feedback axis. Apart from intrinsic and auditory

feedback, additional extrinsic feedback is absent or very limited (most typically, 2D visuals on a

screen). Moderately higher levels of feedback are provided by Lumiselo and Eye Play The Piano

(3D visual feedback on helmet or Head-Mounted Display), while Jamboxx (tactile bumps) and

Tongue-Controlled EMI include forms of tactile and proprioceptive feedback.

Several instrumental designs are lacking extensive and structured evaluation based on frame-

works commonly used for DMIs (e.g. those described in Sec. 1.5). In the absence of structured

evaluation, the levels of required expertise plotted in Fig. 5.15b are estimated qualitatively based

on our subjective judgement, and vary considerably depending on the employed parameters,

mappings, and interfaces.

ADMI design space analysis. Ch. 2 provided a dimension space suitable for the analysis of AD-

MIs, complementary to the one proposed by Birnbaum et al.. This provides different axes which

address characteristics of the instruments related to the accessibility context. Fig. 5.16 provide an

evaluation of the same instruments through this tool. Although values present similarities given

the rather restrictive design specifications and target, some different characteristics provide the

ground for further discussion.

From the simplification point of view, a low score is reported for all the instruments, since no par-
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ticular aids are introduced for the musician. Clarion represents a slight difference as the highly

customizable interface allows to draw simplified layouts depending on the required type of mu-

sical performance.

The Adaptability of the instruments is also generally low. The provided systems do not allow an

high degree of customization to include musicians with different type of disabilities, modeling

themselves on users needs. An exception is again represented by Clarion, which offers the possi-

bility to change input methods and layouts. Biomuse would also seem to offer a minimum degree

of adaptability, as the different sensors are repositionable, and the mappings seem to be arbitrary.

Since HeaDMIs require particular design solutions to exploit the residual physical interaction

channels of their target users, most of the reviewed instruments present an high design novelty. A

lower value is reported for Magic Flute and Jamboxx since their design is more inspired to tradi-

tional instruments (especially the latter, which resembles an harmonica).

The number of employed physical channels differs greatly from instrument to instrument, rang-

ing from lower values (represented for example by gaze-only based instruments like EyeHarp,

Eye Play The Piano and EyeJam) to higher values (e.g. Eye Conductor, which exploits gaze and a

number of facial expressions and muscles). This confirms the wide range of control possibilities

offered by physical channels available from the neck up.

Addressed motor impairments range between two values: quadriplegic disability and lock-in syn-

drome. While most of the instruments are only able to address the first category, exceptions are

represented by instruments which support gaze-only based interaction (EyeHarp, Eye Play the

Piano, Clarion and EyeJam) and brain controlled instruments (Biomuse, SSVEP BCMI, P-300 Har-

monies).

No instruments actively addresses cognitive nor sensory impairments. Clarion’s score on cognitive

impairments have been reported as slightly higher since the degree of simplification offered could

be potentially useful to address this kind of disabilities.

By definition, the use context of all the listed HeaDMIs is oriented to musical performance rather

than music therapy settings.

5.3. Challenges and Perspectives

The survey and the structured comparison reported in the previous section provide the ground

for discussing current limitations in the design and development of HeaDMIs, presenting related

open challenges, and proposing future research directions.

5.3.1. Channels, mappings, feedback

Only a small subset of potentially available physical channels is used in the surveyed instruments.

Some are rarely considered, and some are completely ignored (Blinking, Teeth, Neck Tension,

Imagery). A more comprehensive exploration of alternative channels is an endeavour for future
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work. In addition, physical channels and related parameters need to be characterized in terms of

properties providing useful indicators for musical interactions. We proposed a set of such prop-

erties (Table 3.1, 9 rightmost columns), which may be reconsidered or expanded. However this

issue remains largely untouched in DMI-related research, with few exceptions reported in Ch. 3):

whereas the importance of characterizing sensors for musical applications is well recognized [47],

the same cannot be said for intrinsic characteristics of physical channels, especially unconven-

tional ones discussed in this work.

Concerning control and mappings, our survey shows that musical control rarely extends to the

timbral level, which limits the expressive possibilities of the instruments to a great extent. The

predominance of one-to-one mappings is also a major limitation for instrumental expressivity.

As already discussed, mappings with higher cardinalities (many-to-one, one-to-many, many-to-

many) are typical of most acoustic instruments and have the potential to be more rewarding and

to provide more expressive control. Finally, the generally limited (or absent) extrinsic feedback

impacts negatively especially on the transparency of the interaction, for both the performer and

the audience. All these aspects should be considered together in the design of future HeaDMIs.

5.3.2. Adaptation and Intelligence

Most of the reviewed instruments allow for a limited degree of adaptation to different needs of

various groups of users. Some include the possibility of customizing parts of the interface and

musical features (e.g. range). For an instrument designed for users with different types of motor

impairments, however, a key asset would be the possibility of adapting the employed channel

parameters and the mappings: an example in this direction is provided by Clarion, which allows

the use of gaze pointing or touch, for musicians.

A recent trend amounts to using machine learning techniques in order for an instrument to learn

preferred or idiosyncratic gestures of a user, and to map these to musical parameters. A notable

example is the Wekinator software [77], in which various supervised machine learning approaches

are used to build musical mappings through training examples. Interestingly, this software has

been used in a recent project aimed at building customized musical rehabilitation devices for

children with severe motor impairments [78].

Further insights can be found in the related emerging field of Smart Musical Instruments (SMIs),

which can be defined as instruments equipped with embedded intelligence and able to commu-

nicate with external devices. Specifically, the five abilities of a SMI identified by Turchet [202]

comprise in particular:

a) context awareness, including models of the performer (needs, goals, state, etc.),

b) reasoning, including sensor fusion approaches to define control mappings,

c) learning, including learning from the way a performer interacts with the SMI, and

d) adaptation and proactivity, e.g. exploiting knowledge about the performer to adapt its func-

tion or behavior.

Related design principles include in particular personalization and embedded intelligence, which

however maintains the performers sense of control.
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It is argued that the main current obstacle to the creation of SMIs is the lack of hardware and

software tools able to guarantee low-latency in conjunction with all activities related to knowledge

management, reasoning, and learning (feature extraction from audio and sensors, other forms of

sensor signal processing, sensor fusion and machine learning, etc.). This latter remark may be

extended to the fields of ADMIs and HeaDMIs, and may explain why the issue of adaptation is

largely disregarded in almost all of the instruments reviewed in this work.

5.3.3. Design and evaluation

We have reasoned in Sec. 1.5 about the multifaceted nature of evaluation in the context of DMIs.

This is counterpointed by the lack of structured evaluation for most of the surveyed instruments.

The development of evaluation frameworks specifically devised for ADMIs and HeaDMIs is cer-

tainly a challenge for future research. One further open issue is a general lack of musical pedago-

gies and repertoire for these instruments, which not only hinders their adoption and longevity [203],

but also limits the possibility of conducting longitudinal studies targeted at long-term evaluation

(learning, retention, and so on).

A related point is about the approach to instrument design. All stakeholders should be involved

in the design process since the early stages, using a cyclical, participatory design approach [204]

in which mock-ups and early prototypes are evaluated and redesigned based on stakeholders’

feedback. This is even more needed in the case of ADMIs and HeaDMIs, where target users have

specific and individual needs and requirements.

Principles of participatory design have only recently started to enter the mainstream of DMI re-

search [79]. Although some of the surveyed instruments mention the involvement of one or more

subjects in the design cycle, developing participatory design approaches specific to HeaDMIs is

yet another challenge for future research.
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6
Design of gaze controlled instruments

The use of gaze as an interaction method for musical interfaces, reviewed in Sec. 3.2.1 and with

the experiment described in Ch. 4, can be a particularly simple and suitable solution for HeaDMIs.

This is also demonstrated by the amount of gaze-based HeaDMIs found in the literature. Acous-

tic musical instruments interfaces are usually designed to exploit the peculiarities of hands and

finger movements. Similarly, a gaze-based musical interface should consider the characteristics

of eye movements to guarantee comfortable and effective interaction. In fact, a simple imitation

of the layout of a traditional musical instrument may be unsuitable for gaze interaction, thus re-

quiring the implementation of specific solutions.

This section serves as a theoretical background for some of the development choices described in

Part II of this thesis, by providing more insight on gaze interfaces design, as well as a collection of

related design cues. Many of these have been considered for the development of the instruments

Netytar (Ch. 9) and Netychords (Ch. 10).

Sec. 6.1 provides an insight on the state of the art. Sec. 6.2 describes how the eyes move from a

physiological point of view. Sec. 6.3 lists a series of design cues and techniques which could be

used to enhance interaction. Finally, Sec. 6.4 addresses the Midas Touch problem, a known issue

in gaze-based interfaces design, and some possible solutions to tackle it.

6.1. Related works

Relatively few gaze-based methods for playing music have been developed to date. Interesting

analyses of strengths and weaknesses of these approaches, as well as limits and challenges that

future solutions should address, can be found in the works by Hornof et al. [98, 205]. The Eye-

Music system and related performances [206] are a first attempt at creating tools for generating

sounds with the eyes, although they cannot be strictly considered real musical instruments. Vam-

vakousis’ Ph. D. thesis [207] provides an important source for gaze-based instruments research.

Eye Play The Piano (Sec. 5.1.9) allows to select notes and chords by looking at hexagonal graphical

shapes that control the keys of a real piano. EyeJam (Sec. 5.1.13) proposes a method for note se-

lection called “context-switch”, where sound is produced only when the gaze crosses a horizontal
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line. Lumiselo (Sec. 5.1.6), is probably the first to propose a hybrid method involving both gaze

and breath (through a sip-and-puff controller): a note is selected by gaze, and then its actual play-

ing occurs by blowing into a breath detecting sensor. EyeConductor (Sec. 5.1.14), and The Eye-

Harp (Sec. 5.1.8) introduce pie-shaped interfaces in which the central area is mapped to silence

(pauses). EyeConductor also exploits facial expressions, such as raising eyebrows or opening the

mouth to change octaves or to control filters. The EyeHarp is a complete musical instrument that

allows to play notes on several octaves and to control sound dynamics. Its interface contain gaze

sensitive buttons with white dots used to guide the gaze, and the central area is exploited for both

pauses and note repetition, through a dynamically mapped button.

6.2. Characteristics of gaze movements

Gaze point is the point in space (or, in software applications, the point on the screen) where the

user looks at.

Eyes generally move through saccades, which are jerky movements, lasting about 30 ms, during

which the gaze point moves from one discrete point to another. These are interspersed with fix-

ations, where the gaze point remains, indeed, almost fixed on a position. Usually a fixation lasts

from 100 ms to 400 ms. Fig. 6.1 shows a visual representation of gaze point moving through sac-

cades and fixations while reading a text.

Figure 6.1.: A scanpath, namely a visual representation of saccades (straight lines) interspersed
with fixations (circles) while reading a text
Source: Lucs-kho at English Wikipedia, Public domain, via Wikimedia Commons

That said, the eye is unable to perform fluid movements unless it has a target to lock on: this is

called smooth pursuit, a fluid movement which follows the movement of a target.
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Blinks are sometimes not recommended as an interaction channel due to their potentially invol-

untary nature [208], but are listed as one of the residual movement abilities for a quadriplegic

person (Sec. 3.2.1). As they are very fast, blinks employed in some accessible applications and

HeaDMIs like Netytar (Ch. 9), using some filter or rule to discriminate voluntary and involuntary

blinks.

Finally, even during a fixation eyes are not perfectly still but make small random movements

within 0.1◦ of the visual angle, called jitter.

These movements can be activated voluntarily, but many can occur involuntarily and uncon-

sciously. Involuntary saccades, for example, occur on a regular basis even during fixations [185].

Those may preclude musical performance, which requires very precise control. There is evidence

for gaze anticipating physical movement [209] and interactions in virtual environments [210], a

behavior which the performer must learn to avoid during gaze-controlled musical performance.

In gaze controlled instruments, those may lead to the anticipated performance of notes with re-

spect to the prescribed tempo, unless the introduction of filters to compensate by creating latency.

Such behavior was also noticed during the evaluation of The EyeHarp [62, Sec. 2.2.2, ’Melody layer

evaluation’]. Netytar and Netychords as a counterexample does not use filters in order to improve

the precision at higher tempos [7], thus not providing any aid to avoid anticipations.

Rhythmic capabilities of eye movements are limited. [98] reports an eye-tapping experiment

which shows that eyes are unable to deliberately perform more than 4 saccades per second (ap-

proximately one saccade every 250 ms). According to the author, this seems to be an upper limit

which cannot be overcome, not even through training. In systems like Netytar where notes are se-

lected through gaze pointing, this translates into a maximum limit in note changing speed. Exper-

imenting with Netytar we however make the hypothesis, through direct observations, that more

trained people could manage to maintain sustained tempos with greater precision. In Sec. 9.4 we

discussed and proposed a training method to possibly reach this goal through exercising.

6.3. Visual cues and techniques

The following are some techniques which can be considered and combined.

Color. When using a gaze-based musical interface, an eye movement can result in a involuntary

interaction. This leaves little space for the user to explore the interface, and usually the performer

needs to know in advance where the next gaze movement should happen. While many musical in-

terfaces employ differently shaped keys (e.g. a normal piano keyboard) or spatialization (e.g. The

EyeHarp, Sec. 5.1.8) to help note localization, color can be used strategically to enhance interac-

tion and partially solve this problem. It has been proven that the areas of sight outside the fovea

(the central area of human vision), corresponding to peripheral vision, are particularly sensitive

to contrasting color variations [211].
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Cursors. Although showing a cursor is a classical way to give a visual feedback to the user for

the current pointing position, its usage in gaze-based interfaces could be problematic since it

could distract the user. It has been shown, through experiments on primates, that involuntary

gaze movements can be caused by moving objects [212]. Furthermore, given the general imper-

fect accuracy and precision of eye tracker data, even a slightly different position of the cursor with

respect to the fixation point could frustrate the user and be unnatural. It can be argued that the

use of visual feedback may not be necessary to indicate the user’s gaze position. When using a

pointing device such as a mouse, a cursor is required as the pointed position would otherwise not

be known to the user. In the case of gaze, the position is already known since the user who knows

where their gaze point lies. There are however alternatives to cursors to return visual feedback on

selecting items: one of these is to highlight the selected element through a change of color, a flash

or a shape change when the gaze point enters its area. Alternatively, it is possible to implement

"discrete cursors" like the one introduced in Netytar (Ch 9), which instead of moving in a contin-

uum can only assume a limited number of positions (e.g. centered on gaze sensitive elements).

Visual elements to enhance precision. Given the aforementioned jittering nature of eye move-

ments and gaze detection by eye trackers, some visual elements can be introduced to enhance

interaction precision. Gaze sensitive elements can be equipped with "visual hooks", such as dots,

to help the user concentrate fixations on the center of their area. The EyeHarp (Sec. 5.1.8), for ex-

ample, presents a series of points on keys and external areas used for pausing sound. In the first

versions of Netytar (Ch. 9), keys had a dot in the center. The solution was however abandoned in

later versions to lighten and simplify the interface, reducing the number of elements displayed.

Abandoned for the same reason, the first versions of Netytar also featured several lines on the

interface which connected the keys, acting as potential guides for gaze movement.

Auto-scrolling. Netytar (Ch. 9) introduces an auto-scrolling feature and approach. The view on

the virtual keyboard moves automatically, and “gently” places the key corresponding to the just

played note at the center of the visualization area. The speed at which the interface moves is pro-

portional to the square of the distance between the observed point and the center of visualization

area on screen. This allows to have a theoretically infinite playing region available, regardless of

screen size. This solution also could increase accuracy, as gaze detection provided by eye trackers

based on Near Infrared technology is usually more accurate in the central screen area [213]. This

solution is particularly suitable if applied to 2D key layouts similar to those used by Netytar or

Netychords (Ch. 10), but could potentially be introduced in others.

6.4. The Midas touch problem

One of the best known issues to be addressed in the creation of gaze based interfaces, present

also while designing other types of interfaces based for example on gestural controls, is the so-

called "Midas Touch" problem [92, 214, 215]. It consists in the fact that, if the act of passing

gaze point through the area of on an interface element triggers any event such as its activation (as

often happens in gaze-based musical interfaces), any exploratory or involuntary gaze movement
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can potentially cause an unwanted interaction. Jacob [208] summarizes the problem with the

following sentence:

"Everywhere you look, another command is activated; you cannot look anywhere without issuing a

command."

One very important consequence in musical interfaces is that keys layout design is a non-trivial

problem which requires an additional effort. Traditional acoustic musical instrument layouts may

not be suitable for gaze-based interaction. Let us take as an example a piano keyboard. In order to

perform any given musical interval which requires a jump between two non-adjacent keys, other

keys should be crossed (Fig. 6.2). Even if a saccadic movement is very fast, the sampling frequency

of modern eye trackers is high enough to detect intermediate positions, causing an involuntary

activation of intermediate keys. While fingers can be lifted from a keyboard, it is not possible to

control the musical performance in the same way with gaze.

Figure 6.2.: Gaze scanpath on a piano keyboard. When gaze moves from the F key to the E key,
intermediate keys are crossed.

Various solutions have been proposed to this problem in the literature, for both musical and gen-

eral purpose gaze-based interfaces. The following is a review of the main ones.

Dwell time. A possible solution to this problem is to apply a delayed selection method. Using

dwell time, an interface element is selected by gaze entering its area, but activated after the expira-

tion of a given time interval [216, 217]. In musical terms, however, this might not be a very efficient

solution since it introduces a Delayed Audio Feedback (DAF) between the action of the physical

input and the generation of the related sound. A DAF may alter the quality of a musical perfor-

mance, impeding correct play of rhythmic pieces [218]. According to Wessel and Wright [80], ten

milliseconds are an acceptable upper bound for a delay on audible system reactions during live

computer music performances. This is the reason why, to allow fast musical executions and “vir-

tuosities”, in the gaze based instruments Netytar (described in Ch. 9) and Netychords (described

in Ch. 10) we tried to avoid the use of dwell time.

Filtering. Another solution is applying a filter to discriminate saccadic movements from fixa-

tions, and enable activations only when a fixation occurs. An implementation is provided by The

EyeHarp (Sec. 5.1.8). However, even in The EyeHarp a DAF was observed which could preclude

the performance of rapid sequences of notes [7].
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Hybrid interaction. Using an extra physical channel in addition to gaze allows to decouple the

note selection from its performance. As an example, Lumiselo (Sec. 5.1.6) and Netytar (Ch. 9)

exploit breath to control note onsets and sound intensity: when no breath is emitted, gazed keys

are not activated.

Keys displacement. Passing through intermediate keys during the performance of different

musical intervals can be avoided, in part or completely, through an adequate keys positioning.

Various solutions have been proposed in literature, all having pros and cons, being partially capa-

ble of solving the problem.

■ Pie shaped layouts. A layout where the keys are arranged in a circular fashion, as illustrated

in Fig. 6.3a, can partially solve the problem. As shown in the figure, ideally many musical

intervals do not require crossing keys in between. However, with finite-sized keys, some

intervals may still require passing through intermediate keys. One drawback of using such

a solution is that the space is not fully exploited and, since the eye tracker detection limita-

tions require the use of large keys, it is not possible to represent more than a given number

of notes on the screen. It is also not easy to implement solutions such as auto-scrolling

(Sec. 6.3) for this type of layout. The EyeHarp (Sec. 5.1.8) and Eye Conductor (Sec. 5.1.14)

are two examples of instruments which make use of pie-shaped layouts.

■ Context switching. A particular and original solution, called "context switching", has been

proposed by the instrument EyeJam (Sec. 5.1.13). The solution, summarized by Fig. 6.3b,

consists in placing two rows (or columns) of keys mapped to the same notes. The two rows

should be separated by an area where no mapping is done from gaze movement to sound.

Any activation should be preceded by the act of crossing this area. Any gaze movement

which does not follow this rule is substantially ignored. In this way, an up-and-down motion

of the gaze is required, but intermediate keys crossing is avoided.

■ Spacing between keys. Another solution to tackle this problem is using a 2D layout where

keys are interspersed with non-sensitive areas and placed in a strategic way to avoid in-

termediate keys crossing for common musical intervals. This is obtained by reducing the

size of keys and/or setting the gaze sensitive area associated with each key (often called

"occluder") to have a different dimension than the key itself, as for example happens in

Netytar (Ch. 9). Fig. 6.3c summarizes the key concepts behind its layout. While some key

jumps require to cross intermediate keys, the layout strives to provide alternate paths for

the same pitch interval.
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(a) Pie-shaped layout.

(b) Context switch based layout.

(c) Layout with spacing between keys.

Figure 6.3.: Three possible keys layouts to tackle the Midas Touch problem. In a pie-shaped layout
(a), the red colored scanpath crosses intermediate keys, while the green colored one does
not. In a context switch based layout (b), the green colored scanpath does not cross
intermediate keys, since it passes through the blue rows separator in the middle. In
a layout with spacing between keys, like Netytar’s layout (c), the red scanpath cross
intermediate keys, while the green does not.
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7
NeeqDMIs: a C-sharp HeaDMIs

development framework

HeaDMIs all share a common structure in a general sense. Some components, described in

Sec. 1.4 and by the structural diagram in Fig. 1.2 are possibly common to any HeaDMI. All of

them need sensors to detect the user’s interaction channels, have a mapping logic to transform

interaction into musical features through mapping and have to communicate those features to a

sound production unit through some protocol. Some of them provide extrinsic feedback through

different modalities, some possess a performer interface.

NeeqDMIs is a library written to facilitate and speed up the development of software HeaDMIs by

implementing some basic common elements among instruments. It contains a series of classes

which can be used for fast HeaDMI prototyping and development, and can be easily integrated

into the code. The library is written in C♯ and is therefore useful for developing software instru-

ments with the same language, within the .NET Framework1 by Microsoft. NeeqDMIs is released

under the GNU-GPLv3 open-source license and its source code and release files (in the form of a

Windows .dll library) are downloadable from its GitHub repository2.

The library has not yet been presented in a scientific paper at the time of writing this thesis. How-

ever, it was used as a basis for the development of all the HeaDMIs and peripherals described in

this chapter.

NeeqDMIs is structured in macro-groups of classes and tools. Although the library is expanded

with new classes at every new update, a general structure can already be defined. The library was

developed using an Object Oriented Programming (OOP) approach, and encourages the use of

the same approach for HeaDMI development.

An overview of similar works found in the literature is provided in Sec. 7.1. Sec. 7.2 outlines some

concepts and design metaphors, while in Sec. 7.3 a general description of the library’s features is

provided. The structure of this last section matches the library directory tree structure and the

namespaces hierarchy. An example of its usage to implement a simple HeaDMI is provided in

1.NET Framework official website: https://dotnet.microsoft.com/
2GitHub repository for NeeqDMI: https://github.com/Neeqstock/NeeqDMIs
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Sec. 7.4. Future work and directions are discussed in Sec. 7.5.

7.1. Similar works

Although an ADMI designer can make use of libraries dedicated to the development of DMIs in a

general sense, no other prototyping libraries for software ADMIs have been found in the literature.

Libraries for the design of DMIs dedicated to people without disabilities may not be adequate

to design instruments for people with quadriplegic disabilities. That is the case for example if

the supported interaction methods and controls require the use of hands. However, some of the

recovered libraries and toolkits share some aspects of NeeqDMIs’ philosophy. Some examples are

given below.

The library is aimed to support rapid prototyping. Making prototypes and sketches is a felt neces-

sity within the design of DMIs, as noted by Calegario et al. [219]: "prototypes help identify flaws,

redirect and adjust decisions, improve the understanding of context, and generate new ideas". As

they furtherly remark, in order to evaluate an instrument design idea it is necessary to have the

possibility to play it. The authors proposal to address the problem is the Probatio toolkit. This

consists of a series of physical "blocks", which are housings or modules containing sensors (for

example keys, levers, cranks, touch sensitive strips). An instrument can thus be assembled fol-

lowing a "morphological chart" to choose the building blocks.

The OSC-XR software library, proposed by Johnson et al. [220] offers a similar concept in the con-

text of Virtual and Extended Reality instruments. It is a library for Unity3, a well-known 3D graph-

ics engine. It offers a series of controllers and scripts for rapid instrument prototyping. The work

of the instrument designer is simplified, since they can thus implement OSC-XR elements with-

out having to build from scratch three-dimensional graphic components. The authors propose

Hyperemin as an example, an augmented theremin with extended reality elements which offer

additional control over audio processing.

Roberts et al. [221, 222] proposed Gibber, a toolkit comprising a highly simplified programming

language for prototyping and creating web instruments which work via browser. Gibber provides

a ready-made interface elements collection, along with a series of event handlers for interacting

via touch, mouse, and keyboard. Gibber is also oriented towards sharing ideas and sketches, as it

allows the publication of instruments within a centralized database.

Matthew’s "The instrument-maker" [223] is a library for the prototypation of Assistive Music Tech-

nologies for the Pure Data programming language. Instruments made with that library can be run

on Bela, Arduino and Raspberry boards, enabling affordable embedded and standalone technolo-

gies development.

Lastly, following the idea of simplification, Gonçalves and Schiavoni [224] proposed Mosaicode, a

Visual Programming Language (VPL) with a high level of abstraction and high specificity, being a

Domain-Specific Language (DSL) dedicated to sound design and DMIs development. According

to the authors, the use of a visual language where programming is done by diagrams could be a

3Unity’s official website: https://unity.com/
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simpler approach for instruments designers without previous programming experiences.

7.2. Framework concepts and paradigms

The library proposes a general design paradigm for the implementation of the software HeaD-

MIs developed with it. Specifically, NeeqDMIs introduces a physical metaphor for implementing

musical instruments, given by the Rack and DMIBox classes.

The static class Rack class will contain elements and modules that can be referenced globally

within the project. This class symbolizes one of the typical "racks" used as a shelf for analog mod-

ules like synthesizers, amplifiers, an other electrical audio equipment (an example is shown in

Fig. 7.1). The main container-module will be the DMIBox, a class to be extended and integrated

into the HeaDMI project. An extension (through inheritance) of the DMIBox will contain the in-

teraction logic of the instrument. Submodules can be added to both the Rack or the DMIBox.

DMIBox class and Rack examples are contained in the Templates namespace.

Figure 7.1.: An audio rack with caster wheels
Source: Stephan N, CC BY-SA 3.0, via Wikimedia Commons

Most of the sensor modules described in Sec. 7.3 include one or more Lists of Behaviors specific

to that sensor in the instrument’s operating logic. Behaviors are actually implementable C♯ in-

terfaces. The programmer is expected to implement the specific Behaviors for each sensor by

extending these interfaces. Once the Behaviors have been added to the corresponding lists in the

related sensor modules, these will be triggered (called) each time a new data sample is communi-

cated by the sensor.
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7.3. Library contents

NeeqDMIs contains classes and tools to facilitate the introduction of sensor peripherals to detect

the user’s physical interaction channels.

Some of the sensors which the library is dedicated are already available on the mass market. In

this case, NeeqDMIs aims to extend their official API in order to facilitate their use in the ADMIs

development context. Some additional sensors introduced in the framework are part of the DIY

sensors inventory described in Ch. 8.

7.3.1. ATmega

This namespace contains tools for the implementation of generic sensors built using Arduino

microcontrollers4.

SensorModule defines a class for writing output or receiving input strings from a sensor con-

nected via USB port (also called "COM"). Each time an input string is received by the sensor,

the data is reported to all the Behaviors contained in the homonymous list. SensorModule con-

tains methods to check if the connection to the sensor was successful, and possibly disconnect

the sensor and stop receiving input data. The ISensorBehavior interface allow to implement new

Behaviors for SensorModule.

7.3.2. Eyetracking

This and the following sub-namespaces are dedicated to eye tracking sensors.

Tobii namespace contains classes and tools related to Tobii eye trackers5, which can enable the

instrument to detect gaze point, eye position in three-dimensional space, blinks and head move-

ment. These classes include references to the official Tobii.Interaction framework library, avail-

able as a NuGet6 package. TobiiModule is the main class to implement in the instrument code.

It contains an instance of Tobii.Interaction.Host capable of detecting and receiving input from a

Tobii eye tracker connected via USB port. TobiiModule also contains the following sub-modules:

■ An instance of TobiiBlinkProcessor, a sub-module capable of detecting user blinks. Blinks

detection occurs by considering the number of samples within which an eye is not detected

by the sensor. Blinks performed with one or both eyes are detected, and it is possible to

associate different behaviors to these events. The detection thresholds are adjustable.

■ An instance of MouseEmulatorModule, which is described further in this section.

TobiiModule contains three Behaviors lists: GazePointBehaviors, which receive as input gaze point

data; EyePositionBehaviors, which receive as input the position of the user’s eyes within the three-

4Arduino official website: https://www.arduino.cc/
5Tobii official website: https://www.tobii.com/
6NuGet is .NET framework official package manager. NuGetOfficial website: https://www.nuget.org/
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dimensional space; HeadPoseBehaviors, which receive as input the user’s head position and rota-

tion (detectable by some eye trackers produced by Tobii such as the 4C7). Three interfaces, namely

ITobiiEyePositionBehavior, ITobiiGazePointBehavior, ITobiiHeadPoseBehavior allow to implement

the related Behaviors to be included in the lists.

EyeTribe contains classes and tools related to the EyeTribe eye tracker, to integrate the sensor into

a DMI. The peripheral, whose specifications have been tested and analyzed by Ooms et al. [183],

Popelka et al. [225] and Funke et al. [226] is now out of production. Compared to recent Tobii

eye trackers, the EyeTribe only allows gaze point detection. The namespace contains the main

module EyeTribeModule, which works in a similar way to the aforementioned TobiiModule, ex-

cept for having a single list of Behaviors which receive the user’s gaze point as input. An instance

of MouseEmulatorModule, included in the module, can also be set to receive as input gaze point

as raw unfiltered data, or data automatically filtered by the sensor hardware. The IEyeTribeGaze-

PointBehavior should be used for implementing gaze point related Behaviors.

MouseEmulator contains the MouseEmulatorModule mentioned above. It allows to control mouse

cursor through gaze point, using the raw data provided by the eye tracker or a filtered version

through the PointFilters described in Sec. 7.3.10.

Common contains utility classes referenced by the modules described above. Eyes is an enum

which simply lists left and right eyes, while EyeTrackerModels provides a list of eye trackers sup-

ported by the library.

7.3.3. Headtracking

This and the following sub-namespaces contain classes and tools for implementing head tracking

support into an instrument.

NeeqHT contains classes and tools for interfacing a DMI with NeeqHT, the DIY head tracker de-

scribed in Sec. 8.2. Currently, NeeqHT is the only head tracker supported by the framework. Nee-

qHTModule is the main module to be placed in the instrument code. Among other objects and

methods, it contains a list of Behaviors which are triggered each time a new input is received

from the head tracker. The latest input is stored inside an HeadTrackerData object, which con-

tains head rotation data (Yaw, Pitch, Roll). The object also contains methods to calibrate the head

tracker by setting a central position for each rotation axis, corresponding to a neutral position

of the head. TranspYaw, TranspPitch and TranspRoll properties will return the head rotation an-

gle with reference to the calibrated center. The namespace also contains the INeeqHTbehavior

interface, for Behaviors implementation.

7Tobii 4C specifications on Tobii official website: https://help.tobii.com/hc/en-us/articles/
213414285-Specifications-for-the-Tobii-Eye-Tracker-4C
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7.3.4. Keyboard

This namespace contains useful tools for implementing computer keyboard controls into the in-

strument. The implemented classes exploit and have a reference to the RawInput8 package. This

framework allows to perform advanced operations with keyboards such as discriminating input

from multiple keyboards connected to the computer (e.g. via different USB ports), or detecting

keystrokes even when the application window is placed in the background.

KeyboardModule is the main module to be placed inside the DMIBox of the instrument to im-

plement keyboard controls. Whenever a keystroke is detected by the module, from any keyboard

connected to the computer, the event is signalled to all the Behaviors contained in the homony-

mous list. The IKeyboardBehavior interface is useful for implementing such Behaviors. VKeyCodes

enumerates keycodes associated to all the possible types of keys detectable and which can be pro-

cessed by the module.

7.3.5. MIDI

This namespace contains modules and utilities to send MIDI messages. These are useful if the

musical instrument is a MIDI controller. The modules refer to the MIDI output ports detected by

the computer. Windows automatically provides a list of detected MIDI ports.

The IMidiModule interface allows to declare a new type of MIDI Module. This module will im-

plement, in addition to a MIDI channel selector, a method for checking MIDI connection and

methods for sending the following types of MIDI messages: Note On/Off, Expression, Modu-

lation, Pitch bend (and reset), and Channel Pressure. Furthermore, the SendMessage() method

should allow to send generic MIDI messages by manually setting each byte.

MidiModuleNAudio is a MIDI module (which implements the IMidiModule interface just de-

scribed) created using the NAudio9 library.

MidiDeviceFinder is a class which takes as input an IMidiModule and sets the MIDI device to the

last available and active from the Windows MIDI devices list. This is due to the fact an external

MIDI device (opposed to an internal one, such as the Windows pre-built MIDI synth) is usually

set as last on the devices list.

7.3.6. Mouse

This namespace contains the MouseFunctions static class. This references Windows DLL10 sys-

tem libraries to allow the following functions: (a) detecting the position of the mouse cursor with

reference to its coordinates on the screen; (b) setting mouse cursor position using the same co-

ordinates system; (c) hiding the mouse cursor from the user. The latter is useful, for example, to

implement applications which work by detecting the user’s gaze point, as showing a cursor could

8RawInput library on NuGet: https://www.nuget.org/packages/RawInput/
9NAudio package on NuGet: https://www.nuget.org/packages/NAudio/

10Dynamic-link library (or DLL) is a Microsoft implementation of shared library concept in Windows systems.
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be a source of distraction for the user’s gaze (a design choice better argued in Sec. 6.3).

7.3.7. Music

This namespace contains tools and classes which refer to notes, scales, MIDI pitches and other

musical concepts. Notes refer to the Equal Temperament11. Microtones and other temperaments

are not supported by the library at the moment.

MidiNotes enumerates all musical notes and associates them to the relative MIDI pitches. Notes

are listed ranging from octave number 0 to octave number 8. Accidentals are reduced to sharp

notes only, indicated with an ’s’ as first character in their name. Extended enum methods allow to

get the frequency associated to each note and to convert the note in other note formats included

in the namespace.

MidiNotesUtils and PitchUtils are static classes which contain other useful methods to achieve

such conversions.

AbsNotes enumerates musical notes without the octave information associated.

The Scale class describes a musical scale. Scale types are defined in ScaleCodes, while ScalesFac-

tory (which implements the Factory OOP Design Pattern12) can generate Scale objects given a

root note and a scale code. Scale also contains methods to determine if a given note belongs to

the scale, and to determine if two notes are consequent in the given scale.

TempoUtils contains static methods to convert musical tempos between two measurement units:

milliseconds and Beats Per Minute (BPM).

7.3.8. Mappers

This namespace contains tools and classes useful to make conversions between values, domains

and more.

AngleBaseChanger allows to perform transformations between reference systems for angles hav-

ing different bases. The angle reference systems must be expressed in degrees within the space

(−180◦,+180◦).

ValueMapper and SegmentMapper allow to make transpositions from one numeric domain to

another through proportions.

11Equal Temperament is a known concept in music. It consists in subdividing the frequency spectrum into octaves
consisting of 12 basic intervals or half-tones, and it’s generally used in western music. It has been described by Dirk
de Klerk in a jorunal article on Acta Musicologica [227].

12Factory design pattern according to the website "C♯ Corner": https://www.c-sharpcorner.com/article/
factory-method-design-pattern-in-c-sharp/
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7.3.9. Audio

This namespace contains classes and tools useful for implementing audio processing operations.

The only class currently included is AudioFormatFft which describes data useful for performing

Fast Fourier Transform (FFT). An AudioFormatFft object receives the following information as

input: sampling rate, bit rate, number of channels, size of the input buffer (expressed in millisec-

onds), and Zero Padding modality13. It is therefore able to: calculate the dimensions of the FFT

output sample, considering or not the applied zero padding technique, and find the frequency

associated with each specific bin of the FFT array, given the described format.

7.3.10. Filters

The following namespaces contain collections of numerical filters. They can be useful for per-

forming tasks such as smoothing sensor inputs.

PointFilters contains geometric filters for two-dimensional points. Filters are described by the

IPointFilter interface. The following filters are included in the library in the current version while

writing:

■ Moving Average Array. Input points are stored in an array having finite size, and the output

is given by their geometric mean;

■ Moving Average Array with Outsiders. Similarly to the previous one, input points are stored

in an array of finite size. However, a system of identification of outsider values is introduced

which excludes from the calculation of the mean values that deviate from the previous av-

erage by a certain radius;

■ Exponentially Decaying Moving Average. Filter output is described by the following formu-

las, which are a classic mathematical formulation [229] for obtaining a moving average.

Ox (t ) =α · Ix (t )+ (1−α) ·Ox (t −1) (7.1)

Oy (t ) =α · Iy (t )+ (1−α) ·Oy (t −1) (7.2)

where t and t −1 represent the current and previous time instants, while Ox,y and Ix,y represent

the X and Y coordinates of the output and input points, respectively.

ValueFilters contains one-dimensional numerical filters, described by their respective interfaces.

The proposed formulations are similar to PointFilters, but adapted to the one-dimensional case.

ArrayFilters contains filters which take an array of values as input, and apply a ValueFilter to each

entry.

13Zero Padding is a known technique in computational signal analysis theory. It consists in adding zeroes to the sample
to be transformed, to obtain a larger number of bins in the transformed sample. It is well described by Donelle and
Rust [228]
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Figure 7.2.: A diagram representing the main components of a sample HeaDMIs implemented with
NeeqDMIs library. Hardware components (sensor peripherals) are colored in green;
modules and submodules are colored respectively in yellow and orange; behaviors are
colored in blue; generic code sections are colored in red. Arrows represent data flow be-
tween components.

7.4. Example

The schematic of a simple software HeaDMI controlled through a Tobii eye tracker and a generic

sensor is shown in Fig. 7.2. We chose to abstract on the performance logic of the instrument and

its graphical interface, as well as the implementation of all behaviors, the MIDI module, and a

filter in order to propose a generic example.

User action is detected by the two sensor peripherals, whose data streams are passed as input to

SensorModule and TobiiModule. Two different behaviors associated to SensorModule are used re-

spectively to control parameters of the performance logic and to generate feedback on the graph-

ical user interface: the two code sections are voluntarily separated into two ISensorBehaviors. In

this way, any of the behaviors can be added or removed (enabled or disabled) flexibly at runtime.

The gaze point detected by TobiiModule is used both to control elements of the graphical interface

through a ITobiiGazePointBehavior, and to control the mouse cursor through the MouseEmula-

torModule. The latter’s position is filtered through a IPointFilter, and also causes an effect on the

graphical interface. Similarly, head position is used to affect both the graphical interface and per-

formance logic through a ITobiiHeadPoseBehavior. Eye blinks are detected by TobiiBlinkProcessor.

Through a ATobiiBlinkBehavior they contribute to the performance logic of the instrument. Eyes

position in the 3D space is not exploited. The graphical interface elements in turn cause an effect
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on the performance logic. Finally, performance parameters are transformed into MIDI events by

an IMidiModule.

Other library elements such as classes within the Music namespace (e.g., MidiNotes and Scales

definitions) could actively contribute to performance logic or elements displayed on the interface.

Sensor values could be remapped through ValueMappers or SegmentMappers.

It should be noted that all components are placed inside the DMIBox, while the graphical interface

(which could consist of an application window, for example) is referenced inside the Rack class

and separated from the instrument implementation.

7.5. Future work

The library, at the time of writing, is constantly being updated by introducing new features. Pos-

sible additions that will be introduced in the future are discussed below.

At the current version, white this thesis is written, the library supports only some types of sen-

sors, capable of detecting only a part of the proposed physical interaction channels in Ch. 3: only

sensors to detect gaze, blink, eye position and head rotation are currently supported by the li-

brary. Tools to detect and analyze voice, whistle, vocal tract resonances through spectral analysis

of microphone input could be introduced (for example through a generalization of those used

to develop the instrument Resin, described in Ch. 11). Electroencephalographic and myographic

sensors could be supported by future versions of the library, for the detection of brain and mus-

cular activity.

Some controls and graphical elements for designing graphical user interfaces for virtual instru-

ments (discussed in Sec. 1.2) could be introduced, with reference to C♯ graphical frameworks such

as Windows Presentation Foundation14.

The library currently supports only MIDI as an output protocol to communicate with sound gen-

eration units such as synthesizers. MIDI only officially supports the aforementioned Equal Tem-

perament note to frequency mapping, which could be a major limitation for some types of mu-

sical instruments. OSC15 or other communication protocols could be supported by the library in

the future.

The library is written in C♯ and references Windows operating system libraries, which binds its

usage to software instruments that can be run under such operative systems. This is due to

the availability of some of the employed Application Programming Interfaces (APIs), such as To-

bii.Interaction, for Windows operating systems only. A new library could be written in different

languages without such bindings to work under different systems.

14Windows Presentation Foundation (WPF) is a User Interface framework for building Windows desktop applications,
part of Microsoft .NET Framework. Repository on GitHub: https://github.com/dotnet/wpf

15OSC protocol on
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8
DIY sensor peripherals

This chapter describes two sensor peripherals developed ad-hoc to detect breath pressure and

head rotation respectively. As stated in the preface of this thesis work, the philosophy of the re-

search project includes economic affordability in addition to accessibility. Accessible and assis-

tive technologies often have very high costs [230]. This, as well as lack of communication between

developers and end users, may lead products to reach only a small part of the target group. High

costs could depend on the small size of the user base, therefore on the absence of large-scale pro-

duction. In addition to using free and open-source licenses for the distribution of the developed

software HeaDMIs, the two peripherals described in this chapter aim at economic accessibility

through the following principles:

■ Ease of construction. The sensors can be replicated through DIY (Do-It-Yourself) practices,

following simple and clear instructions which do not require specific electronics and man-

ufacturing skills. In this way it is potentially possible to "distribute" them to the target users

without the need for production;

■ Use of open-source microprocessors. The construction plans of the employed Arduino mi-

croprocessor boards are available under open-source licenses1. This makes it possible for

different manufacturers to replicate those boards thus keeping costs relatively low;

■ Use of easily available materials. The materials used (e.g. pipes, boxes, cables) are easily

found in DIY stores, while the transducers are easily obtainable through e-commerce;

■ Hardware reproducibility. The peripheral construction projects and schemes are published

under Creative Commons licenses;

■ Open-source control software. The software to be loaded in the Arduino microcontrollers to

allow the peripherals to function properly, as well as the libraries and APIs which serve as

drivers are released under open-source licenses.

These principles are coupled with a general strive for design simplicity, both on the software and

hardware sides.

It can be stated that the two peripherals agree with the concept of Open-Source Hardware (OSH).

Niezen [231] defines OSH as "hardware whose design is made publicly available so anyone can

1Introduction to Arduino on Arduino website: https://www.arduino.cc/en/guide/introduction
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study, modify, distribute, make and sell the design or the hardware based on that design". Fisher

and Gould [232] indicate OSH devices as products where "designs, software and development ef-

forts are made freely available to all". Pearce [233] assumes that OSH is the transposition to the

hardware context of Free Open Source Software (FOSS) principles. As Bonvoisin et al. [234] point

out, however, there’s no agreement on the definition of OSH, and the term is interpreted in differ-

ent ways and sometimes misused. While a license is often sufficient to determine whether a soft-

ware product is open-source, the issue becomes more complex in the case of hardware products.

The authors emphasize the need for comprehensive documentation, which allows for replication.

Bonvoisin et al. [234] report the definition proposed by the Open-Source Hardware Association [235]

which indicates the basic principles which characterize OSH:

■ Freedom to study the hardware project and schematics, having sufficient informations to

interpret them;

■ Freedom to modify the project, for example by "forking" the project (developing another

independent branch);

■ Freedom to make, produce, manufacture, replicate the components;

■ Freedom to distribute, give or in certain cases sell the product documentation or manufac-

tured product units.

Balka et al. [236] propose another wording for similar principles, namely "transparency, accessi-

bility and replicability".

Open source documentation is often used to bolster community-based hardware development

and collaboration processes [234], as well as fast innovation and cost reduction [231]. A review on

how OSH could be used for the development of scientific hardware is proposed by Pearce [233],

who states that an increasing number or peripherals is available nowadays, including 3D printers.

OSH is also a source for medical instrumentation, which could be useful especially in developing

countries [231].

As stated, the two peripherals share the use of an Arduino programmable microprocessor2 for

sensors and computer interfacing. Arduino is arguably one of the best known and most success-

ful OSH development platforms [231]. It is easily expandable via add-on boards, and has great

potential for the development of different types of instrumentation, even for scientific and re-

search purposes [232].

It can be said that open-source software and hardware principles could also enhance scientific

transparency, empowering for example the evaluation of musical instruments which exploit them.

In the next sections a description of the two peripherals is provided. Although they could be

useful for different accessibility and human-computer interaction purposes, here they are used

for musical interaction purposes in Netytar, Netychords and Resin, the three HeaDMIs developed

as part of my research project and described in their dedicated chapters (Ch. 9, Ch. 10 and Ch. 11).

2Arduino official website: https://www.arduino.cc/
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Figure 8.1.: Implementation scheme of NeeqBS breath sensor peripheral. The image include an
Arduino Uno board, the MXP5010DP sensor, the tube and the mouthpiece. The latter is
built using a pipe, a pipe connector, a cloth filter and insulating tape.
Source: schematics drawn using Fritzing software.

8.1. NeeqBS

NeeqBS (abbreviation of "Neeq Breath Sensor") is a device for the detection of breath pressure.

The device is depicted in Fig. 8.1.

The peripheral is built using the following materials:

■ Arduino microcontroller (e.g. Uno or Nano);

■ USB Type A to Type B cable (to connect Arduino to the PC);

■ MPX 5010DP low pressure sensor (or an equivalent 10Kpa low pressure sensor);

■ At least 3 male to female (or female to female if using Ardino Nano) jumper wires for micro-

electronics, to connect Arduino to the sensor;

■ 70-80cm long, 5mm wide rubber tube (e.g. irrigation tubes found in DIY stores);

■ A short (around 10cm long) PVC tube, and a set of small compatible pipe junctions (to make

changeable mouthpieces);

■ A small (3x3cm) piece of cloth (you can cut it from an old t-shirt or something like);

■ Strong insulating tape;

■ (Optionally) a small box to contain the electronics.

These materials have an estimated total cost of 30€/35$ at the time of writing.

The pressure range detectable by the peripheral is between 0 and 10 KPa, and depends on the use

of the low pressure sensor MPX-5010 DP3. According to the data sheet, the sensor has a sensitivity

of 1 mV/mm and a response time of 1 ms. The sampling rate, calculated through experimental

evaluation (Sec. 4.3.1) is ∼200 Hz.

Unlike a normal wind instrument, air does not come out of the tube, since the pipe is capped

3NXP Freescale Semiconductor MPX-5010 DP data sheet: https://www.nxp.com/docs/en/data-sheet/
MPX5010.pdf
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by the sensor at its end, and no vents are included. While the interaction may be less natural in

this way, particularly for a user accustomed to a traditional wind instrument, the most immediate

advantage is the ability to breathe through the nose while pressing with the mouth. In this way

the duration of the notes is potentially unlimited.

Interaction through NeeqBS was evaluated with the experiment described in Ch. 4. It has been

shown that pointing stability is not very high, however the device can be suitable for controlling

sound intensity through breath, like a wind instrument.

The software which allows the peripheral to work is divided into two sections: an Arduino code,

and a C♯ library which acts as a driver. The Arduino code is contained in the GitHub repository

Neeqstock/NeeqSensors4. The peripheral output is very simple: each line is a string consisting of

a numerical value corresponding to the breath pressure detected by the sensor. Interfacing the

peripheral to a computer involves using any library capable of reading a series of inputs from

the serial port to which the peripheral is connected. An option is to use the NeeqDMIs library,

specifically the SensorModule described in Sec. 7.3. It is sufficient to implement a class and an

instance of ISensorBehavior to be included in the Behaviors list of the SensorModule object. The

Behavior will be noticed for every new input generated by the peripheral. Through the Behavior

it is possible for example to map a breath intensity change to a musical performance parameter

within the instrument logic.

8.2. NeeqHT

NeeqHT (an abbreviation for Neeq Head Tracker) is a device suitable for detecting head rotation.

This information is returned in the form of an absolute position.

The peripheral is built using the following materials:

■ Arduino microcontroller (e.g. Uno or Nano);

■ USB Type A to Type B cable (to connect Arduino to the PC);

■ MPU-6050/GY-521 integrated accelerometer/gyroscope;

■ At least 5 male to female (or female to female if using Ardino Nano) jumper wires for micro-

electronics, to connect Arduino to the sensor;

■ Strong insulating tape;

Using these materials results in an estimated cost of 25€/29$ at the time of writing. The electronic

components must be mounted on a wearable support, such as a pair of audio headphones, in

order to be integral with the head. The accelerometer/gyroscope chip can be interlocked without

requiring welding, but using a soldering iron is highly preferable. The MPU-6050/GY-521 MEMS

integrated sensor5 is capable to detect acceleration in six degrees of freedom, produced by move-

ment along rotational axes (Yaw, Pitch, Roll) and positional movement into 3D space.

At start-up, or at each subsequent reset of the peripheral (using the appropriate button included

4NeeqSensors repository on GitHub: https://github.com/Neeqstock/NeeqSensors
5Invensense MPU-6050 datasheet: https://tinyurl.com/4p5cpmde
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Figure 8.2.: Implementation scheme for NeeqHT, mounted on a pair of headphones. The image in-
clude an Arduino Uno board and the MPU6050/GY521 chip.
Source: headphones image shared by https: // freesvg. org/ under CC public do-
main license. Schematics drawn using Fritzing software.

in the Arduino board), it is necessary to keep the peripheral at rest in a stationary position for

about 30 seconds, in order to let it calibrate automatically.

As for NeeqBS, the software is divided into two sections: an Arduino code and a C♯ library which

acts as a driver. The Arduino code is available from the aforementioned GitHub repository Nee-

qstock/NeeqSensors. The program executed by Arduino translates acceleration data into absolute

rotation data with respect to the inertial system in which the sensor was calibrated. Each string

output from the device contains information on head positioning. Values are expressed in de-

grees, with a resolution of one hundredth of a degree, using the following format:

$Yaw!Pitch!Roll

A programming API is provided by the NeeqDMIs library, in the Headtracking namespace de-

scribed in Sec. 7.3.3. The NeeqHTModule class described in the same section allows to manage

the head tracker generated output. The class also allows for position centering with respect to a

new reference system, for example while the user’s head is on a "neutral" and relaxed position.

The experiment reported in Ch. 4 used NeeqHT to detect head rotation. According to the dis-

cussed conclusions, head movement could be useful for managing sound intensity, or for navi-

gating an interface by moving a cursor, as an alternative to gaze tracking.
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8.3. Future work

An evaluation of the peripherals for different purposes should be carried out. Both NeeqBS and

NeeqHT have been evaluated through the experiment described in Ch. 4 for general and music

oriented purposes. More domain specific evaluations, for example for other accessibility pur-

poses, could be carried out.

Further development could improve the replicability of the peripherals. For example, utilizing

a chip which does not require soldering in substitution for the MPU-6050/GY-521 used to build

NeeqHT could make the process easier for people who do not have the required skill or do not

possess the required equipment. Documentation for building and replicating the peripherals,

which is actually provided online through a website6, could be improved introducing variations

and substitutions in the case the required materials are not available.

6NeeqSensors documentation on Neeqstock website: https://neeqstock.github.io/sensors/
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9
Netytar

This chapter presents and describes the design, development and testing of Netytar. It is an iso-

morphic, monophonic and virtual HeaDMI controlled through gaze detection (used mainly for

notes selection) and breath (used to control playing intensity and dynamics). A first version of the

instrument was described in the paper [7], while [4] provided greater insight on the instrument,

as well as the learning method discussed in Sec. 9.4.

The main motivation behind the development of Netytar is to experiment a new layout for gaze-

based musical interfaces, described in Sec. 9.1. The instrument is mainly designed for motor

impaired people, who cannot play a standard musical instrument, however it can also be an in-

teresting instrument for users without disabilities for playing two instruments at the same time

since it does not require the use of hands.

Netytar’s design was originated from the author’s own ideas, but was subsequently informed by

collecting feedback and requests from the involved target group. This kind of iterative design

brought to the introduction of refinements in the interaction scheme and performer aids. How-

ever the keys layout was almost completely unmodified since the first version of the software

HeaDMI.

Although Netytar was conceived to be partially controlled using breath, other interaction methods

to control playing intensity and note dynamics have been developed subsequently, as described

in Sec. 9.8. The breath sensor could be substituted with a simple “switch” (for example, a button,

a sip-and-puff tool, a pedal, or even eye blinking), as indicated in Sec. 9.3.

Netytar is a MIDI controller, thus it requires connection to an external or internal (i.e. software)

device such as a synthesizer in order to produce any sound.

Netytar is released under the Open-Source GNU GPL-v3 license, and its source code is available

on its GitHub repository1.

This chapter is structured as follows. Sec. 9.1 describes Netytar’s virtual keyboard layout and

gaze interaction characteristics; Sec. 9.2 describes breath interaction and notes performance con-

trol; Sec. 9.3 provides informations on sidebar controls and settings; Sec. 9.4 proposes a learning

1Netytar repository on GitHub: https://github.com/LIMUNIMI/Netytar
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Figure 9.1.: The latest version of Netytar running on a laptop having NeeqBS breath sensor periph-
eral connected.

method for both musicians and people without prior musical experience; Sec. 9.5 discusses a

possible musical notation to write music to be played with Netytar; Sec. 9.6 provides a dimension

space evaluation of the instrument through the framework described in Ch. 2; Sec. 9.7 describes

a pre-test for the experimental evaluation of the instrument, compared to another gaze-based

HeaDMI; finally Sec. 9.8 discusses planned future improvements of the instrument.

9.1. Notes layout and gaze interaction

Netytar’s keys layout consists in an array of round colored keys, each corresponding to a note,

arranged in a slanted squared grid.

Netytar’s interface is shown in Fig. 9.3. Its layout have been designed to provide a new solution for

the Midas Touch problem (described in Sec. 6.4).

Musically speaking, it is isomorphic. Isomorphism, applied to keys layouts, means that keys have

a geometrical displacement which brings the following property: the transposition of any musical

piece, scale, or chord to a different musical key does not change the "shape" of the corresponding

path. To give a counter-example, in a non-isomorphic instrument like the piano, different com-

binations of white and black keys would be necessary to transpose a musical piece to a different

key/tonality.

Isomorphisms in musical interfaces have been studied by Maupin [237], which provided a review

of various squared grid isomorphic layouts for fingered instruments, highlighting musical bene-

fits and disadvantages from a melodic and harmonic point of view. As noted by Maupin, isomor-

phism, in a squared grid layout, can be obtained simply by assigning a fixed rule with respect to

the musical intervals corresponding to a vertical or horizontal movement between adjacent keys.
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C5 D5 E5

F5 G5 A5D#5

E5 F#5

F#5 G#5

A#5G#5

G5

G#5 A#5

A5 B5

C6 D6 E6

C#6

C6

(a) Netytar’s keyboard layout, explained indicating the position of absolute notes, in
a section ranging from C5 to E6. Keys assigned to notes of the C major scale are
indicated in red, while black keys denote accidentals.

5 7

1

4

3

2

6 10

9

12

11

8

R

(b) Vectors indicating possible ways to trace intervals on Netytar’s keyboard. Num-
bers indicate half-tones from the starting note (indicated with an R). Colors follow
the interval groups defined in Sec. 9.4.2 (exercise T1), and reflect playing difficulty.
From the least to the most difficult: adjacent group is colored red; distant easy green;
distant hard blue; obstructed purple.

Figure 9.2.: Two schemes to explain Netytar’s note layout.
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(a)

(b)

Figure 9.3.: Two screenshots of Netytar application in one of its first versions, developed in late 2017
(a), and in its latest version at the time of writing (b).

Grade in scale Color
1st Red
2nd Orange
3rd Yellow
4th Green
5th Blue
6th Purple
7th Peach

Table 9.1.: Color code for keys on Netytar’s keyboard. Colors represent grades on the selected scale
(major or minor), and not absolute note values.
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+4

+3

+2

-1

-4

-3

-2

+1

Figure 9.4.: Isomorphic rule for adjacent keys in Netytar. Numbers indicate half-tone intervals from
the center key (C), in red.

Netytar’s layout arranges keys on a rhomboid grid, thus having the same properties as a squared

grid rotated by 45 degrees. Fig. 9.4 shows which intervals correspond to a shift between adjacent

keys, which can be summarized as follows:

■ A horizontal shift to the right corresponds to an increment of 2 half-tones; a shift to the left

corresponds to a decrease of 2 half-tones;

■ A vertical upward shift upwards corresponds to an increment of 4 half-tones; a vertical

downwards shift to a decrease of 4 half-tones;

■ A movement on the top-right/bottom-left diagonal produces positive (towards top-right)

and negative (towards bottom-left) jumps of 3 half-tones;

■ Moving on the top-left/bottom-right diagonal produces positive (towards top-left) and neg-

ative (towards bottom-right) jumps of 1 half-tone.

All remaining intervals can be obtained as a vector sum of the previous ones. For example, com-

bining a shift of 3 and 4 semitones, a 7 semitones shift can be obtained (which musically speaking

corresponds to a perfect fifth interval). A more complete vision on the intervals within an octave

range described from different movements is given by Fig. 9.2b.

Another consequence of this layout is that different keys can be used to play the same note, and

therefore there are several “paths” to play the same sequence. One path could be simpler and

more comfortable than others while playing, as happens while playing a stringed instrument like

the guitar.

The evaluation method described in [237] consists in evaluating the melodic and harmonic possi-

bilities offered by a given layout. Following the same scheme, it is possible to highlight the melodic

capabilities of Netytar, showing how simple the performance of chromatic and diatonic scales is.

Fig. 9.5a shows the path required to play a diatonic major C scale on the Netytar layout. As re-

gards an evaluation of the harmonic capabilities, it is useful to show the paths necessary to play

basic arpeggios found in music. Maupin frames them as the major, a minor, and dominant 7th

arpeggios. Fig. 9.5b shows the paths required to play such arpeggios on the Netytar layout.
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Figure 9.5.: Path required to play a C major scale (a); and paths required to play a C major arpeggio
(in red), a C minor arpeggio (in blue) and a C dominant seventh arpeggio (combining
red and green) (b).

The use of an isomorphic layout should make the transposition of musical sequences on different

keys easy. Moreover, it could make the relationships between notes clearer and more immediate,

due to geometrical consistency. Among other isomorphic layouts, this one has been chosen in

order to avoid as much as possible intermediate key crossings for the most common musical in-

tervals (illustrated in Fig. 9.2b), proposing a partial solution to the aforementioned “Midas Touch”

problem. Sequences of notes can be described as paths or geometric shapes composed of bro-

ken lines, potentially making memorization easier. The aforementioned study from Maupin [237]

investigate in greater detail the learnability of various isomorphic layouts. Effects on learnabil-

ity and differences between isomorphic and non-isomorphic layouts have been studied also by

Stanford et al. [238]. There is evidence that isomorphic layouts have benefits among musicians,

but results among non-musicians are mixed, leaving home for further experimentation.

In the latest version of Netytar2 keys are arranged in accordance with the so called SMARC effect:

a layout in which the highest notes are found in top-right and the lower notes in the bottom-left

should be more natural and immediate [239]. Figures 9.2b and 9.2a provide a graphical explana-

tion of keys arrangement in terms of intervals and notes displacement.

As mentioned in Sec. 6.3, color can be used as a visual cue to enhance gaze-based interfaces. In

Netytar, colored lines connect keys belonging to the currently selected musical scale. Red is used

to highlight a diatonic major scale, while blue is used for a minor one. Keys color highlight the

position of the corresponding notes within the currently visualized scale or, musically speaking,

the degree of the corresponding note within the scale. For example, red denotes the root note (or

1st degree), and blue is used to indicate the the 5th degree. Table 9.1 provides a complete list of

key colors with the corresponding degree. Accidentals (flat and sharp notes) are colored gray.

Scales can be selected through blinking. A blink with the left eye will make the interface draw new

colored connectors and dots to highlight the minor scale having as root note the currently gazed

key while blinking. A right eye blink will instead highlight a major scale.

Gaze trace is displayed by means of white flashing lines that connect keys to each other, which

2https://github.com/Neeqstock/Netytar. Accessed on: 29/02/2020.
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gradually disappear after each transition. These provide a "history" of the movements just per-

formed. In the first versions of Netytar, a flash appeared in the center of the key providing a visual

feedback of note performance (or note onset). In recent versions of the instrument the flash was

dismissed, as it could provide an element of distraction to the user, and has been substituted by

a persistent indicator consisting of a white circumference which encircles the gazed key. The de-

scribed elements correspond to an implementation of the "discrete cursor" described in Sec. 6.3.

This way, the performance of a music piece can be associated with the act of describing paths on

the surface and between keys, thus offering a mnemonic help to the performer.

Unlike other gaze-controlled musical instruments, and given the characteristics of its layout, Ne-

tytar is not characterized by Delayed Audio Feedback (DAF) introduced by software filtering (i.e.

latency between the action of the physical input and the generation of the related sound, which

may reduce the quality of the musical performance, as described in Sec. 6.3). Some interfaces

based on gaze interaction (e.g. The EyeHarp, described in Sec. 5.1.8) employ algorithms, fixation-

discrimination systems and other kinds of spatial filters to alleviate problems such as movement

inaccuracy, noise introduced by the eye tracker sensor and, most importantly, Midas Touch prob-

lem (Sec. 6.4). Since Netytar does not employ such filtering techniques, latency in the feedback is

minimized, making the instrument more reactive but potentially more challenging to learn.

To reduce gazing errors, each key is associated to an actual (non-visible) gaze-sensitive area (or

occluder, as described in Sec. 6.4) that is larger than the key itself. The dimension of the occluder

is configurable to meet different performance needs.

As a solution to provide a virtual keyboard with a potentially unlimited number of keys, Netytar

implements the autoscrolling feature described in Sec. 6.3. This smoothly moves the surface on

both vertical and horizontal axes, in such a way that the point which falls under the gaze point is

always scrolling to the center of the screen. In such a way, Netytar keyboard dimensions can be

larger than the size of the screen.

The appearance of the interface has changed through the various iterations of the instrument’s

development. Fig. 9.3a shows an early version of the instrument’s interface. The squared grid

was highlighted by black or colored connectors, to serve as a guide for gaze to perform the closest

musical intervals. White dots were placed in the center of the key to serve as guide for the gaze,

following a design cue listed in Sec. 6.3.

Fig. 9.3b shows the latest version of the instrument. The surface background was colored black to

improve contrast and reduce eyes strain due to light. The interface was simplified to remove all

possible distraction elements which could cause involuntary gaze movements. White dots were

removed from the center of the keys and the grid connectors only connect the keys of the currently

selected musical scale.

9.2. Notes performance

Breath is used to control playing intensity and dynamics. Netytar was designed to work with the

NeeqBS breath sensing peripheral described in Section 8.1. The performance takes place in a sim-
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ilar way to a wind instrument, where the intensity of the sound is proportional to breath pressure.

In order for the onset of a note to take place it is necessary to reach a minimum pressure threshold.

As discussed in Sec. 6.4, using a pie-shaped interface like the one used in the EyeHarp (described

in [62] and in Sec. 5.1.8) or a context-switch based interface like in EyeJam (described in [186] and

in Sec. 5.1.13) requires to designate one or more areas dedicated to pauses (i.e. stopping sound).

If gaze is the only mean to control the performance, gaze should be able to control performance

dynamics and pauses. In Netytar, the separation of note selection, controlled through gaze, and

dynamics, controlled through breath, eliminates the need for pause areas on the instrument’s

virtual surface, since silence simply corresponds to no breath pressure. It is also technically pos-

sible to avoid the unwanted performance of notes (e.g. intermediate keys) through pausing, thus

avoiding the Midas Touch problem. The solution is similar to the one proposed by Lumiselo (de-

scribed in [194] and Sec. 5.1.6), which introduced the same mapping separation strategy.

Gazing two notes consecutively while breathing will result in the performance of a legato, i.e. the

consecutive performance of both notes without intermediate pauses. This feature is called "Slide

Play" and can be disabled, thus requiring breath pressure interruption to play any new note.

A common concern of eye-controlled musical interfaces is the repetition of the same note. Dif-

ferent instruments in the state-of-the-art have addressed the problem in various ways. In The

EyeHarp [62], a key placed in the center of the interface is mapped dynamically to the last played

note. Gazing the center key, the last note played is repeated. In EyeJam [186], the same note is

mapped to two different keys. Netytar implements two alternative solutions for the repetition of

the same note:

■ the performer can interrupt the breath flow then exhale again;

■ the performer can blink both eyes at the same time to repeat the gazed note, without the

need to interrupt their breath.

9.3. Sidebar controls

Interface controls placed in the left side bar (shown in Fig. 9.3b) provide some additional cus-

tomization possibilities to the instrument.

■ The Keyboard/Breath selector allows to switch between breath and keyboard note perfor-

mance control. The latter implies note onset happens by pressing the spacebar key. This is

useful both for testing purposes and for users with partial control over fingers movement,

such as people having hemiplegic paralysis;

■ Mod switch allows to activate modulation control. In this modality, MIDI modulation is

added proportionally to breath intensity over a certain threshold;

■ BSwitch control switches between two breath control modes. In the default mode, breath

controls sound intensity proportionally to pressure, while in BSwitch mode the breath con-

troller acts as a switch: only two intensity values are detected (zero or maximum);

■ Keys distance slider allows to adjust spacing between keys;

■ Sharp notes allow to show or hide keys corresponding to accidentals (colored in gray);
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■ Blink scale activates/deactivates an interaction mode in which left/right eye blinks can be

used to make the virtual keyboard highlight different scales (as described in Sec. 9.1);

■ Slide play allows to activate/deactivate the "Slide play" feature described in Sec. 9.2.

9.4. Learning method

In this section a method which we have developed to learn playing music with Netytar is proposed

and discussed. Although there are several other gaze operated ADMIs available in market and

literature, a formal method for studying music with them has not yet been proposed. This can be

useful for approaching musical performance with Netytar, but can also be potentially generalized

for learning other similar instruments. The exercises are illustrated, discussed and explained in

view of an improvement. At the end of a learning cycle, a user is expected to be able to perform

simple melodies, and have a basis with which to learn other new ones. In the future, the method

will be tested with the target users.

Despite the abundance of ADMIs, and gaze operated instruments in particular, there is a general

lack of teaching methods for them in literature3. This and numerous other factors may discour-

age their use both by private users and by centers for rehabilitation or hospitalization with music

teaching or music therapy departments. As an example, as highlighted by [203], the lack of reper-

toires and communities dedicated to a specific Digital Musical Instrument (DMI) in general could

negatively affect its diffusion. Ward et al. [240] outline a group of guidelines for the development

of musical instruments dedicated to Special Educational Needs (SEN) contexts, highlighting that

technology is often overlooked, being seen as too complex, useless, or “geeky”.

The proposed method is designed to cover some aspects of gaze-based musical interaction. This

consists of a series of exercises dedicated to non-musicians who approach music for the first time

using the instrument. Such exercises are aimed at covering different aspects of a first experience

with a musical instrument, both gaze based and in a general sense. Exercises should make the

musician able to explore the instrument by themselves and deepen its practice, having gained a

certain familiarity with the movements and understanding the rationale of the interface. Exercises

are designed for simplicity, and are given in order of difficulty: some are preparatory to others and

should be performed in the prescribed order, at most mixing them up between categories and

going back to the previous ones from session to session. It is assumed that at the end of a certain

number of iterations, the user will be able to perform simple melodies, as well as to learn new

ones independently. Broader aspects of musical theory are not addressed in this chapter, given

that adequate literature already exists. The focus is instead on performance aspects and on the

use of the instrument. Nonetheless, it may be useful to combine the proposed exercises with pure

music theory provided by other sources.

The method consists of three categories of exercises, which correspond to three related sections:

■ Musical calisthenics, i.e. exercises designed to train motor skills of the eyes and breath in

view of the required performance;

3One notable exception is the MUSA project, which involved teaching music to users with disabilities using the Eye-
Harp. See https://www.upf.edu/web/musa (Accessed on: 29/02/2020).
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■ Musical techniques, performed using the instrument;

■ Musical practice, where the performer applies the acquired skills for musical purposes.

This part is particularly important to provide motivation for the student.

For each exercise, a sentence is provided to describe its aim and discuss the expected improve-

ment. Although the method is focused on Netytar, some sections (particularly Musical calisthen-

ics, Sec. 9.4.1) could be easily adaptable to other gaze based musical interfaces.

9.4.1. Musical calisthenics

Eyes are governed by muscles. Constant training could improve or stabilize their rhythmic per-

formance, as well as reducing fatigue. People with physical disabilities may have reduced coor-

dination in the residual movement channels, as well as a lack of rhythmic ability. This part of

the training therefore consists of a series of exercises aimed at improving these aspects: improve

sensitivity in the awareness of eye movements, noting and bringing to consciousness involuntary

movements, jitter and other peculiarities; perform muscular stretching, so as to accustom the eye

to perform large movements while keeping the head still, without suffering fatigue and pain; ac-

custom the eye to make saccadic movements rhythmically, perceiving muscle tension. Similar

exercises are given for breath as well, which is the second interaction channel employed by Ne-

tytar. Exercises are as follows, divided by those dedicated to the eyes (with prefix CE-) and those

dedicated to the breath (with prefix CB-):

(CE1) Arhythmic stretching and smooth pursuit. An assistant places themselves in front of

the student, holding two colored objects. The student is instructed to move with the gaze from one

object to another with saccadic movements, at a moderate pace while keeping the head still. The

objects are initially placed close to each other, and their distance is slowly increased (horizontally,

then vertically in the subsequent iteration), until the limits of the visual field are reached. Then,

the distance is gradually decreased again. The exercise must be interrupted if the user experiences

excessive discomfort or pain, especially near the limits of the visual field. A short session, in which

the student is asked to concentrate and observe an object moving smoothly in front of them in the

most precise way may be added (bringing the smooth pursuit movement to consciousness). Aim:

an improvement in eyes mobility is expected after this exercise, as well as reduced fatigue while

making long saccades.

(CE2) Rhythmic blinking. Using a metronome, starting from slow tempos then repeating the

exercise at faster ones, the student is asked to blink both eyes in time, at every tick. It is possible to

introduce rhythmic dictation exercises to introduce complex rhythms, possibly in combination

with simple notions of rhythm theory. Aim: this exercise is designed to familiarize the student

with the concept of rhythm, before moving on to more difficult eye-tapping exercises.

(CE3) Rhythmic eye-tapping. An assistant places themselves in front of the student in the

same way as CE1. The student performs CE1 in a timed manner with a metronome (one saccade
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per tick). The assistant can also provide feedback on the correct timing through direct obser-

vation. This exercise is potentially more difficult than CE2, given the anticipatory characteristic

of the gaze movement discussed in Ch. 6. Since when playing Netytar the new note will sound

exactly at the end of the saccadic movement, the student must become accustomed to this char-

acteristic, as well as to perceive objects outside the fovea before even performing the movement.

Aim: an improvement in anticipatory movement reduction is expected as a consequence of this

exercise.

(CE4) Rhythmic fixation. The student is asked to perform CE3, but instead of performing a

saccade for each tick, they will perform one saccade every four, concentrating on keeping the

fixation as stable as possible on the object between the saccades. Aim: this exercise aims to bring

to a conscious level the involuntary movements of the eye, which can preclude a voluntarily stable

fixation. A precision improvement is hence expected.

(CE5) Rhythmic color tapping. Several objects with different (possibly highly contrasting)

colors are placed in front of the student. A sequence is established a priori (e.g. "red, yellow,

blue, green"). The student is then asked to perform timed eye-tapping (like in CE3) by fixating on

the objects in turn, cycling along the predetermined sequence. After a few cycles, the student is

asked to close their eyes: the objects are re-positioned randomly, then they repeats the exercise.

Aim: this exercise could be useful to strengthen the ability to find objects outside the fovea, taking

advantage of the color sensitivity discussed in Sec. 6.3.

(CE6) Rhythmic mixture. This consists of a variant of CE5 (i.e., with two or more objects)

where the student performs a mixed sequence of eye-taps (corresponding to note changes), blinks

(corresponding to repeated notes) and fixations (corresponding to holding a note), timed by me-

tronome ticks. Possible repeated sequences could be, for example: tap, blink, tap, blink... or

tap, fix, blink, fix, tap, fix, blink, fix.... By introducing a simple symbolic notation, more complex

sequences can be outlined, to be read and played in real time, while increasing the difficulty (as

happens with solfeggio in traditional music education contexts). Aim: this exercise is aimed at

strengthening the independence between saccadic movements (useful for selecting a new note)

and blinking (useful for performing a repeated note).

(CB1) Stabilizing breath. The student is asked to blow into the breath sensor’s mouthpiece

with as constant and stable intensity as possible for a few seconds. In subsequent iterations, the

level of breath intensity to be achieved is varied. Aim: this exercise should improve breath stabi-

lization.

(CB2) Breath crescendo. The student is asked to perform a “crescendo”, i.e. a continuous

increase of intensity, to reach a peak, and then gradually decrease to a resting position, all in the

smoothest possible way. This should be performed at different speeds at each iteration. Aim: this

exercise aims to strengthen control over the change in intensity.

113



N. Davanzo ADMIs for quadriplegic musicians

(CB3) Breath tapping. Once the metronome is set, the student emits breath with constant

intensity for a predetermined number of ticks, then stops the emission for as many ticks. They

will repeat the exercise in a continuous cycle. An example would be: two ticks blowing, two pause

ticks, two ticks blowing, two pause ticks, etc.. Aim: this exercise should improve rhythmical breath

control.

(CB4) Breath tapping with short bursts. Again with a metronome, the student will perform

breath emission impulses at each tick (at slow rhythms) or interspersed with a variable number

of ticks (at more sustained rhythms), estabilished a priori. Aim: this exercise could be useful to

gain confidence with the timed release of breath, as well as to strengthen the required muscles

(i.e. diaphragm).

9.4.2. Musical techniques.

Once the rhythmic control of the eyes has been strengthened with exercises in the previous sec-

tion, this next set of exercises should be performed directly on the Netytar’s interface. These aim

to transfer the acquired motor skills to simple technical musical sequences, which are preparatory

to melody performance. Exercises in this category are noted with the prefix T-.

(T1) Interval tracing. Playing Netytar, the difficulty associated to performing different musical

intervals while avoiding the activation of intermediate keys is uneven: with respect to some inter-

vals, distances between keys are large and paths narrow (sometimes obstructed). Intervals, with

reference to the chosen isomorphic layout, could be roughly divided into 4 ranges of difficulty:

adjacent, or in the immediate vicinity of the key (1, 2, 3 and 4 half-tones); distant easy, i.e. not

adjacent but not obstructed by other keys, therefore rather simple to perform (5 and 7 half-tones,

corresponding to perfect 4th and 5th); distant hard, or described by unobstructed but narrow,

distant or difficult paths (6, 10 and 11 half-tones); obstructed, or described by paths obstructed

by other keys (8, 9 and 12 half-tones), however playable through a rapid saccadic movement or

breath interruption. These 4 groups are shown in Fig. 9.2b. Having established this classifica-

tion, the proposed exercise consists in performing, in both directions, in turns and in repetition,

intervals with difficulty adjacent and distant easy. Notes can be played as quarter notes with a

metronome. A variant can be introduced by performing a repeated note with a blink between

each note change. Aim: this exercise should improve the association of geometric movements

within the keyboard with given musical intervals, in addition to improving the confidence with

the keys layout.

(T2) Scales tracing. Major and minor diatonic scales are performed using a subset of the ad-

jacent group described in T1. It should therefore not be difficult for the student, once T1 has been

trained, to perform this next exercise: the major and minor scale are performed in ascending and

descending directions with a metronome, one note per tick. It is possible to introduce repeated

notes as indicated for T1. As a variant, it could be useful to introduce also major and minor pen-

tatonic scales. Aim: this exercise should increase the performer’s knowledge of the keyboard and
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Figure 9.6.: A possible closed shape for exercise T4 in Sec. 9.4.2. Numbers next to keys indicate the
degree in the major scale of the corresponding note. Color code for keys is as in Tab. 9.1.

its melodic capabilities, and improve the performer’s playing precision.

(T3) Arpeggio tracing. In this exercise, the student plays various arpeggios using a metronome,

one note per tick. Although it is advisable to start from simple major and minor arpeggios with

single triads, major or dominant 7th arpeggios could be introduced. These arpeggios trace very

short and simple paths on Netytar’s virtual keyboard, and should be repeated transposing them to

other keys, so that the user becomes familiar with its isomorphic properties (described in Sec. 9.1)

and the concept of transposition. Aim: the expected improvement given by this exercise is com-

parable to the previous, with respect to arpeggios.

(T4) Complex shape tracing. This exercise consists in defining arbitrary shapes and trace

them with gaze on Netytar’s keyboard, playing the notes following the metronome. Shapes can

consist of open shapes (to be performed in an ascending or descending direction), or closed

shapes (to be performed both clockwise and counter-clockwise). Examples of these shapes could

be given by a complex, multiple octave chord arpeggio, or by the closed shape made by the 1st,

3rd, 5th, 6th, 4th and 2nd degrees of the major scale (as illustrated in Fig. 9.6). The student could

be stimulated to invent and perform new shapes and "test" them. Aim: in addition to precision

improvements, this exercise should introduce the performer to keyboard exploration.

(T5) Shapes with returns. Many traditional musical instruments study methods involve “re-

peated pattern” exercises. An example could be given by this sequence constructed on the major

scale: C D E, D E F, E F G, F G A, G A B, A B C (to be played in both ascending and descending

manner). Aim: this exercise could be preparatory to performing less linear and more complex

phrases.

(T6) Complex rhythms. All the previous exercises are revisited, adding complex rhythms in-

stead of the “one note per tick” pattern. Examples could be given by the execution of 2/4 notes
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followed by 1/4 notes, with or without the introduction of repeated notes. Sequences should be

estabilished and given a priori. Aim: this should be the final introduction to melodic phrasing.

The following section consists indeed in the execution of actual music pieces.

9.4.3. Musical practice

This section of the training consists of giving the student simple tunes to be played with Netytar,

to put into practice the improvements given by previous exercises. Focus is not addressed on pro-

viding a list of melodies, given that there are already several texts and advice on the subject, ded-

icated to other instruments but still suitable. As an example, the My Breath My Music foundation

is active in the music education field within SEN contexts (teaching people with disabilities in the

upper limbs how to play the Magic Flute4 instrument), and offers a training program composed

of simple melodies freely available on their website5. It should also be noted that it is probably

simpler for the student to play an already known melody than learning a new one. The musical

tradition however varies from culture to culture. In different contexts it is possible to identify dif-

ferent pieces to propose. The following lend themselves to be useful guidelines for identifying

simple tunes for Netytar.

■ Identifying which types of musical intervals the performance requires helps to determine

their difficulty. A difficulty classification is indicated in Sec. 9.4.2, for exercise T1.

■ Tracing and transcribing passages using the notation described in Sec. 9.5 can help in the

process, highlighting also the amount and localization of the required eye movement.

■ The upper speed boundary imposed by the nature of saccadic movements, discussed in

Sec. 6.2, should be taken into account, providing some constraints for the tempo.

■ A good difficulty progression should take into account the rhythmic complexity of the piece.

A homogeneous rhythm should be simpler.

9.5. Notation

In order to propose a simple way to write down music or exercises for the proposed learning

method (in Sec. 9.4), which could be developed by a possible teacher or assistant, a simple no-

tation is introduced. This does not aim at being as complete as traditional staff notation, but

relies on the idea of indicating the “geometric shape” described by a short musical sequence and

therefore provide simple mnemonic support that does not require previous knowledge in reading

notes on the music staff. It can be described using the following rules:

■ Notes that make up the sequence are connected by a broken line, following Netytar’s virtual

keyboard layout and colors. The line can also be "folded on itself" to indicate to go over the

same interval several times.

■ Only a small number of bars should be drawn in a single image (1 bar or few more, depend-

ing on the complexity).

4https://mybreathmymusic.com/en/magic-flute. Accessed on: 29/02/2020.
5http://mybreathmymusic.com/en/liedjes-spelen-voor-beginners. Accessed on: 29/02/2020.

116

https://mybreathmymusic.com/en/magic-flute
http://mybreathmymusic.com/en/liedjes-spelen-voor-beginners


Netytar N. Davanzo
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Figure 9.7.: The first bars of the popular tune Twinkle, Twinkle, Little Star, drawn using the nota-
tion explained in Sec. 9.5

■ The temporal progress of the sequence is indicated by a color gradient along the line: a

color (e.g. green) indicates the beginning of the sequence, another color (e.g. red) the end.

Otherwise, if not possible, only the two endpoints could be noted down with color.

■ A repeated note is indicated by single or multiple symbols (e.g. an O) placed next to the

keys. This information could be otherwise omitted for visual simplicity.

An example is given by Fig. 9.7, which represents the first bars of the song "Twinkle, Twinkle, Little

Star" (C, C, G, G, A, A, G, F, F, E, E, D, D, C).

It should be noted that while playing an instrument that requires the performer to use their gaze

as an interaction channel, music cannot be read at the same time using traditional staff notation.

A future development of Netytar could implement the simple notation described above so that

the score can be displayed directly on the keyboard while playing, providing a significant aid to

the performance.

9.6. Design space analysis

An evaluation carried out using the framework proposed in Ch. 2 can help to point out and define

some specific characteristics of the musical instrument. Fig. 9.8 shows a design space analysis

through the aforementioned approach.

The adaptability of the instrument could be considered to be slightly higher than the other in-

struments presented in Part II of this thesis. In light of recent developments, in fact, although

gaze tracing is the main input method for selecting notes, several new interaction channels for

controlling the dynamics of the performance and the onset of notes have been introduced. These

new channels and methods, described in Sec. 9.8, allow Netytar to adapt, for example, the po-

tential of a user with hemiplegic paralysis (who can use a key and therefore a hand to play), or of

a quadriplegic user with breathing difficulties (who can use the eyes to control pitch selections,

notes onsets and dynamics).

Netytar’s design novelty is considered high in light of the fact that its design is not inspired by any
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Figure 9.8.: Netytar’s design space evaluation using the framework described in Ch. 2.

acoustic instrument, neither for the interaction methods, nor for the proposed layout. Breath is

mapped to notes onsets and dynamics, as in wind instruments, but unlike those Netytar’s breath

sensor does not allow air to escape from the sensor pipe.

The number of physical channels employed simultaneously to control the instrument is average,

at most two (in its gaze + breath configuration).

Netytar, as already stated, can adapt to the abilities of a user with partial limb control, however

the highest degree of physical impairment addressed is quadriplegic paralysis.

Cognitive and sensory impairments are not addressed by Netytar, which does not introduce any

aid to support these categories of disabilities.

Netytar’s use context is strongly oriented towards performance, much like all the instruments pre-

sented in Part II of this thesis. A small number of simplifications are introduced in the recent

versions of Netytar (such as the possibility to remove accidentals from the note layout described

in Sec. 9.3), nonetheless Netytar is a performance instrument (using the definition in Sec. 1.2),

which requires time and skill to be mastered.

9.7. Experimental evaluation

A preliminary test has been conducted on Netytar through experimental means [7] with the par-

ticipation of eight non-disabled expert musicians. Four of them were pianists, three were gui-

tarists, and one was a saxophonist. As stated in Sec. 1.5, designing an objective test to evaluate a

musical instrument is a complex task, starting with the selection of the parameters to be measured
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(a) Twinkle

(b) Silent Night

Figure 9.9.: Music sheets for the musical exercises performed during Netytar test sessions.

for a tool intended for an artistic activity. It is difficult to set specific objectives, requirements,

thresholds and other objective components. For this reason, we preferred to compare Netytar to

an instrument found in literature that we considered at the state-of-the-art: The EyeHarp (de-

scribed in Sec. 5.1.8). All the testers had no prior experience with Netytar, The EyeHarp nor any

gaze-based instrument. In order to limit emotional bias as much as possible, no tester was told

the authorship of both instruments nor which laboratory developed them. Tests were conducted

in Computer Vision Lab at the University of Pavia (Italy), between November and December 2017.

9.7.1. Test procedure

The test session was subdivided into three parts. The following procedure was repeated with each

tester for both Netytar and The EyeHarp. Four testers performed at first with Netytar and then

with EyeHarp, while the other four performed at first with EyeHarp and then with Netytar.

■ In an initial training phase, the tester could play each of the two instruments for half an

hour, performing free play and guided exercises. During the last ten minutes, a metronome

set to 80 bpm was also used, to accustom the tester to precise rhythmic performance with

the instrument;

■ The second part of the test was a timed performance. Using a metronome at two differ-

ent tempos for each exercise (70 and 100 bpm), the tester played the first bars of two well-

known melodies, “Twinkle, Twinkle, Little Star” and “Silent Night”, while the MIDI output

was recorded. The music scores of the two exercises are reported respectively in Fig. 9.9a

and 9.9b. The tester could try an exercise for five times: only the trial they thought was the

best was considered for the analysis;

■ The third part of the test required the tester to answer a usability questionnaire, providing a

rating about the characteristics of each of the two instruments.

Testers were also asked to "think aloud", and their most relevant comments were transcribed.
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9.7.2. Usability questionnaire

In the usability questionnaire, the same sentences were repeated for both Netytar and The Eye-

Harp. The questionnaire was split in two sections. In the first part, scores were provided using a

five-level Likert scale to express the agreement level with the given sentences: (1) I do not agree

at all; (2) I do not agree; (3) I neither agree nor do not; (4) I agree; and (5) I totally agree. A high

agreement score corresponded to a positive quality of the instrument.

The complete sentences of the first section were:

■ Feeling: In general, I had a good feeling with [. . . ];

■ Scales: It was simple to play scales with [. . . ];

■ Arpeggios: It was simple to play arpeggios with [. . . ];

■ Complex melodies: It was simple to play complex melodies with [. . . ];

■ Fatigue: It was more tiring (ocular effort) to use [. . . ];

■ Frustration: It was more frustrating to use [. . . ];

■ Improvisation: It was simple to improvise melodies with [. . . ];

■ Visual FB: I appreciated the visual feedback of [. . . ];

■ Learning simplicity: It was easy to learn how to play with [. . . ].

Fig. 9.11a shows the result for this first section of the questionnaire.

The second part of the questionnaire did not employ Likert scale but simply shows “judgments”

in a scale from 1 (lowest) to 5 (highest). The full sentences were:

■ Timing difficulty: Express the difficulty you had in playing in time using [. . . ];

■ Eyes vs. hands: Express how hard it seemed to you to play in time using your eyes, compared

to playing with your hands, using [. . . ];

■ Scrolling nuisance: I found the Netytar grid scrolling annoying.

Fig. 9.11b shows the result for the second section of the questionnaire.

9.7.3. Equipment

Tests were performed using the Tobii EyeX eye tracker6 for gaze tracing. Each subject initially

performed a calibration procedure using the standard tool supplied with the official Tobii driver

for the EyeX, which consists in fixating a few circles appearing in various positions of the screen.

Calibration accuracy was checked through an interface (containing nine target points) showing

gaze position in real-time. If, during the different test phases, the tester perceived a decreased

accuracy, the calibration was repeated.

The MIDI recording software had a resolution of 192 PPQ (Pulses Per Quarter note). EyeHarp

was tested in its “standard” configuration at the moment of download, using the latest version

available (December 2017). In order to focus on the comparison of gaze-related characterstics

6Specifications for Tobii EyeX on Tobii Support website: https://help.tobii.com/hc/en-us/articles/
212818309-Specifications-for-EyeX
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(a) Average timing error per note, in milliseconds

(b) Number of testers which played at least one wrong note in each exercise

Figure 9.10.: Results for the MIDI recorded tests for Netytar and EyeHarp. Error bars refer to stan-
dard deviation.

of the instrument, Netytar was tested using a switch (i.e. the spacebar key of the computer) in

the place of the breath sensor. Key pressure corresponded to breathing at full pressure, while

key released corresponded to no breath. Testers exploited however the "eye slide" characteristic

described in Sec. 9.2 to avoid strumming as much as possible. The instrument was at an early

development version, showing the interface depicted in Fig. 9.3a.

Both instrument were coupled to the same synthesizer, which provided the combined sound of a

piano and a flute (to provide an accurate feedback on note timing and length).

9.7.4. Results

In the timed performance, preliminary test results suggest that Netytar performed better than

EyeHarp in the tested musical exercises. Fig. 9.10a shows the average timing error per note (num-

ber of notes divided by total timing error) expressed in milliseconds. Fig. 9.10b depicts, for each

exercise, the number of testers who played at least one wrong note. As can be seen, with The

EyeHarp the maximum number of wrong notes was 4, while with Netytar it was 2. Regarding the

usability survey, our system received almost always higher scores compared to EyeHarp. The re-

sults shown in Fig. 11 seem to confirm the lower difficulty of playing in time with Netytar ("Timing

difficulty", "Eyes vs Hands"). Also, the automatic scrolling system ("Scrolling nuisance") does not

appear to bother the performer.

The test and the questionnaire seem to confirm that the absence of delayed audio feedbacks in

Netytar is positively perceived by the performer and can enhance the rhythmic performance.

Probably, the use of a hybrid eye tracker and switch solution also played a key role. Given the

pre-testing nature of the experiment, however, the number of obtained data was too low to as-

sume a normal probability distribution of the samples and to confirm statistical significance of

the comparison. The same issue applies to the questionnaire: we conducted a sign test which

resulted in no statistical significance. More in-depth tests with a larger number of participants
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(a) First part of the questionnaire (Likert scake) (b) Second part of the questionnaire
(plain rating)

Figure 9.11.: Results for the usability questionnaire for Netytar and EyeHarp. Error bars refer to
standard deviation.

should be conducted to confirm the hypotheses above.

9.8. Conclusions and future work

Several features included in Netytar’s interface and described in Sec. 9.1 can be traced to well-

known usability principles, that guided our design process. The increased size of the gaze point-

ing area for notes, in compliance with Fitts’s Law [180], aims to improve the speed and the ac-

curacy of the system with respect to other similar instruments. The isomorphic layout described

in Sec. 9.1, while different from traditional keyboards, makes the transposition of sequences of

notes more immediate (thus reducing the mental load) and allows to memorize musical phrases

as visual paths. In addition, the isomorphic layout offers a certain degree of flexibility: indeed, the

performer can choose among different paths to play the same sequence. The main advantages of

Netytar compared to other state-of-the-art alternatives can be summarized as follows:

a) Absence of filters, i.e. delayed audio feedbacks;

b) Minimization of gaze shifts needed to play the most common musical intervals;

c) Strategic use of color, to reduce “exploration gaze movements”, which may lead to involun-

tary note activations;

d) Use of an automatic-scrolling system, which provides a potentially unlimited playing area

regardless of screen size (without the need to reduce the size of interface elements to expand

the tonal range of the instrument).

A preliminary test suggest the hypothesis that Netytar could have better performance compared

to an instrument at the state-of-the-art in all the measured metrics (execution accuracy, user sat-

isfaction, octave extension, etc.).

As shown in Fig. 9.2b the actual implementation of Netytar’s layout doesn’t allow to play an octave

interval without traversing several other keys. Possible solutions include the introduction of a

breath sensor capable to detect mouth gesture which could be mapped to octave changes allows

to modify the octave.
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Additional interaction methods can substitute breath in order to provide different interaction

channels and mappings for note performance. Some methods could provide control through

eyes over both note selection and sound intensity control. Those are under testing phase and

have been removed from the current release version of the instrument, and include:

■ Control through eyes height in the 3D space. This can usually be detected by near-infrared

camera based eye trackers. Height of the eyes is proportional to sound intensity. Under

a certain height threshold, sound will stop (pause). In this way, the musician can control

performance dynamics through head rotation on the pitch (vertical) axis;

■ Control through eyes movement velocity. The faster the user will rotate his head, thus mov-

ing their eyes in the 3D space, the greater will be sound intensity. Keeping still corresponds

to a silence (pause). Head rotation within both pitch (vertical) and yaw (horizontal) axes

can be thus used.

■ Control through two eyes blink. When the user makes a blink with both eyes, a note will

play at maximum intensity for a given amount of time. The musician doesn’t have control

on sound duration and envelope; however, this interaction method is particularly simple.

Since the onset of a note takes place only following a blink, unwanted interactions due to

Midas Touch problem are also limited.

Such interaction methods can be thoroughly tested and included in future versions of the instru-

ment.

More in-depth tests could be conducted to evaluate some features of Netytar. The preliminary

experiment described in Sec. 9.7 need to be expanded through case studies conducted with the

participation of people with motor disabilities.

Most of the exercises of the learning method described in Sec. 9.4 should be performed with a hu-

man assistant, which provides visual elements and gives feedback. However, a simple additional

software interface could be created as a replacement, thus making the user autonomous in prac-

tising, providing also more precise and objective feedback. Visual objects indicated in Sec. 9.4.1

(CE1, CE3, CE4, CE5, and CE6) can be easily replaced by virtual objects on screen, providing also

auditory or vibrotactile feedback (using an actuator) upon successful gaze selections of each item.

Breath-related exercises in Sec. 9.4.1 (CB1, CB2, CB3 and CB4) could be more effective if supported

by an intensity indicator on screen. The use of other gaze controlled applications unrelated to

the musical purpose could strengthen eyes control abilities and confidence with gaze interaction

(e.g. eye controlled text writing software such as the freely available GazeSpeaker7). The proposed

learning methodology can be tested with the target users, performing case studies and user expe-

rience assessment, measuring also possible improvements in users musical performance using

objective methods. The method should be validated by experimental observations, which are

deferred to future publications.

Finally, further learning aids could be developed. A gamification of instrument learning can for

example be achieved by introducing an automated system which shows subsequent notes to be

played directly on the interface (e.g. exploiting the notation described in Sec. 9.5).

7https://www.gazespeaker.org/. Accessed on: 29/02/2020.
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10
Netychords

This chapter describes Netychords, an HeaDMI developed and presented in 2021 [5]. Netychords

is a Netytar extension developed to allow a user to play chords. The instrument is controlled

through gaze and head movement. While gaze controls note selection through eye tracking, an

head tracking sensor is used to control chord strumming. Interaction methods and mappings are

discussed, along with a series of experimental note layouts.

The main point which motivated the development of Netychords is the lack of HeaDMIs in the

state-of-the-art dedicated to the performance of chords. As we will see in Sec. 10.1, a small amount

of instruments dedicated to quadriplegic users found in literature allow this kind of interaction,

thus Netychords could fill that niche.

The chapter is structured as follows: Sec. 10.1 will compare Netychords to past literature; Sec. 10.2

discusses the implementation of the instrument; Sec. 10.3 provides an evaluation of its character-

istics through the dimension space proposed in Ch. 2; finally Sec. 10.5 discusses further develop-

ments of the instrument after its publication, as well as possible future work and improvements.

10.1. Previous works and considerations

In Ch. 5, fifteen musical instruments operable by people with quadriplegic disability are analyzed.

Only 6 of these seem to allow the performance of chords, with various degrees of versatility. Head

tracking and eye tracking are widely consolidated as interaction channels for accessible applica-

tions.

Their use in selection tasks have been evaluated and compared through Fitts’ Law tests, with the

experiment described in Ch. 4, showing that gaze pointing is particularly fast and fairly stable,

especially if the eye tracker data stream is filtered, while head movement is slightly slower but

has excellent stability. However, it has also been mentioned in Sec. 6.2 that a maximum limit of

physiologically possible saccadic eye movements per second can be obtained [98], which poten-

tially hinders the performance of fast sequences. This limit is potentially more important if gaze

is used for notes selection while performing melodic lines, whereas for chord changes it could be

sufficiently high.
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While precise eye tracking requires a dedicated peripheral, head tracking has been exploited for

accessibility purposes (e.g. to navigate tablets) also through integrated cameras [241], as already

mentioned in Sec. 3.2.3. However, for Netychords we preferred to use the NeeqHT wearable pe-

ripheral in order to improve tracking precision, which has been developed ad-hoc through DIY

materials. Such peripheral was described in Sec. 8.2.

Some of the HeaDMIs reviewed in Ch. 5 allow chords performance.

Tongue-Controlled Electro-Musical Instrument [191], described in Sec. 5.1.2, consists of a PET

board mounted on the palate. Using the tongue it is possible to press one of the buttons, arranged

in a cross shape, to play the corresponding chord.

Eye Play The Piano [197], described in Sec. 5.1.9, is a gaze-based interface which allows to control

a real piano through actuators placed on the keyboard. Although the instrument is not described

in any scientific publication, the material available on the official website [197] shows that it is

possible to customize the interface to play chords.

Jamboxx [188], described in Sec. 5.1.5, is an ADMI bearing similarities to a digital harmonica:

a cursor moved using the mouth along a continuous horizontal axis is mapped to pitch selec-

tion. Although no scientific publication on the instrument is available, as with the previous one,

it seems that it is possible to play chords.

The EyeHarp [62], described in Sec. 5.1.8, is controlled entirely by gaze. Keys are arranged in a

pie shape. Through the described prototype it is possible to build arpeggios through a sequencer

layer, then use some of the circularly arranged keys to trigger chord changes. Those will be played

continuously in the background following the defined arpeggio pattern at a fixed tempo.

P300 Harmonies [198], as described in Sec. 5.1.10, is an electroencephalogram based interface

that allows to generate and edit arpeggios live in a simplified way, by editing a 6-note loop.

From the same list, Clarion and Hi-Note are potentially controllable through head-tracking. The

two instruments have been extensively described in Sec. 5.1.12 and 5.1.3 respectively. In both

Clarion and Hi Note, head movement is mapped to note selection through a virtual interface.

Netychords is somehow related to a guitar: in both instruments, notes selection and strumming

are controlled by two different channels (the two hands in the guitar, gaze and head movement

in Netychords). Some guitar-inspired ADMIs, in the form of augmented instruments or novel

interfaces, are already present in the literature, though not operable by a quadriplegic user. The

Actuated Guitar [242, 243], for example, consists of a guitar adapted for by people with hemiplegic

paralysis. The able hand is placed on the neck, while a pedal controls an actuator capable of

plucking the strings. Strummi [244] is an instrument relatively similar to a digital guitar, which

allows the performance of chords, designed for partial motor disabilities.
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10.2. Implementation

Netychords interface, in its latest version, is depicted in Fig. 10.1a.

As said, the idea for its implementation stems from a general lack in the literature of polyphonic

instruments (i.e., able to play chords) dedicated to users with severe motor disabilities.

As an example, the aforementioned EyeHarp [62] allows the performance of chords only in dia-

tonic logic and using predefined rhythmic patterns.

Netychords shares with Netytar the use of the gaze point to perform notes selection. However,

while Netytar exploits breath to control note dynamics, Netychords exploits head movement to

perform note strumming events, which actually trigger a group of notes at the same time.

The instrument is operable through low cost sensors. It has been developed using a Tobii 4C

eye tracker, which features 90Hz image sampling rate through near infrared illuminators (NIR

850nm)1. Technical specifications of the NeeqHT DIY head tracker are provided in Sec. 8.2. An

implementation of the device, next to a laptop running Netychords, is depicted in Fig. 10.1b. Ne-

tychords source code is available2 under the open-source GNU GPLv3 license. A demo video of

the instrument is linked in the GitHub repository Readme.

10.2.1. Chord selection

Gaze point is used to navigate a virtual keyboard, having differently colored keys to indicate differ-

ent chords. Each color corresponds to a different root note, while different color shades indicate

different chord types.

Six different layouts have been implemented in the current iteration, allowing the user to choose

the most suitable for their performance. Each key is assigned a square shaped gaze sensitive area

(occluder). Given the noisiness of the eye tracker signal, there is a trade-off between selection

accuracy and length of movement required. For this reason, most of the implemented layouts

have two display modes having different distances between keys: square grid (Fig. 10.1b, 10.2a,

10.2b and 10.2c) or slanted. The reader can use Table 10.1 as a reference for the chords named

below. The implemented layouts are the following:

■ Stradella. It is inspired by the Stradella bass system [245], used in some italian accordions,

which arranges the chords using the circle of fifths.

While each column of keys corresponds to the same root note, each row corresponds to a

different family of chords, as shown in Fig. 10.2a. The original Stradella includes 4 chord

families. In Netychords these have been extended to 11: major, minor, dominant 7th, di-

minished 7th, major 7th, minor 7th, dominant 9th, dominant 11th, suspended 2nd, sus-

pended 4th and half-diminished 7th.

1Tobii 4C eye tracker on Tobii website: https://help.tobii.com/hc/en-us/articles/
213414285-Specifications-for-the-Tobii-Eye-Tracker-4C

2Netychords on GitHub: https://github.com/LIMUNIMI/Netychords/
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(a) Netychords interface in the latest version of the instrument

(b) An early version of Netychords running on a laptop equipped with Tobii 4C and the ad-hoc
built head tracker NeeqHT.

Figure 10.1.: Two images representing Netychords implementation.
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■ Simplified Stradella. Since the original Stradella bass system is designed for a fingered key-

board, the distance between the keys could be disadvantageous for gaze based interaction.

In this simplified version, all the chords from Tab. 10.1 have been grouped into 5 families

(major, minor, dominant, diminished and half-diminished). While maintaining the circle

of fifths rule for horizontal movements (each key is incremented by seven half-tones from

the previous one), the first chord of each row is different according to the chord family. Tak-

ing as fundamental the first major chord (for example, a C chord), the minor chords row

starts from the VI degree of the major scale (relative minor, therefore in the example an A

chord), the dominant sevenths start from the V degree (in our example, a G chord), the di-

minished rows follows the same arrangement as the major one while the half-diminished

rows starts from the VII degree (in the example, a B chord). Fig. 10.2b shows how, with this

arrangement, chords belonging to an harmonized diatonic scale are kept close together, re-

sulting in less eye movement required to play musical pieces in a single key. Diatonic scale

harmonization is resumed in Tab. 10.2.

By removing rows from this layout, three simplified genre-specific presets have been ob-

tained, potentially useful for playing pop, rock and jazz music. In the jazz preset, for ex-

ample, the major and minor chords are replaced with major 6th and minor 6th chords, fol-

lowing the indications of Pino Jodice, jazz pianist [246], thus keeping close the grades listed

in Tab. 10.2 (right half). The rock preset instead contains only major, minor (thus keeping

close the degrees described in the left half of Tab. 10.2), dominant 7th, suspended 2nd and

suspended 4th chords.

The user is also able to create a new custom layout selecting which chord rows to include,

and in which order.

■ Flowerpot. This layout has a completely different structure from the previous ones. The

keyboard is divided into groups of 5 keys arranged in a cross, called flowers. A major flower

is red; the middle key is mapped to a natural major chord, while the other keys are mapped

to dominant 7th, major 7th, major 6th and suspended 4th chords. A minor flower is blue;

the central key is mapped to a natural minor chord, while the other keys are mapped to

minor 7th, minor 6th, diminished 7th and half-diminished chords. Flowers are grouped in

proximity to each other, obtaining a square grid tessellation without empty spaces. After se-

lecting the tonal center, the central flower will correspond to the I degree of the harmonized

diatonic major scale, while the adjacent flowers, arranged in a circle, will cover the other

degrees (again according to the scheme shown in Fig. 10.2c). This layout could therefore be

practical for playing songs without key changes.

For most of the layouts, keys cannot all be shown within the application window, due to the size

of the screen and because too small keys would be difficult to select using gaze pointing. Nety-

chords therefore implements the same autoscrolling system as Netytar (described in Sec. 6.3 and

Sec. 9.1), which smoothly moves the fixated key to the center, taking advantage of the “smooth

pursuit” capabilities of the eyes [92].

Octave choice is based on "reed" selectors (recalling again the Stradella accordion), to reduce the

number of keys drawn on the screen.
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(a) A four rows/six chords detail of the Stradella layout implementation. Chord labels are not visible while
playing.

(b) A four rows/six chords detail of the Simplified Stradella layout implementation. Keys belonging to the
diatonic harmonization of the B major scale (labels indicate the various degrees) are enclosed in the red
square. All the labels are not visible while playing.

(c) Current implementation of the Flowerpot layout with C as root note. Labels are not visible while playing.

Figure 10.2.: The three main layouts implemented in Netychords.
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Suffix Chord name Intervals (degrees) Sample C- chord
- Major 1, 3, 5 C-E-G

min Minor 1, ♭3, 5 C-E♭-G
maj6 Major 6th 1, 3, 5, 6 C-E-G-A
min6 Minor 6th 1, ♭3, 5, 6 C-E♭-G-A
maj7 Major 7th 1, 3, 5, 7 C-E-G-B
min7 Minor 7th 1, ♭3, 5, ♭7 C-E♭-G-B♭

7 Dominant 7th 1, 3, 5, ♭7 C-E-G-B♭

o7 Diminished 7th 1, ♭3, ♭5, ♭♭7 C-E♭-G♭-A
ø7 Half-dimin. 7th 1, ♭3, ♭5,♭7 C–E♭–G♭–B♭

sus2 Suspended 2nd 1, 2, 5 C-D-G
sus4 Suspended 4th 1, 4, 5 C-F-G

9 Dominant 9th 1, 3, 5, ♭7, 9 C-E-G-B♭-D
11 Dominant 11th 1, 3, 5, ♭7, 9, 11 C–E–G–B♭–D–F

Table 10.1.: Intervals describing each type of chord present in Netychords. Colors reflects the chord
families subdivision implemented in the Simplified Stradella layout: major (red); mi-
nor (blue); dominant (green); diminished (orange); half-diminished (gray).

3 notes / chord 4+ notes / chord
Degree Example Degree Example

I C I Cmaj7
ii Dmin ii Dmin7
iii Emin iii Emin7
IV F IV Fmaj7
V G V7 G7
vi Amin vi Gmin7
vii Bmin viiø7 Bø7

Table 10.2.: Harmonized diatonic major scale pattern used in Netychords. On the left, harmoniza-
tion with 3 notes per chord; on the right, harmonization with 4 or more notes per chord.
Degrees are provided using jazz notation.
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Figure 10.3.: Head position feedback handle (in white).

10.2.2. Strumming

Chords strumming (translated into MIDI note on/off events and velocities) is controlled through

head tracking. Here is discussed the strumming modality implemented for Netychords, which to

our knowledge has not been previously proposed in the literature of digital musical instruments.

Head rotations on the horizontal axis (yaw) are tracked. A strum occurs when a change in rota-

tion direction is detected. A MIDI velocity value (which in turn determines the resulting sound

intensity) is generated as a proportional value to the angle described by the head with respect to a

center position (calibrated before playing), where the proportionality factor is adjustable through

a slider. In order to actually trigger a new strum (i.e., to generate a MIDI note on event), it is nec-

essary to pass through a central zone called deadzone, defined around 0◦. The deadzone has an

adjustable size, within which changes in direction are not detected.

Visual feedback of head rotation is given directly on the key that is being fixated, through a white

handle whose width corresponds to the head rotation angle with respect to the center, which is

indicated by a white dot, as depicted in Fig. 10.3.

A known problem to face when designing gaze-based interfaces is that of Midas Touch [92], namely

the involuntary activation of interface elements (e.g. keys) when these are crossed by gaze trace.

The problem has been described in detail in Ch. 6. In previous works, different gaze controlled

instruments addressed the problem in different ways. In Netychords the Midas Touch is to an

extent solved by design, as notes are triggered by strumming and head movements, rather than

fixations. Therefore, notes are let ring until a new strum action is detected regardless of gaze mov-

ing to other keys. In addition, neutral areas between occluders are also placed.

To trigger chord stops (pauses), eye blinking is exploited. By closing both eyes for a sufficiently

long period (corresponding to 4-5 samples of the eye tracker data stream, adjustable) the sound

is stopped.

10.3. Design space analysis

In this section some notable properties of the instrument design are discussed, as well as the ratio-

nale behind the outlined design choices, through the design space analysis framework described

in Ch. 2.

The simplification axis indicates which degree of simplification was introduced to enable less
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Figure 10.4.: The main design aspects of Netychords, visualized on the dimension space for the eval-
uation of ADMIs described in Ch. 2.

trained musicians (or to make up for some deficits) through the introduction of specific aids. In

Netychords, no layout allows the selection of the single notes in a chord, differently from most

polyphonic acoustic instruments. This however translates into a potential gain in ease of use and

could be considered an aid. Apart from this, no other aids have been introduced. Playing aids like

strumming temporal quantization could be introduced for facilitating the learning process.

Hence, Netychords’ use context is more oriented towards performance, as it does not offer partic-

ular performance aids. It is a complex instrument requiring training to be mastered.

The design novelty axis indicates whether an ADMI resembles the design of a traditional musi-

cal instrument or departs from such traditional designs. Although Netychords differs from any

acoustic instrument, some similarities can be found with accordions, with particular regard to

the octave management system, the reed system and the Stradella Layout.

The usability and the expressivity of an instrument are influenced by the amount of physical chan-

nels that the user can employ in the interaction. Netychords uses two channels, namely head

movement and gaze pointing. This choice is the result of a trade-off between expressivity (as an

example, no continuous control on the emitted chord is possible after it has been triggered) and

usability (with particular regard to the Midas Touch problem discussed earlier). Although the two

interaction channels are largely independent from each other, the eye tracker can only tolerate

a certain degree of head rotation. We found that a head rotation angle of about 30 degrees is

sufficient to strum at different intensities without compromising gaze detection.

The dimension space clusters categories of impairments into three main axes: physical, cognitive,

sensory (or perceptual), and classifies target user groups along these three categories, also con-

sidering that physical, sensory, and cognitive impairments are often intertwined due to the mul-
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tidimensional character of disability. Although Netychords is potentially usable by a quadriplegic

user, the head movement required makes it incompatible with the maximum degree of the dis-

crete physical impairment scale (LI, or Lock-In syndrome, characterized by the possibility of move

your eyes only). Instead it falls into the QP (quadriplegic Paralysis) level.

Future iterations of the instrument may include the choice for different and new input methods.

Blink based strumming could be tested for users with difficulties in rotating the head. This could

influence and improve the actually low adaptability of the instrument, namely the possibility to

adapt to the individual user needs. Sensory and cognitive impairments are not addressed by Ne-

tychords.

10.4. Further developments

After the publication of [5] where the instrument is described, further developments of the instru-

ment took place.

The instrument interface and virtual keyboard has been finished so as to be visually more sim-

ple and less fatiguing for the eyes. Keys color codes are now compatible with the color scheme

proposed by Netytar for keys notation (Tab. 9.1).

A small case study was performed with a young user having hemiplegic paralysis, having therefore

a partial motor disability of the upper limbs. The user was unable to control his fingers, but they

were partly able to move an arm, albeit with imprecision. A first attempted approach was to intro-

duce an oversized key with which strumming was performed, giving up the possbility to control

sound intensity and chord expressiveness. It was however observed that, in addition to not allow-

ing a sufficient level of control, the movement of the arm involved an involuntary and spasmodic

movement of the head, which complicated or sometimes compromised gaze detection by the eye

tracker. A second approach consisted in making available fully eye-based interaction methods for

the instrument. A first method consists in chords strummming through a blink with both eyes. A

second method consists in the introduction of an automatic strumming system, with adjustable

time. Both methods have been found useful and enabling for the user under study, and could be

revised in future versions of the instrument, introducing for example different rhythm patterns

for the automatic strumming system.

Some simplifications useful for musical teaching have been introduced following the case study. A

learning method for Netychords has not yet been developed (unlike Netytar, for which a learning

method has been described in Sec. 9.4). Selectors to reduce the number of keys displayed on the

screen have been introduced. New predefined layouts that allow to show only a chords row (e.g.

major), or only the seven keys corresponding to the harmonization of a diatonic scale have been

introduced. The publication of these updates, after refinement, will be deferred to future articles.
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10.5. Future work

Future work will be mainly addressed to the evaluation with target users, in order to guide subse-

quent iteration of the instrument design.

One primary element of evaluation concerns an in-depth study of new key layouts and a com-

parative study of existing ones. Representing a large amount of chord families on the screen re-

quires a great number of keys. We plan to experiment with separating, among different interaction

channels, root note selection and chord type selection. Different head rotation axes (or different

angles) could for example correspond to different chords (e.g. major, minor).

The proposed strumming modality also needs thorough evaluation, and may be further extended

to allow for more expressive interaction. In the current prototype, chords notes are all played

simultaneously while strumming. A method for sequential note strumming (arpeggio) could be

implemented, in a similar fashion as for guitar strings, by subdividing the head rotation interval.

Strumming can be good for simulating plucked instruments or piano. Continuous intensity de-

tection could be implemented, suitable for playing strings, for example evaluating head rotation

velocity for each sample.

Evaluating a musical instrument from an objective point of view is a complex task. The already

cited framework from O’Modhrain ([56], Ch. 1.5) proposes a framework for the evaluation of Dig-

ital Musical Instruments from the perspective of the various stakeholders (performer/composer,

designer, manufacturer and audience), consisting in a set of parameters to be evaluated. Va-

mavakousis and Ramirez [62], as an example, implemented this framework for the evaluation of

The EyeHarp from the point of view of the audience through questionnaires submitted to the at-

tendees of a concert. As O’Modhrain highlights, being able to trace a link between the performer’s

motion and the perceived sound is a very important element for the audience to appreciate a live

performance, and this is a concern for gaze based interfaces since movements are very subtle.

Head rotation in Netychords could be a way to convey the expressive intention.

Interaction in Netytar has been evaluated quantitatively, also from a precision and accuracy point

of view, through the recording of simple musical exercises in order to measure timing errors and

number of wrong notes. The experiment, which compared Netytar to another instrument in the

state-of-the-art, is described in Sec. 9.7. We feel however that a comparative evaluation between

Netychords and another instrument could be difficult to make since all the similar instruments

found in literature and listed in Sec. 10.1 offer a different degree of control on chords performance.

10.5.1. Testing

The COVID-19 pandemic has so far prevented testing Netychords with target users during its first

development period. This section thus concludes by discussing a test procedure for Netychords

we intend to carry out in the future. This is similar to the one used for Netytar’s evaluation (leav-

ing aside the comparison phase). A sample of at least 25-30 individuals, possibly with musical

experience, will be recruited.
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■ A training phase of at least 20 minutes will provide a minimum of familiarity with the in-

strument and the proposed interaction methods;

■ A practical test will involve the performance of musical exercises (or songs), and the perfor-

mance will be recorded as a MIDI track and analyzed later. We intend to detect elements

such as error rates, strumming and chord change speed, as well as the flexibility of the vari-

ous layouts in allowing chord changes between distant keys;

■ A qualitative test will include a questionnaire with general questions on the usability of

the system. Elements such as perceived fatigue, degree of naturalness and simplicity of

interaction and interface clarity will be detected. Case studies should be also carried out

with musicians having physical (quadriplegic) disabilities.

Another session could be devoted solely to testing the proposed head-based interaction method.

While the movement precision and stability have already been discussed in other experiments,

such as the evaluation experiment described in Ch. 4, it would be useful to detect through recorded

exercises the head’s rhythmic capabilities, namely the relationship between precision and speed/fre-

quency of head strums.
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This chapter describes Resin, an HeaDMI which exploits two interaction channels to control

musical performance parameters: head movements and the shape of the vocal tract, detected

through the corresponding acoustic resonances. The instrument has been described in the arti-

cle [6]. Like Netytar (described in Ch. 9) and Netychords (described in Ch. 10), Resin is a MIDI

controller.

The two physical interaction channels which the instrument exploits are still so far underexplored

in ADMIs design. Head movement along the horizontal axis (yaw) is used to control notes on-

set and dynamics (MIDI Pressure, Velocity, Note On and Note Off parameters), while resonances

within the vocal tract are used to control the note Pitch. Resin consists of a software and a hard-

ware part, the latter consisting of both DIY and pre-built components. Its software interface is

depicted in Fig. 11.1.

Resin software is available for download from its GitHub Repository,1 licensed under the Open

Source GNU GPLv3 license.

In this chapter the structure of the instrument is discussed, from both hardware and software

points of view. Sections are subdivided as follows: Sec. 11.1 provides a comparison with related

works found in the state of the art; Sec. 11.2 describes the two employed physical interaction chan-

nels and their mapping to musical performance parameters; Sec. 11.3 discusses the instrument

implementation. Feature extraction algorithms for both channels are explained, particularly fo-

cusing on the vocal tract resonances interaction paradigm; Sec. 11.4 provides an evaluation of

design choices for the instrument in the ADMIs context through the dimension space analysis

tool described in Ch. 2; finally, in Sec. 11.5 a discussion on future works and improvements to be

included in the next iterations of the instrument is provided.

1Resin’s repository on GitHub: https://github.com/LIMUNIMI/Resin
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Figure 11.1.: Resin’s graphical user interface.

11.1. Related work

Regarding Resin’s vocal interaction paradigm, no similar systems have been found in the litera-

ture, to the best of the authors’ knowledge.

In Ch. 3 a list of possible channels suitable for the development of HeaDMIs is reported. The

use of vocal tract resonances is not included in the above list, but can be associated with other

physical channels. It can be stated that the internal shape of the oral cavity, which is the terminal

part of the vocal tract, varies in accordance with tongue movements. Various systems have been

tested to detect the tongue position for interaction purposes.

An analogy can be then traced with tongue controlled interfaces. In Tongue Music [132], an inter-

face part of a sonification experiment, the detection happens through hall-effect sensors cou-

pled with magnets. In Niikawa’s Tongue Controlled Electro-Musical Instrument (described in

Sec. 5.1.2) the tongue presses some buttons positioned on the palate to play chords. Other de-

tection methods, both related to musical contexts and other interaction contexts, are described

in Sec. 3.2.2. Those include the use of textile pressure [129], ultrasound [131, 247], magnetoresis-

tive [126] or optical sensors [248, 249].

Since Resin exploits pitch detection techniques, an analogy can be traced with Imitone (described

in Sec. 5.1.11). It is a software interface able to detect the pitch of voice or whistle through a

microphone, and convert the input in MIDI messages in real time.

An analogy can be traced also with Silent Speech Interfaces (SSI). These are interfaces aimed at

recognizing facial and buccal movements in order to reproduce speech without the need for the

user to emit any sound. According to [122], such interfaces usually exploit electromagnetic artic-

ulography, electromyography, ultrasounds, microphones, electroencelography or neural cortex

implants.

A comparison could also be drawn with interfaces that exploit mouth shape detection to control

sound filters. The Talkbox is a common analog electric guitar effect that consists of a speaker
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channeling the guitar sound into a rubber tube, having the other end placed in the musician’s

mouth. The sound comes out of the mouth to be picked up by microphone. Several interfaces,

such as Mouthesizer [90], use cameras and computer vision techniques to detect mouth move-

ment and use it to control sound filters. Eye Conductor (described in Sec. 5.1.14) is an HeaDMI

which exploits the same paradigm.

Head tracking techniques related to musical performance have already been extensively described

in Sec. 3.2.3 and were already exploited to control chord strumming dynamics in Netychords, as

described in Sec. 10.2.2.

11.2. Interaction and mapping

In this section the two physical interaction channels exploited by the instrument are discussed:

vocal tract resonances and head rotation.

11.2.1. Vocal tract resonances

The process responsible for the production of vocalized sounds in humans is often modeled by

considering two main components. This can be exemplified in the practice of singing. In the

first one, vocal cords vibrate creating a "pulse train", whose frequency defines the voice pitch. In

the second one, various components of the vocal tract, such as the mouth, act as a filter enhanc-

ing some frequencies in the spectrum of the vocalized signal. The corresponding resonance fre-

quencies (formants) characterize different vowels [107]. Some singing styles, such as tuvan throat

singing, exploit the resonances (or overtones) inside the vocal tract to combine them into com-

plex melodies [250]. Similarly, vocal tract and mouth can be shaped into a Helmholtz resonator to

whistle [115].

In Resin, the vocal tract is stimulated through a synthesized sound conveyed to an ad-hoc built

hardware component, which we will refer as sound tube. This consists of a speaker, properly

muffled on the sides, which emits a synthesized sound (which we will refer to as sine pad) into

a rubber tube. The musician puts the tube end in their mouth and grasps it with their teeth as

they play, keeping their mouth slightly open. The sound, produced by Resin’s software, is a linear

combination of different sinusoidal components, whose frequencies are tuned to successive half-

tones in the equal temperament (A5 tuned to 440Hz). The interface allows the musician to select

which notes (which we will refer as playable notes) are included. By varying the mouth shape,

some of these sinusoidal components resonate louder. We’ve seen from our tests that an adult

man’s mouth, for example, can resonate notes approximately between the fourth and sixth octave

(from C4 to C6). A small Lavalier microphone is placed in the mouth next to the sound tube, and

picks up the filtered sound. Resin’s software therefore recognizes the resonating frequency/note.

Resin’s mouthpiece is depicted in Fig. 11.2.
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Figure 11.2.: Resin’s mouthpiece, consisting of the sound tube and the Lavalier microphone.

11.2.2. Head tracking

Head movement is detected in a range of 40 degrees [-20°; +20°] in the horizontal plane. Head

movements are used to perform attack and release actions on the instrument. A new note (attack)

is triggered when an inversion of the head motion is detected, prior passing through the central

position (0°).

Two different operation modes can define strum intensity. It can be chosen to be proportional to

the distance from the center at the inversion point, when the strum action is triggered, or to the

average movement speed in the previous instants. Movement speed determines also the channel

pressure. The latter is calculated as the distance between head position in the current sample and

in the previous one, filtered by an exponentially moving average filter.

11.2.3. Performance logic

Musical performance takes place in the following way. The system continuously detects the res-

onating note. An indicator on screen highlights the detected note nr ; as soon as a head strumming

action is detected, a MIDI note-on message is sent for nr , with a MIDI velocity determined by one

of the two approaches for strum intensity mentioned above; the note remains on-set even if the

detected resonating note changes, until a subsequent strumming action occurs. In this case, the

old nr is stopped by a note-off event, and is replaced by the new nr ; channel pressure varies con-

tinuously in proportion to head movement speed, contributing to note dynamics.

11.3. Implementation

We now discuss the actual implementation of Resin, at its current version. Interaction, sound

processing and generation are summarized in Fig. 11.3.
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Figure 11.3.: Functional diagram for Resin

11.3.1. Hardware

The employed microphone is a Røde smartLav+2, with a frequency response of 20Hz-20kHz and

a sensitivity of -32.0dB re 1 Volt/Pascal, equipped with a pop filter. The microphone is enclosed

in a cellophane layer to prevent water infiltration.

The system was tested using an Alesis iO23 sound card, plugging the microphone into an XLR

input via a Røde VXLR+ adapter, capable of converting the +48 V phantom power supplied by the

sound card into the 3-5 V voltage required by the microphone. The Alesis iO2 sound card is able

to sample sound at a frequency 48 KHz with 24 bits resolution.

The hardware required to operate Resin includes the low cost DIY head tracker NeeqHT described

in Sec. 8.2. The head tracker is capable to translate acceleration into absolute position data.

11.3.2. Software, audio generation and processing

Resin software is coded in C# language, using the Windows Presentation Foundation graphical

framework, part of the .NET 4.8 framework. Components of the diagram in Fig. 11.3 resemble

the main classes and components structure implemented through Object-Oriented Programming

paradigms. The NeeqDMIs library described in Sec. 7 was used as a basis for the development of

the instrument.

Prior to playing, the user selects which are the playable notes, using the interface. Therefore the

AudioModule class generates the corresponding sine pad (see Sec. 11.2.1) where sinusoidal fre-

quencies are the fundamental frequencies of the selected notes, and all the components have the

same amplitude. The resulting sound is conveyed to the performer’s mouth through the sound

tube.

2Rode Smartlav+ on Rode website: https://it.rode.com/microphones/smartlav-plus
3Alesis iO2 sound card on Alesis website: https://www.alesis.com/products/legacy/io2
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After the musician’s mouth has filtered the sound, the AudioModule class receives the PCM signal

from the microphone. The FftModule class performs then a Fast Fourier Transform of an audio

buffer. In accordance with the sound card specifications, the FFT is performed considering a

48 KHz/24 bit sampled signal (according to the capabilities of the sound card used in the tests)

and an audio buffer of 43 ms, resulting in an array of 2064 samples (= 48000K H z ·0.043ms) for

each sampling cycle. After applying a Hamming Window, the audio buffer is zero-padded to 4096

values, in order to improve frequency resolution. This results in a greater distance between the

sinusoidal components of the sound spectrum, at the expense of a greater "spreading" of the

energy for each spectrum component. The number of FFT bins obtained is therefore 2048 (=
4096/2).

Some filters are then applied to the resulting FFT magnitudes array. A bandpass filter clears the

frequency bins placed outside the range of the playable notes selected by the user. A smoothing

filter then performs spectral smoothing. Each element of the output spectrum is calculated as in

Eq. (11.1):

Oi = Ii−1 + Ii + Ii+1

3
, (11.1)

where O and I are respectively the output and input short-time spectra, while i denotes the i-th

bin.

An exponentially moving average filter is applied to successive short-time spectra, causing the

energy of each bin to vary more smoothly over time, in order to prevent sudden oscillations due

to noise. The filter is in the form described by Eq. (11.2):

Oi (t ) =α · Ii (t )+ (1−α) ·Oi (t −1), (11.2)

where t is the discrete time of the current sample, t-1 the time of the previous sample, while α is

an arbitrary constant set at 0.9.

The SpectrumAnalyzerModule class then determines the pitch of the resonant note. Each playable

note n is associated to the bin B(n) where its fundamental frequency falls. The spectrum is divided

into different groups of bins G(n), each centered around the corresponding B(n). Specifically, the

upper and lower boundaries of G(n), defined as BU [G(n)] and BL[G(n)], respectively, are defined

by Eqs. (11.3) and (11.4):

BU [G(n)] = B(n)+B(n +1)

2
, (11.3)

BL[G(n)] = B(n)+B(n −1)

2
. (11.4)

Fig. 11.4 graphically summarizes this groups division approach.

The SpectrumAnalyzerModule then proceeds by determining the mean quadratic spectral energy
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Figure 11.4.: FFT spectrum division (horizontal axis) for notes A, B, C and D. Different bin groups
are highlighted with different colors. Since B and C have a distance of a single half-
tone, their associated group is smaller.

E(n) for each G(n), defined as:

E(n) = 1

Nbi n(G(n))

∑
b∈G(n)

E(b)2. (11.5)

The estimated resonant note is the one corresponding to the group with the greatest energy. Fi-

nally, the MIDIModule generates the corresponding MIDI messages.

11.3.3. Graphical User Interface

The FFTPlot class draws the short-time spectrum together with two indicators Fig. 11.1. A bar

denotes the single bin with the highest energy, while a second bar indicates the G(n) with the

highest energy. Several selectors allow to select the audio input/output channels for the sound

tube. The lower part of the interface highlights the detected pitch. Some buttons and sliders

allow to select the playable notes, as well as to perform a manual calibration of the volume of

each note.

11.4. Design space analysis

A further insight on Resin’s characteristics can be given by assessing the instrument through the

design space tool described in Ch. 2. Fig. 11.5 shows a graphical rendering of the analysis con-

ducted with such framework.

The adaptability of the instrument to various needs of different users is very low at the current ver-

sion. The use of vocal tract resonances and head rotation is mandatory to control Resin and map-

pings do not offer any degree of customization, with the only exception of head rotation which

could be mapped to note dyamics control in two different ways, as stated in Sec. 11.2.2.

Design novelty in Resin is particularly high. Its design does not imitate any traditional acoustic in-

strument. Vocal tract resonances to our knowledge have never been exploited to control a digital

musical instrument, and even if head rotation have been exploited before, the proposed mapping

and interaction paradigm is novel.

The employed physical channels are two, which is arguably on the average compared with other

musical instruments. The value on the graph has been set to a middle position.
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Figure 11.5.: Resin’s design space evaluation using the design space analysis tool described in Ch. 2

With regards to the addressed physical impairment, as the other HeaDMIs covered in this thesis,

the addressed target group are users with quadriplegic paralysis.

Although Resin was not designed to address any specific sensory impairment, it has to be no-

ticed that the use of sight is not required to play. A blind user can potentially use Resin without

any particular disadvantage compared to a sighted one, except for not being able to perceive the

graphical feedback offered by the GUI to check if the vocal tract resonances are in tune with the

desired note.

Cognitive impairments are not addressed by Resin. It could be difficult to introduce cognitive aids

in the instrument, which learning curve could be particularly steep.

Resin is thought for a performance use context, according to the definition proposed in Sec. 1.2. It

requires training to be mastered, and we suspect that the entry barrier for musicians with no prior

knowledge of the instrument and low intonation skills could be high.

The instrument does not include any particular aid thus the degree of simplfication is very low.

It could be however stated that reducing the number of playable notes could result in the instru-

ment being more easy to play, requiring the user to be less in tune and precise while shaping their

mouth to produce the required resonances.

11.5. Discussion and future works

Accuracy in note recognition already allows to play melodies with different complexity levels but

could still be improved. Sinusoidal energy spreads through multiple FFT bins, due to the algo-
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rithm’s nature, resulting in some imperfections. This can cause the energy of a note to "invade"

an adjacent note’s associated group of bin G(n).

In the current version of Resin, each sine wave in the pad has the same frequency as its associated

MIDI note. This results in a natural interaction: the mouth shape associated with each note is

similar to the one required to whistle that note. In an attempt to improve detection precision, we

tested the use of larger distances between sine frequencies (thus mapped to notes having differ-

ent frequencies). However this solution resulted in the interaction being less natural thus more

difficult, so it was abandoned. Instead, we opted for the possibility of choosing which notes are

"playable" (e.g. only those belonging to the C major scale, or pentatonic scale). With a smaller

set of notes, each G(n) (group of bins associated with each note) become larger, thus improving

recognition.

The speaker/tube/microphone system does not have a flat frequency response. To (at least par-

tially) mitigate this problem, an automatic calibration system was implemented, which proceeds

to "flatten" the detected spectrum by adjusting the volume of each sinusoidal component while

not performing. Sliders placed in the bottom part of the interface also allow to adjust the volume

of each sine manually.

The sines pad could be audible from the outside and cause nuisance. While it is possible to greatly

reduce its volume while preserving the instrument functionality, below a certain value the system

may be sensitive to ambient noises, as well as to the MIDI synthesizer feedback. This could be

improved by using a more directional microphone, or headphones.

The head-based "strumming" metaphor implemented in Resin may be suitable for simulating

some types of instruments such as strings, while being less suitable for others.

The entry barrier in learning Resin could be very high. A user able to whistle in tune is proba-

bly facilitated in learning the instrument. However, the initial learning curve could make it very

difficult to evaluate the instrument objectively (e.g. by recording the performance of musical ex-

ercises) with an adequate number of testers.

Planned future developments include an evaluation of the instrument through case studies and

the performance of pre-established exercises, as well as refinement and tuning of the detection

algorithms for both vocal resonances and head movements. Evaluating the pitch detection algo-

rithm could be a difficult task, since it is difficult to distinguish system imprecision from lack of

user skill (e.g. intonation). Apart from this issue, an evaluation could be carried out using similar

modalities as those described in Sec. 10.5.1 for future evaluation of Netychords.

Lastly, a more complete graphical user interface should be developed, introducing support for

eye tracking, or cursor movement and aiming via head tracking to make the software fully and

autonomously operable by the target user group.
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Conclusions

This thesis provided and explored elements of design, development and evaluation of accessible

digital musical instruments for quadriplegic users, defining and focusing on HeaDMIs, a particu-

lar subset of skill-based instruments dedicated to live and real-time performance.

Part I provided an overview of theoretical aspects. After framing HeaDMIs in the relevant context

(Ch. 1) and providing an ADMIs design evaluation tool (Ch. 2), a complete review of physical in-

teraction channels available from the neck upwards was provided (Ch. 3), along with analysis of

their use in general HCI applications and expected performance parameters. An experiment for

the evaluation of the latter was proposed (Ch. 4). A review of the state of the art in HeaDMIs was

provided (Ch. 5), analyzing design, mapping strategies and future perspectives. Finally, theory

fundamentals for the design of gaze-based musical interfaces were reviewed (Ch. 6). Part II de-

scribed HeaDMIs development and evaluation work. A software library for the prototyping and

development of software instruments was introduced (Ch. 7), as well as two open-source hard-

ware sensor peripherals for the detection of breath and head rotation (Ch. 8). The realization of

three HeaDMIs was described (Ch. 9, 10 and 11), providing an overview on their implementation,

design characteristics and choices, interaction methods and mapping strategies. For one of them

an empirical evaluation and a learning method was provided.

The main achievements of this work include the analysis of uncommon and underexplored in-

teraction channels suitable for people with limiting motor disabilities, alternative to the use of

hands. Interaction modalities for such channels have been studied and developed, demonstrat-

ing that they can be successfully used for musical interfacing. The achievable degree of control,

precision and expressiveness was demonstrated by an experimental evaluation of three channel-

sensor pairings, as well as the realization of three skill-based digital musical instruments which

exploit these channels to obtain musical performance in real time, in a similar fashion to a tra-

ditional acoustic instrument. A dimension space analysis framework provided a tool for framing

these instruments in the context of ADMIs in general, as well as providing further insights on

their design choices. Focus was given on economic affordability of the employed sensor periph-

erals and openness of software and hardware projects. It is the author’s hope that such achieve-

ments will stimulate the growth of the research niche dedicated to accessible instruments as well

as community development by providing inspiration and design elements.

Current and future directions

As stated in the Preface and in the respective chapters, the research project was adversely affected

by the COVID-19 pandemic, which prevented an objective evaluation of two of the developed in-
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struments (Netychords and Resin, respectively in Ch. 10 and Ch. 11) through experiments and

case studies in the field, involving users with quadriplegic disabilities. Although an evaluation ex-

periment has been carried out for Netytar (Ch. 9), case studies involving the targeted user group

can lead to greater insights into their actual unique and diverse needs. In the relevant chapters,

methodologies have been proposed to perform such tests, which could be carried out in the fu-

ture. One such case study is currently being carried out in collaboration with the Dept. of Educa-

tion and Psychology of the University of Aveiro, in which Netychords is being used by a child with

cerebral palsy.

Subsequent participatory design and development could be carried out to increase instruments

adaptability. Case studies and community works involving the target group can help disseminate

knowledge to end users. To this end, we are establishing a collaboration with the Spazio Vita

Association at the Niguarda Hospital in Milano4 to develop a joint project on a music performance

laboratory involving quadriplegic patients.

The experimental evaluation test for Netytar in Ch. 9, as well as the interaction channels evalua-

tion experiment described in Ch. 4 were carried out with a limited number of users. We plan to

perform a new iteration of the first with more testers, in order to better assess the advantages pro-

vided by our keys layout solution. In the second, only some of the channels suitable for HeaDMI

development described in Ch. 3 have been evaluated. New experiments could be designed to

evaluate them as well as other musical interaction performance parameters described in Tab. 3.1.

The software library NeeqDMIs described in Ch. 7 requires refinement as well as the addition of

classes useful for interfacing with more sensor peripherals, useful for detecting different physical

interaction channels. Some of these could contribute to the expansion of the open-source hard-

ware peripherals collection described in Ch. 8. A more complete evaluation of the latter could be

carried out.

The developed instruments offer room for extensions, customizations and integrations. Different

interaction channels can be introduced to ensure a greater degree of adaptability to the needs of

the musician. Some work has already begun to introduce them in Netytar and Netychords. For the

former, fully ocular interaction methods, which do not require the use of the breath, are being de-

signed. New mapping strategies and layouts can be explored, to ensure a more complete control

over different parameters of musical expressiveness (e.g. vibrato and glissando). Teaching tools

and exercise automation can be introduced for all instruments, expanding the potential audience

to include music novices. Given their software nature, a web porting of the musical interfaces

could be developed to provide greater portability and version control.

The offered design framework can be the basis for the realization of new HeaDMIs which make

use of other interaction channels available to quadriplegic users: as indicated in Ch. 5 some are

under-exploited. The introduction of pitch control through the detection of resonances within

the upper vocal tract in Resin (Ch. 11) demonstrates that new interaction channels or alternative

reworkings of already known ones can be explored.

4Spazio Vita Niguarda’s website: https://spaziovitaniguarda.it/
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