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One of the major limits of current therapies against cancer and viral infections is the non-

specific toxicity that they often cause on healthy tissues because of their impact on important 

cellular mechanisms shared, to different extents, between diseased and healthy cells. For this 

reason, there is an unmet need for more specific and more effective therapies. 

Wherefore, the aim of my project is the development of a novel strategy, with potential for 

therapy, that allows the induction of sequence-specific DNA lesions (DNA double-strand 

break, DSB), by the use of the CRISPR/Cas9 system targeting a genome sequence 

abnormality in diseased cells, while sparing normal cells. Potential applications of this 

approach can be cancer cells carrying genomic mutations or chromosomal rearrangements 

and infected cells carrying an integrated proviral genome. Importantly, whether the aberrant 

genome sequences are expressed or not is irrelevant for the efficacy of this approach.  

As a proof of principle, I generated, in two parallel cell systems, an isogenic pair of cell lines 

with a healthy and a diseased counterpart. The “diseased” target sequence is an integrated 

proviral genome. To generate them, I infected HeLa and RKO cells with a lentiviral vector 

containing the sequence of the green fluorescent protein (GFP). I then treated these two cell 

systems with the purpose of inducing a DSB by retroviral transduction of the Cas9 

endonuclease and its RNA guide targeting the integrated GFP sequences.  

As a negative control, I treated these cell lines in parallel with a Cas9 carrying a scramble 

guide that does not recognize any sequence in the human genome. Upon these treatments, I 

observed a preferential reduction of proliferation and an increased mortality in cells bearing 

the target sequence and transduced with the targeting RNA guide compared to cells without 

the target sequence or transduced with the scramble guide.   

I also observed that Cas9-mediated DNA damage is associated with the formation of 

micronuclei which often stain positive for cGAS and activate an inflammatory response.  

These results suggest the possibility to “weaponize” the CRISPR/Cas9 system for the 

elimination of cells with an aberrant genome.  

However, cells can survive DNA damage insults by repairing them. In order to address this 

mechanism of “resistance” to the treatment, I investigated if the generation of a sequence-

specific DSB can be combined with the inhibition of its repair. Indeed, Cas9-induced DNA 

damage and inhibition of DNA repair by non-homologous end-joining (NHEJ) by the use of 

a pharmacological inhibitor of the DNA-dependent protein kinase (DNA-PK), a DNA repair 

factor involved in NHEJ, further kill target cells. 

However, DNA-PK inhibition lacks sequence specificity in its activity, thus impacting on 

the repair of endogenous DNA damage too. For this reason, a sequence-specific DSB repair 

inhibitor would be desirable. 
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Our group has previously demonstrated that DSBs trigger the recruitment of RNA 

polymerase II that generates damage-induced long non-coding RNAs (dilncRNAs) at DSB. 

DilncRNAs are the precursors of small non-coding RNAs called DNA damage response 

RNAs (DDRNAs) and the interaction between dilncRNAs and DDRNAs is necessary for 

the recruitment of the proteins involved in DDR, including DNA repair. Noteworthy, 

antisense oligonucleotides (ASO) against these damage-induced RNA species impair their 

functions and inhibit the assembly of DDR factors in the form of foci and thus they are 

effective sequence-specific DNA repair inhibitors. 

In cells treated with Cas9, I observed a reduction in DDR foci, compared to controls, upon 

treatment with sequence-specific ASO, confirming the efficacy of ASO also in my 

experimental system.  
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2.1 DNA damage and DNA Damage Response (DDR) 

Nuclear DNA is subjected to various events that can cause thousands of lesions per day 

(Jackson and Bartek 2009). Since genomic DNA is the most precious component of a cell, 

any kind of damage elicits a prompt cellular reaction (d’Adda di Fagagna 2008).  

Generally, DNA lesions are efficiently repaired and cells resume normal proliferation; 

however, if not properly repaired, they can cause programmed cell death (apoptosis), 

irreversible cell-cycle arrest (cellular senescence), or permanent DNA modifications that can 

lead to cancer (d’Adda di Fagagna 2008; Hanahan and Weinberg 2011). 

For this reason, cells have developed a pathway that senses DNA lesions, signals their 

presence and coordinates their repair through a signal amplification and effector cascade 

named DNA damage response (DDR) (d’Adda di Fagagna 2008; Jackson and Bartek 2009). 

 
2.1.1 Types of DNA damage 
 
Genomic lesions can be the consequence of exogenous and endogenous factors. Exogenous 

factors can be distinguished between physical and chemical insults. Ionizing radiations (IR), 

like X-rays used also for medical diagnoses, or environmental factors, such as the ultraviolet 

(UV) component of sunlight, are examples of physical genotoxins. Chemical genotoxic 

agents, instead, include food components, cigarette smoke and chemotherapy drugs (Ciccia 

and Elledge 2010).  

Random endogenous DNA damage, like mismatches and small insertions or deletions, can 

occurs during DNA replication (Branzei and Foiani 2008). Also cellular metabolism can 

induce DNA damage because of the production of reactive oxygen species (ROS): 

superoxide anions, hydroxyl radicals and hydrogen peroxide, generated by oxidative 

respiration, and products of lipid peroxidation may lead to a variety of oxidative 

modifications of DNA, but also RNA, proteins and lipids (De Bont and van Larebeke 2004). 

Meiotic recombination and telomere shortening are dangerous for DNA integrity (Jackson 

and Bartek 2009) too. Scheduled events can introduce DNA damage too. For example, a 

class of enzymes known as topoisomerases induces transient DNA breaks to release 

localized topological stress; during meiosis, genomic recombination is critical for a correct 

chromosome segregation in daughter cells (Borde and de Massy 2013); class switch and 

V(D)J recombination are two mechanisms required for the antibody repertoire 

diversification in the immune system (Soulas-Sprauel et al. 2007). 

DNA lesions, generated by these stimuli, can be divided in two categories: informational, 

when bases are modified or lost, and structural, when the integrity of the sugar backbone is 

compromised (Vitelli et al. 2017). Informational damages include a variety of chemical 
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modifications that can lead to the complete loss of a base or to changes in its chemical nature; 

structural damages are more dangerous because they can promote chromosomal 

rearrangements due to the loss of large portions of the genome (Vitelli et al. 2017). These 

types of lesions can be single-strand breaks (SSBs), that are nicks in the sugar-phosphate 

backbone of one of the two strands; double-strand breaks (DSBs) which consist in the 

breakage of both strands; and DNA crosslinks, where the two strands are covalently linked 

(Chatterjee and Walker 2017). 

 
2.1.2 Informational DNA damage repair 
 
Lesions that involve base modifications are generally quickly repaired through different 

pathways. 

DNA mismatch repair (MMR) pathway corrects base substitutions, insertions and deletions 

occurring during DNA replication; the steps involved are the recognition of the lesion by 

dedicated sensors that recruits endonucleases, the initiation of the repair, the excision of the 

lesion, the resynthesis of DNA by DNA polymerases to fill the gap and the ligation of the 

repaired strands by DNA ligases (Kunkel and Erie 2005; Li 2008). 

Nucleotide excision repair (NER) pathway can remove different types of base lesions but it 

is mainly involved in the repair of bulky DNA adducts induced by either UV light or 

chemotherapeutic agents. NER is divided in two main branches: global genome NER (GG-

NER) and transcription-coupled NER (TC-NER) (Gillet and Schärer 2006; Marteijn et al. 

2014). In the first case, different sensors recognize the presence of single-stranded DNA due 

to the disruption of a base. In the second case, instead, lesions caused by stalled RNA 

polymerase II are sensed and the complex is translocated in order to allow the exposure and 

repair of the lesion (Marteijn et al. 2014). 

Base excision repair (BER) pathway corrects lesions that can induce little distortions in the 

DNA helix structure, such as oxidation, deamination and alkylation (Krokan and Bjoras 

2013). DNA glycosylases remove the damaged base generating an abasic site that is then 

cleaved by endonucleases; this induces a SSB, in turn repaired with the contribution of DNA 

polymerases and DNA ligases (Demin et al. 2021). 

Translesion synthesis (TLS) is another pathway that cells can use to deal with single-strand 

DNA lesions. It is a DNA damage tolerance pathway that allows DNA replication past DNA 

lesions, through the switch between the canonical DNA polymerases and specialized 

translesion polymerases that have low-fidelity on undamaged templates, but are particularly 

efficient at pairing nucleotides to the damaged bases (Waters et al. 2009; Dash and Hadden 

2021). 
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2.1.3 Structural DNA damage repair 

Breaks in the DNA backbone like SSBs, but especially DSBs, are particularly deleterious 

because, if not properly repaired before cell division, they can cause the loss of critical 

amounts of genetic information and dramatic chromosomal rearrangements. These type of 

lesions are repaired by either non-homologous end joining (NHEJ) or by homologous 

recombination (HR) (Hustedt and Durocher 2017). 

The canonical NHEJ (c-NHEJ) is the main pathway involved in the repair of DSBs in 

mammalian cells and it works in all the phases of the cell cycle (Hakem 2008). It is highly 

efficient and acts by re-ligating the DNA ends; however, it is prone to mutations. Ku proteins 

recognize DNA ends and recruit DNA-PK catalytic subunit (DNA-PKcs) which 

phosphorylates itself and several targets, as Artemis, a nuclease that contributes, together 

with specialized DNA polymerases, in the blunting of DNA ends. DNA ligase IV, another 

target of DNA-PKcs, ligates DNA ends in collaboration with X-ray repair cross-

complementing protein 4 (XRCC4) and XRCC4-like factor (XLF) (Chang et al. 2017).  

The alternative NHEJ (alt-EJ) pathway, also known as microhomology-mediated end joining 

(MMEJ), plays a role in the repair of residual DSBs. This mechanism relies on a different 

subset of proteins, among which DNA ligase 3 and DNA polymerase θ (Hustedt and 

Durocher 2017).  

HR is an error-free pathway that occurs only in the S and G2 phases of cell cycle and it 

requires a homologous chromosome as template for repair (San Filippo, Sung, and Klein 

2008; Symington and Gautier 2011). The steps are the resection of DSB ends, the formation 

of a presynaptic filament, the search for homology and the repair synthesis (Jasin and 

Rothstein 2013; Taylor et al. 2015). In mammals, DNA ends are sensed by the MRN 

complex, composed by the meiotic recombination 11 (Mre11), Rad50 and the Nijmegen 

breakage syndrome 1 (Nbs1) proteins, in complex with CtIP. Upon binding, MRN starts 

resecting DNA ends from the 5’ terminus and creates a single-stranded DNA gap. EXO1, 

DNA2, BLM, and WRN are involved in the resection; together, their actions generate long 

3′ ssDNA tails. CDK, ATM and ATR are responsible for the phosphorylation of CtIP and it 

is essential to start end resection (Sartori et al. 2007; Peterson et al. 2013). Also the 

interaction between BRCA1 and BARD1 is required for correct end resection; moreover, 

BRCA1 is important for the removal of 53BP1, which is recruited to DSB sites to blocks 5′ 

end resection in G1 phase (Mirman and de Lange 2020). The replication protein A (RPA) is 

rapidly recruited at the single-stranded DNA to protect its integrity (Eid et al. 2010; 

Nimonkar et al. 2011; Sturzenegger et al. 2014). RPA is subsequently removed from ssDNA 

by the recombinase RAD51, together with the BRCA2-PALB2 complex (Zhao et al. 2017). 
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All these factors are necessary for the assembly of the presynaptic filament. RAD51, together 

with the ssDNA filament, searches for a homologous region and invades it, forming a 

displacement loop (D-loop) (Bonilla et al. 2020). RAD51 is removed from the heteroduplex 

to expose the 3′ of the invading ssDNA, where the DNA replication machinery, that includes 

PCNA and DNA polymerases, can initiate nascent DNA synthesis using the now paired 

strand as template (Northall et al. 2016). If the DSB has two free DNA ends, synthesis-

dependent strand annealing (SDSA) can complete the repair; the invading strand now 

extended through DNA synthesis dissociates from the D-loop structure and reanneals with 

the other broken end without crossover events (San Filippo, Sung, and Klein 2008; A. Mehta 

and Haber 2014). Alternatively, the second broken end may be captured and annealed to the 

displaced strand of the D-loop, leading to the formation of a double Holliday junction (dHJ). 

Dissolution of this structure by proteins like BLM will result in non-crossover events, while 

resolution can lead to either crossover or non-crossover events, depending on the resolvases 

involved (A. Mehta and Haber 2014). 

The choice between the different repair pathways is finely regulated and it depends on 

different factors including epigenetic markers and cell cycle phase; however, the mechanism 

is not yet fully understood (Swift et al. 2021). Ku70/Ku80 heterodimer promotes NHEJ and 

inhibits HR. In addition, it has been proposed that in G1 DNA ends are protected from 

resection by 53BP1 together with RIF1 and the shieldin complex (Zimmermann et al. 2013; 

Dev et al. 2018; Mirman et al. 2018; Noordermeer et al. 2018). End resection, instead, is 

promoted by CtIP and BRCA1 in G2 to allow HR (Cruz-García, López-Saavedra, and 

Huertas 2014). New proteins are constantly identified as key players in the choice of one of 

the two pathways, such as CYREN, described as a negative regulator of NHEJ in S/G2 

(Arnoult et al. 2017) and Sp1, that instead impedes BRCA1 recruitment at the DNA ends in 

favor of 53BP1 (Swift et al. 2021). 

2.1.4 The DNA damage response  

The DNA Damage Response (DDR) pathway is a complex signaling cascade that 

coordinates DNA repair with a broad set of events (Ciccia and Elledge 2010; Polo and 

Jackson 2011) (Figure 1). Upon the generation of a DNA break, DDR is immediately 

activated, leading to a transient cell-cycle arrest that prevents the propagation of the damaged 

genome to daughter cells. Sensor proteins are activated and recruited to the site of the 

damage, where engage the apical kinases ATM, ATR and DNA-PK which phosphorylate 

their substrates on a serine or threonine followed by glutamine, the S/TQ motif (Blackford 

and Jackson 2017). 
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Adapted from d’Adda di Fagagna 2008 
 
 
Figure 1. The DNA damage response pathway. 
Ruptures in the DNA lead to the formation of either DSBs or SSBs. DNA breaks are sensed by the 
MRN and RPA complexes, respectively. These factors recruit either the apical kinases ATM or ATR, 
bound by ATRIP and the RAD9-RAD1- HUS1 complex. These kinases phosphorylate (P) the histone 
variant H2AX on Ser139 (γH2AX) to recruit DNA damage mediators such as MDC1, 53BP1, 
BRCA1, which boost the signal, generating a positive feedback loop. The diffusible downstream 
kinases CHK2 (mainly phosphorylated by ATM) and CHK1 (mainly phosphorylated by ATR) spread 
the signal to several effectors including p53 and CDC25, which coordinate several cellular events to 
avoid the propagation of the DNA damage to the daughter cells. After a lesion, the first response is 
a transient cell cycle arrest to allow the repair of DNA (DNA damage checkpoint). If the DNA 
damage is not properly repaired, prolonged DDR activation leads to apoptosis, a form of programmed 
cell death, or cellular senescence, a permanent cell cycle arrest. 

 

The generation of a SSB activates the kinase ATR. Its activation depends on the presence of 

the ATR-interacting protein (ATRIP) and RPA at the lesion (Zou and Elledge 2003; Sun et 

al. 2020). Its activity is boosted by the heterotrimeric 9-1-1 complex (composed of RAD9, 

RAD1 and HUS1) (Parrilla-Castellar, Arlander, and Karnitz 2004). Upon DSB, instead, 

MRN recruits the ATM at the site of damage, where it undergoes auto-phosphorylation at 

serine 1981, causing its activation (J. H. Lee and Paull 2005; Shiloh 2006). DNA-PKcs is 
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recruited to the break site by the Ku70/80 heterodimer and undergoes an activating 

autophosphorylation on the S2056 and T2609 clusters (Blackford and Jackson 2017). 

One of the first targets of these three apical kinases is the histone variant H2AX, which is 

phosphorylated at serine 139 (γH2AX): this phosphorylation is a key step for DDR since it 

allows the recruitment of additional ATM proteins in a positive feedback loop that fuel the 

spreading of γH2AX along the chromatin up to 1Mb away from the DNA lesion site (Meador 

et al. 2008; Iacovoni et al. 2010). γH2AX acts as recognition mark for the DSB and promotes 

the retention of other DDR proteins at the site of damage (Collins et al. 2020). The result is 

the formation of cytologically-detectable nuclear foci that contain the DDR proteins 

recruited to the site of damage (Lukas, Lukas, and Bartek 2011). The mediator of DNA-

damage checkpoint 1 (MDC1) plays a crucial role in the establishment of this positive 

feedback loop (Lou et al. 2003; Stewart et al. 2003), by binding γH2AX through its C-

terminal domain and further promoting MRN and ATM accumulation at the DSB, leading 

to an increase in the concentration of several DDR proteins at the DSB site (Spycher et al. 

2008). MDC1 mediates also the recruitment of the E3 ubiquitin ligases RNF8 and RNF168 

that mediate ubiquitylation of H2AX that is crucial for recruitment of downstream proteins, 

such as BRCA1 and 53BP1 (Panier and Durocher 2009; Bekker-Jensen and Mailand 2010). 

In addition to phosphorylation and ubiquitylation events, other reversible post-translational 

modifications like sumoylation and metylation are essential for DDR activation (Jackson 

and Durocher 2013). ATM and ATR, once activated, phosphorylate also the downstream 

protein kinases CHK2 and CHK1, respectively (Bartek, Lukas, and Lukas 2004; Bekker-

Jensen and Mailand 2010). At this point, CHK1 and CHK2 diffuse in the nucleoplasm, where 

they can phosphorylate their substrates, and ultimately activating p53 and the CDC25 

phosphatases. The phosphorylation of the CDC25 phosphatases leads to inactivation of the 

CDK-Cyclin complexes that are responsible for the progression throughout the cell-cycle 

phases (Swastika Sur and Devendra K. Agrawal 2016), but also p53-mediated transcription 

of the CDK1 inhibitor p21 promotes cell-cycle arrest (Branzei and Foiani 2008). DNA 

damage-induced cell-cycle arrest is usually transient and cells restart proliferating normally 

once damage has been repaired. However, in case of persistent DDR activation, cells may 

undergo apoptosis or enter a prolonged arrest known as cellular senescence (d’Adda di 

Fagagna 2008). 

2.1.5 DNA damage checkpoints  

Transient cell cycle arrest is mediated by DNA damage checkpoints upon the generation of 

DNA lesions. The CHK2 and CHK1 kinases are activated by ATM and ATR, respectively, 

and in turn they target cyclin-dependent kinases (CDKs), responsible for cell cycle 
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progression (Matthews, Bertoli, and de Bruin 2021). There are three distinct checkpoints 

that have to be regulated: the G1/S checkpoint, between the G1 and S phases; the intra-S 

phase checkpoint, within S phase; the G2/M checkpoint; between G2 and M phases (Branzei 

and Foiani 2008). 

2.1.5.1 The G1/S checkpoint  

In the presence of DNA damage in G1, the G1/S checkpoint prevents the transition to S 

phase to avoid the propagation of genetic errors; for this reason the initiation of DNA 

replication is inhibited (Matthews, Bertoli, and de Bruin 2021). To delay the G1/S transition, 

the phosphatase CDC25A is phosphorylated by CHK1 and CHK2 and degraded, inhibiting 

the cyclinE(A)CDK2 complexes. The delay can last several hours; however, the arrest can 

be prolonged in a p53-dependent mechanism. Indeed, p53 can accumulate in the cells after 

phosphorylation by ATM/ATR and CHK1/CHK2; moreover, these kinases phosphorylate 

also the ubiquitin ligase MDM2, that normally interacts with p53 to promote its turnover 

(Kastan and Bartek 2004). In this way, p53 is not exported in the cytoplasm and degraded, 

but it accumulates in the nucleus where it activates its target genes, as the gene encoding 

p21, which specifically binds and inhibits the CDK2-CyclinE complex, maintaining the 

G1/S arrest (Sancar et al. 2004). p21 also binds the CDK4-cyclinD complex, thus preventing 

the phosphorylation of the retinoblastoma tumor suppressor protein (Rb), which is necessary 

for the activation of E2F, a transcription factor which promotes cell cycle progression 

(Narasimha et al. 2014) 

2.1.5.2 The intra-S checkpoint  

The intra-S checkpoint is activated by stalled replication forks during the S phase or by 

unrepaired damage that escaped the G1/S checkpoint and causes a reversible inhibition of 

the firing of those DNA replication origins that have not yet been initiated. It can be triggered 

either by the ATM/ATR-CHK2/CHK1- CDC25A-CDK2 pathway (very similar to the G1/S 

checkpoint), or by a second pathway that requires the phosphorylation of the cohesin protein 

SMC1 by ATM with the aid of BRCA1, FANCD2 and NBS1 (Yazdi et al. 2002; Iyer and 

Rhind 2017). The so-called 53BP1 “nuclear bodies” mark DNA fragile sites and DNA 

lesions that arise during DNA replication stress. 53BP1 nuclear bodies are inherited by the 

daughter cell, shielding these regions of unrepaired damage into nuclear compartments that 

might enable repair before the subsequent S phase (Lukas et al. 2011).  
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2.1.5.3 The G2/M checkpoint  
 
If DNA damage occurs during the G2 phase, or when cells progress into G2 with unrepaired 

lesions inflicted during the previous S or G1 phases, cells are prevented from entering into 

mitosis thanks to the G2/M checkpoint. The down-regulation of CDC25A and the up-

regulation of Wee1, mediated by ATM/ATR and CHK2/CHK1, inhibit the progression to 

mitosis by controlling the activity of Cdk1/Cyclin B1 (Mailand et al. 2002). If the damage 

cannot be repaired, persistent DDR activation may induce apoptosis or senescence (d’Adda 

di Fagagna 2008).  

  

2.1.6 Consequences of DNA damage 
 
Persistent DNA damage can lead to different cellular responses, such as cellular senescence, 

cell death and the promotion of inflammation. 

 

2.1.6.1 DNA damage and cellular senescence 
 
Cells in a senescence state have permanently lost their proliferative capacity, despite their 

viability and metabolic activity, a condition initially described by Hayflick (Hayflick and 

Moorhead 1961). Markers of cellular senescence, in addition to an arrest in cell growth, are 

morphological cell changes, appearance of senescence-associated heterochromatin foci 

(SAHFs), senescence-associated DNA damage foci (SDFs) and release of pro-inflammatory 

cytokines, referred to as the senescent-associated secretory phenotype (SASP) (Di Micco et 

al. 2021). Different types of stresses can lead to cellular senescence, such as dysfunctional 

telomeres, DNA damage, and oncogene activation (d’Adda di Fagagna et al. 2003; Herbig 

et al. 2004; Di Micco et al. 2006). Our group previously demonstrated that persistent DDR 

activation at telomeres triggers cellular senescence (Fumagalli et al. 2012). Oncogene-

induced senescence (OIS) is a mechanism where checkpoint-proficient cells undergoes 

senescence upon activation of an oncogene; it occurs in vivo and contributes to tumour 

suppression by preventing the expansion of oncogene-expressing cells (Evan and d’Adda di 

Fagagna 2009; Jackson and Bartek 2009). Altered DNA replication (Di Micco et al. 2006) 

and oxidative stress (Ogrunc and d'Adda di Fagagna, 2011) have been proposed to be the 

mechanisms responsible for the activation of DDR signaling following oncogene activation 

(Ogrunc and d’Adda di Fagagna 2011). Moreover, it has been shown that SASP can be a 

consequence of the activation of the cGAS-STING pathway because of detection of 

cytosolic DNA upon DNA damage (Dou et al. 2017; Glück et al. 2017). 
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2.1.6.2 DNA damage and cell death  
 
Several stimuli, like unrepaired DNA damage, can trigger different cell death pathways that 

act as tumor suppression mechanisms. P53, the so-called guardian of the genome, is one of 

the major players in preserving genome integrity and, given its role in regulating cell cycle 

arrest and death, it is often mutated in human cancers (Levine and Abrams 2008).   

Apoptosis is a programmed cell death mechanism where p53 mediates transcription 

activation and repression of several genes in response to different signals (Riley et al. 2008). 

p53 is involved in both cell intrinsic and extrinsic apoptotic pathways: in the first case, p53 

is activated upon cellular stresses and it regulates the expression of pro-apoptotic genes like 

the p53-upregulated modulator of apoptosis (PUMA) and the apoptosis regulator BAX; in 

the second case, p53 is activated upon the binding of specific ligands to the so-called death 

receptors, that transmit apoptotic signals to the cells. Both the pathways result in the 

activation of a family of cysteine proteases, termed caspases, that lead to cell death (Peter 

2011; Surova and Zhivotovsky 2013). 

It has been shown that p53 can elicit an apoptotic response also independently from its 

effects on transcription by translocating in the cytoplasm, where it interacts with the anti-

apoptotic proteins Bcl-XL and Bcl-2, with consequential release of the cytochrome C from 

mitochondria that induces caspases activation and cell death (Manfredi 2003). 

However, cells can adopt other mechanisms for cell death. For example, if checkpoints are 

compromised, irremediably damaged cells can enter mitosis prematurely, leading to mitotic 

catastrophe characterized by morphological alterations, such as micronuclei and 

multinucleation. These giant, polyploid cells can die by two independent mechanisms, either 

necrosis, when the integrity of nuclear and plasma membranes is lost, or apoptosis (Waldman 

et al. 1996; Vitale et al. 2011; Surova and Zhivotovsky 2013). 

Autophagy is generally a pro-survival mechanism where cellular components are digested 

in lysosomes, for example when nutrients availability is limited, to provide precursors for 

the maintenance of cells. However, high levels of damage or prolonged exposure to a certain 

stress can result in cell death (Surova and Zhivotovsky 2013). 

 
2.1.6.3 DNA damage generates micronuclei 
 

It has been shown that the DNA damage caused by several factors, such as chromosome 

mis-segregations (Santaguida and Amon 2015), RNase H2 knock-out (MacKenzie et al. 

2017) and irradiation (Harding et al. 2017) leads to the formation of micronuclei. 

Micronuclei are small structures, generally 1–5 μm in diameter (Guo et al. 2020), composed 

by chromatin fragments that are surrounded by a nuclear envelope and released in the 
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cytoplasm; their presence is considered a biomarker of genotoxic stress and genomic 

instability (Krupina, Goginashvili, and Cleveland 2021). Upon generation, micronuclei can 

be either degraded or reincorporated into the nucleus, otherwise they can persist in the 

cytoplasm, leading to the death of micronucleated cells (Hintzsche et al. 2017). Micronuclei 

generally exhibit defects in the envelope and a suboptimal number of nuclear pores that 

impair the replication, transcription and repair of the DNA that they contain (Krupina, 

Goginashvili, and Cleveland 2021). Indeed, reduced levels of BrdU incorporation have been 

observed in micronuclei, compared to the primary nuclei, suggesting aberrant DNA 

replication (Crasta et al. 2012). Transcription can be affected too; for example, it can depend 

on the presence or absence of nuclear pore complexes on the membrane of micronuclei that 

can impair the exchange of proteins between the micronucleus and the cytoplasm. Moreover, 

also the micronuclear content can affect transcription: it has been reported that it occurs only 

when entire chromosomes are entrapped in micronuclei, while micronuclei containing DNA 

fragments does not show transcription activity (Hintzsche et al. 2017). In addition, even the 

DNA damage response is compromised: micronuclei have been stained positive for DDR 

markers as gH2AX and pRPA (S33), while downstream markers like 53BP1 are not 

efficiently recruited, with consequences on the DNA repair. Indeed, upon DNA damage 

induction, gH2AX foci are rapidly resolved in primary nuclei, while they persist in 

micronuclei (Crasta et al. 2012). 

 

2.1.6.3.1 Micronuclei lead to inflammation through the cGAS-STING signaling axis 
 
Defects in the membrane integrity of micronuclei cause the activation of the cGAS-STING 

pathway because of the detection of the DNA backbone by cGAS (Glück et al. 2017). In 

addition to micronuclei, also chromatin bridges, the result of fused chromosomes that fail to 

segregate, have been proposed to activate cGAS upon mitotic errors (Flynn, Koch, and 

Mitchison 2021). The cyclic GMP-AMP synthase (cGAS), once activated, dimerizes and 

catalyses the production of the second messenger cyclic GMP-AMP (cGAMP), which in 

turn activates the stimulator of interferon genes (STING), a transmembrane protein dimer 

located at the endoplasmic reticulum. This promotes a conformational change of STING, 

favouring its oligomerization. Once activated, with the contribution of other proteins, 

STING promotes the phosphorylation, dimerization and translocation of the interferon 

regulatory factor 3 (IRF3) transcription factor and the nuclear factor κB (NF-κB) into the 

nucleus, that results in the induction of inflammatory cytokines (Glück et al. 2017; Hopfner 

and Hornung 2020), small cell-signaling proteins that are then secreted to modulate the 
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immune and inflammatory response, and chemokines, a type of cytokines that attract 

leukocytes (Rodier et al. 2009). 

 

2.2 DNA damage and transcription 

It has been shown that in the proximity of a DSB site transcription is inhibited by an ATM-

dependent mechanism to prevent collision or interference between the transcriptional and 

the repair machineries (Shanbhan et al. 2010; Pankotai et al. 2012; Marnef, Cohen, and 

Legube 2017). Our group has confirmed these observations by combining next generation 

sequencing with high-resolution mapping of DNA damage such as BLESS, BLISS and 

gH2AX ChIP-seq. However, we also found the presence of RNA pol II very close to the 

DNA lesions (Iannelli et al. 2017). Moreover, the chromatin state of the DNA 

surrounding the DSB is remodeled and decondensed, similarly to transcriptionally active 

loci (Ziv et al. 2006). Different evidences showed the role of RNA in the regulation of 

chromatin and transcription (Holoch and Moazed 2015), but we demonstrated the active role 

of RNA in preserving genome integrity (d’Adda di Fagagna 2014): RNA transcripts promote 

DDR signaling upon DNA damage generation to promote the efficient repair of the locus 

(Francia et al. 2012; Michelini et al. 2017). 

 

2.2.1 dilncRNA transcription at the site of DSBs 
 

When a DSB occurs, cells detect the damage and elicit a prompt response to promote its 

repair; this is known as the DNA-damage response. It was believed that the activation of this 

pathway requires the engagement of specialized DDR proteins only. However, our group 

has discovered that the induction of a DSB results in the assembly of what seems like a 

functional promoter at the site of damage: POL2A, the catalytic component of RNAPII, is 

recruited to DNA ends together with the preinitiation complex (PIC) and its associated 

components, MED1 and CDK9 (collectively named PMC). This recruitment spreads on the 

chromatin up to 2 kb from the broken DNA ends. In addition, POL2A and the PIC 

components colocalize with γH2AX, as proved by stochastical optical reconstruction 

microscopy (STORM) and by DNA-damage in situ ligation followed by proximity ligation 

assay (DI-PLA) (Pessina et al., 2019). RNAPII is responsible for the transcription of a novel 

class of RNA molecules named damage-induced long non-coding RNAs (dilncRNAs) from 

and toward the DNA ends of DSBs. These RNA can be detected by reverse transcription 

followed by quantitative PCR (RT- qPCR), and by single-molecule fluorescent in situ 

hybridization (smFISH) (Michelini et al. 2017). The MRN complex is responsible for the 
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recruitment of RNAPII at the site of damage. In addition, we also reported that, in an in vitro 

system, recombinant human MRN and purified native RNAPII are sufficient to reconstitute 

a minimal functional transcriptional apparatus at DSBs. This system also allowed us to 

demonstrate that RNAPII transcription of dilncRNAs is independent from MRN nuclease 

activity but, instead, dependent on its ability to melt DNA ends, as shown by a number of 

assays, including single-molecule FRET assays (Sharma et al. 2021). 

DilncRNAs can then be processed in a DROSHA- and DICER-dependent manner to 

generate DNA damage response RNAs (DDRNAs) (Francia et al. 2012; 2016). The pairing 

between the long (dincRNA) and the short (DDRNA) RNA species is essential to promote 

the localization of DDRNAs at the DSB and the formation of a DDR focus, by recruiting 

several DDR factors such as of 53BP1, that interacts with DDRNAs and dilncRNAs through 

its Tudor domain (Michelini et al. 2017). DROSHA and DICER are RNA endonucleases 

involved in the maturation of miRNA; however, they play a role also in DDR. Indeed, 

depletion of DROSHA and DICER impairs the recruitment of repair factors to the damage 

site and also the repair efficiency by HR and NHEJ (Francia et al. 2012; Wei et al. 2012; Lu 

et al. 2018). A recent article from our lab reported that DROSHA is recruited at the site of 

damage by the MRN complex and it accumulates via protein-protein interactions and not via 

direct binding with RNA; moreover, its recruitment is independent from both H2AX and the 

kinase activity of ATM and DNA-PK, suggesting that it is an early event during DDR 

activation (Cabrini et al. 2021). 

RNA species similar to the ones described by us were also reported in Neurospora crassa, 

Arabidopsis thaliana, Drosophila melanogaster and human cell lines (Wei et al. 2012; Yang 

and Qi 2015; Qi et al. 2016; Wang and Goldstein 2016). For instance, it has also shown that, 

in S. pombe, DNA damage induces de novo transcription and these newly synthesized RNA 

molecules anneal with their DNA templates resulting in transient DNA:RNA hybrids 

required for efficient DSB repair via HR (Ohle et al. 2016). 

Recently, also our group has proposed that dilncRNAs contribute to HR-mediated repair of 

DSBs. Indeed, we have observed that dilncRNAs species can hybridize with resected DNA 

ends to form DNA:RNA hybrids. Hybrids formation favors the recruitment of HR proteins 

like BRCA1, BRCA2, and RAD5; DSB-induced DNA:RNA hybrids are recognized by 

BRCA1 and their levels are modulated by BRCA2 through the direct interaction and 

recruitment of RNase H2 to DSBs (D’Alessandro et al. 2018).  
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2.2.2 Inhibition of DDR signaling and repair by antisense oligonucleotides (ASO) 
 
Experiments that prevent the transcription and the function of these ncRNAs showed their 

importance in DNA damage signaling and repair. For example, the inhibition of RNAPII by 

alpha-amanitin prevents global DDR activation and consequently DNA repair, without 

however affecting gH2AX foci accumulation and showing that the damage-induced 

transcription is one of the earliest events upon DSBs, occurring as fast as the phosphorylation 

of H2AX. 

Our group has previously used antisense oligonucleotides (ASOs) to investigate the effects 

of the inhibition of the pairing between DDRNAs and dilncRNAs (figure 2). ASOs are short, 

single-stranded, synthetic molecules that are used to inhibit the functions of target RNAs 

through Watson-Crick base pairing (Rinaldi and Wood 2018). They usually carry chemical 

modifications to be sufficiently stable and effective in vivo. One of the modifications that 

we used in our experiments is the replacement of an oxygen atom with a sulfur to generate 

a phosphorothioate backbone that increases nucleases resistance (Michelini et al. 2018). In 

addition, our ASOs are mixmers of DNA and LNA (locked nucleic acid, in which a link 

between the 2′ oxygen and 4′ carbon of ribose is present) bases that increase the binding 

affinity to the RNA target (Khvorova and Watts 2017). Excitingly, we have found that the 

use of ASOs against the pairing of dilncRNAs and DDRNAs inhibits DDR signalling in a 

sequence-specific manner, thus without impacting ongoing DDR activation in the form of 

visible foci at other damaged sites in the same cell, both in vitro and in vivo (Rossiello et al. 

2017; Michelini et al. 2017; Aguado et al. 2019). To prove the selectivity of ASOs 

treatments, we used a cell line in which DSBs were introduced in three Tet sequences arrays 

and in two Lac sequences arrays. We used γH2AX foci detected by immunofluorescence as 

an indication of the efficient generation of DSBs. We treated cells with ASOs against the 

RNAs transcribed at the DSBs induced in the Tet sequences. We observed that ASO 

impaired DDR activation, as monitored by 53BP1 focus formation, at Tet loci only, while 

leaving DDR activation at the Lac sites within the same cell unaffected.  

To characterize the impact of ASOs-mediated dilncRNAs inactivation on DSB repair, we 

have taken advantage of a traffic light reporter system (TLR), that allows the monitoring of 

both HR and NHEJ events (Certo et al. 2011). This system generates a readout of HR-

mediated gene targeting and NHEJ mediated gene disruption occurring at an individual DSB 

detectable by flow-cytometry. Indeed, depending on how a DSB is repaired, this system 

generates two different fluorescent proteins: either a functional green fluorescent protein 

(GFP), in the case of repair by HR, or a mCherry protein, in the case of repair NHEJ (Certo 

et al. 2011). Our data showed that ASOs against the dilncRNAs transcribed upon the 
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generation of DSBs inhibit their repair: we have detected a significant reduction of both the 

green and the red fluorescent signals by flow cytometry, indicating that ASOs can interfere 

both with HR and NHEJ (D’Alessandro et al. 2018). 

It has been reported that the activity of super-enhancers and DNA-binding transcription 

factors is dependent on liquid-liquid phase separation (LLPS) events (Boehning et al. 2018; 

Boijja et al. 2018; Cho et al. 2018; H. Lu et al. 2018; Sabari et al. 2018). LLPS is a process 

where selected molecules are separated and concentrated, favoring subcellular 

compartmentalization and organization of the molecular events occurring inside the cell 

(Pessina et al. 2021). We showed that DNA damage response foci are membraneless 

structures formed via LLPS and modulated by dilncRNAs (Pessina et al. 2019). It was 

already demonstrated that 53BP1 accumulates at DSBs and phase separates (Kilic et al. 

2019). What we discovered is that the phase separation of 53BP1 is mediated by the RNA 

transcribed at the site of the damage: RNA acts as a driving agent for protein condensation 

by promoting local concentration of RNA-interacting proteins which thus form liquid 

droplets through liquid-liquid de-mixing by phase separation. Both transcriptional inhibitors 

and ASOs against dilncRNAs and DDRNAs disrupt such liquid droplets of DDR factors. 

LLPS favors DNA-damage signaling and repair events by controlling the diffusion and 

concentration of DDR factors in proximity to DSBs (Pessina et al., 2019).   
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Adapted from Michelini et al. 2018 
 
 
Figure 2. Proposed model for dilncRNA and DDRNA generation and activity at DSBs. 
Upon generation of a DSB, the MRN complex senses the DNA damage and recruits RNAPII to the 
broken DNA ends, where it starts transcribing damage-induced long non coding RNAs (dilncRNA) 
from (blue) and towards (light blue) the break. These RNA molecules are then processed by 
DROSHA and DICER generating short DNA damage RNAs (DDRNAs). The pairing between 
nascent unprocessed single-stranded dilncRNA and DDRNAs allows the recruitment of DDR factors 
and the formation of a proper DDR focus. The treatment with antisense oligonucleotides (ASO) 
complementary to DDRNAs sequence, prevents the interaction between dilncRNAs and DDRNAs 
and inhibits DRR in a site- and sequence-specific manner.  
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2.3 The CRISPR/Cas9 technology 

CRISPR is a powerful tool used for different applications, such as genome editing, and it 

composed by Cas9, a protein that acts as a pair of molecular scissors, and a RNA guide that 

brings Cas9 at the desired DNA sequence. 

 
2.3.1 Genome editing before CRISPR discovery 
 

Technologies used to manipulate DNA started developing immediately after the discovery 

of DNA itself. It was clear to scientists the potential of making site-specific changes in the 

genome of cells and organisms. Genome editing is the process where a sequence is changed 

by adding, removing or replacing pieces of DNA. It is based on the introduction of a DSB 

that elicits a DNA damage response. The way in which the damage is repaired can lead to 

different outcomes: for example, if the DSB is repaired by NHEJ, small mutations are 

inserted, resulting in the disruption of the target gene. Gene correction, instead, is the 

consequence of a DSB repair by HR, thanks to the delivery of a donor template (Urnov et 

al. 2010). 

Different artificial nucleases have been developed to perform genome editing. The first 

endonucleases used to modify the genome in a sequence-specific manner were zinc finger 

proteins. A zinc finger is a small domain that can properly fold thanks to one or more zinc 

ions; the most common is characterized by a conserved region formed by 2 cysteines and 2 

histidines that interacts with one zinc ion and it was described for the first time in 1985 in 

the Xenopus transcription factor IIIA (J. Miller, McLachlan, and Klug 1985). The Cys2-

His2 zinc-finger domain is the most abundant DNA-binding region in the proteins of 

eukaryotes (zinc finger protein, ZFP) and recognize 3bp of DNA. ZFPs were then engineered 

with other ZFPs to bind longer DNA targets and they were fused together with the restriction 

enzyme FokI to create a DNA binding endonuclease able to cut in a sequence-specific 

manner (zinc finger nuclease, ZFN) (Kim, Cha, and Chandrasegaran 1996). Moreover, for 

an efficient cut, FokI has to dimerize and bind the DNA in the proper orientation and at the 

right distance to allow the formation of the dimer. The result of the cut is a 5’ overhang 

(Vanamee, Santagata, and Aggarwal 2001). In 2009, two groups have discovered a new class 

of proteins, the transcription activator-like effectors (TALEs), that the Xanthomonas bacteria 

use to attack their plant hosts in order to control and regulate plants gene expression (Boch 

et al. 2009; Moscou and Bogdanove 2009). This discovery allowed the creation of an 

alternative tool to bind and cut DNA in a sequence-specific manner. Indeed, TALEs contain 

several DNA-binding domains composed by around 34 aminoacids and each repeat 

recognizes a single bp on DNA. TALEs were modified by fusing them with the catalytic 
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domain of the FokI enzyme, like it was done some years before with the ZFPs (Christian et 

al. 2010). The final product was named transcription activator-like effectors nuclease 

(TALEN) and DSBs are generated in the spacer sequence between the two nucleases 

monomers that bind the DNA on the two opposite strands allowing the generation of the 

FokI dimer that can cleave the target (Miller et al. 2011). The production and the validation 

of TALENs is generally easier then ZFNs; however, both techniques are expensive, difficult 

to handle and time consuming, which prevented their spreading for a routine usage (Doudna 

and Charpentier 2014). 

 
2.3.2 The discovery of the CRISPR/Cas system 
 
The discovery of the CRISPR/Cas9 system changed everything. The CRISPR system is 

considered the adaptive immunity of bacteria to viruses and plasmids. It consists of a set of 

CRISPR associated genes (cas) and a series of repeated sequences (direct repeats) that 

alternate with non-repetitive sequences (spacers). Cas genes are transcribed and translated 

into proteins, while the CRISPR loci are transcribed in non-coding RNAs that are then 

processed in short CRISPR RNAs (crRNAs). These RNAs bind and direct the Cas proteins 

to the target nucleic acid (Ran, et al. 2013; Hsu, Lander, and Zhang 2014). More in details, 

the process in composed by the following steps: bacteria can incorporate fragments of DNA 

(spacers) from bacteriophages or plasmids into the CRISPR loci; once the bacteria are 

invaded by the same bacteriophage or plasmid, they start transcribing the CRISPR regions 

into RNA molecules that are processed to form crRNAs. CrRNAs interact with the different 

Cas proteins and the complex binds and cut the foreign target nuclei acid (Makarova et al. 

2011). 

This CRISPR system was identified for the first time in 1987 by a group of Japanese 

researchers that found short repeats interspaced with short sequences of the genome of 

Escherichia coli (Ishino et al. 1987). In the following years, CRISPR loci were then detected 

in different bacteria and archaea and two key discoveries helped in understanding better their 

features and function. The first study identified the CRISPR associated genes (cas), flanking 

the CRISPR loci and encoding nucleases and helicases (Jansen et al. 2002). The second 

relevant discovery was made in 2005 by three independent groups: they showed that the non-

repeating CRISPR spacers contains sequences that derive from the DNA of bacteriophages. 

The authors suggested that these integrated viral elements provide the immunity against 

infection (Mojica et al. 2005; Bolotin et al. 2005; Pourcel, Salvignol, and Vergnaud 2005). 

The evidence confirming the role of CRISPR in protecting bacteria from phage infection 

arrived in 2007 from a group working on the bacterial strain Streptococcus thermophilus 

(Barrangou et al. 2007). Additional studies identified three major classes of CRISPR systems 
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that use different mechanisms to recognize and cleave the invading nucleic acids: the type I 

locus is transcribed and processed in small CRISPR RNAs (crRNAs) that guide the Cas 

nuclease to the target DNA, while the type III locus, once transcribed and processed, can 

target both DNA and RNA (Makarova et al. 2011). The type II locus, instead, is 

characterized by the presence of a trans-activating crRNA (tracrRNA) that is transcribed 

upstream the CRISPR locus. Its presence is essential to mediate the maturation of the 

crRNAs by the host RNAse III (Deltcheva et al. 2011). In addition, this system requires, like 

the type I system, the presence of a small region near the target sequence of crRNAs on the 

foreign DNA, that is named protospacer adjacent motif (PAM) (Doudna and Charpentier 

2014). The type I and III systems require several Cas proteins to interact with the crRNAs 

and reach their target. On the contrary, the type II system needs only the Cas9 protein, 

encoded by the cas9 gene, to help in the maturation of crRNAs and to recognize and cut the 

DNA target, together with the tracrRNA:crRNA complex (Doudna and Charpentier 2014; 

Jinek et al. 2012). In the years following its discovery, scientists started using this system in 

vitro to target the eukaryotic genome (Cong et al. 2013; Jinek et al. 2013; Mali et al. 2013). 

Cas9 from the Streptococcus pyogenes bacterium (SpCas9) is the most commonly used and 

its PAM sequence is NGG; however, also Cas9 proteins from other bacteria and archea have 

been tested as an alternative: for example, Cas9 from Staphylococcus aureus (SaCas9), 

Cas12a from Acidaminococcus and Lachnospiraceae, the RNA-editing Cas13a from 

Leptotrichia shahii (Ventura and Dow 2018). Moreover, a single guide RNA (sgRNA) was 

optimized by combining a 20-nt long crRNA, containing the sequence complementary to the 

target DNA, and a tracrRNA that interacts with the Cas9 protein (Jinek et al. 2012).  

Cas9 is a large protein that contains two nuclease domains; one cleaves the DNA strand that 

is complementary to the 20 nucleotides crRNA and the other one cleaves the opposite DNA 

strand, generating a blunt DSB (Doudna and Charpentier 2014). The cut is possible because 

Cas9 is formed by two active sites that can cut DNA, one involving aspartic acid (D10) and 

the other one histidine (H840) (Jinek et al. 2014). The Cas9-sgRNA complex can bind the 

target DNA sequence after the recognition of a short nucleotide sequence, the PAM 

sequence; then it unwinds the dsDNA starting from the region proximal to PAM and it 

displaces the non-target DNA strand, allowing the formation of a RNA-DNA hybrid between 

the sgRNA and the template DNA. At this point Cas9 can cut both the template and the non-

template DNA strands (Shibata et al. 2017). Although the crRNA binds the DNA sequence 

that is complementary, some mismatches are tolerated (Haeussler 2020). It has been shown 

that some mutations in the target sequence allows the binding of the RNA guide, especially 

if in the PAM-distal region (Hsu et al. 2013). Anyway, these events are rare; indeed, the 97 

% of off-targets has less than five mismatches with the target DNA guide (Haeussler 2020). 
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To further limit the possibility of off-targets and optimize the use of the CRISPR/Cas9 

system in genome editing, Cas9 was inactivated in two ways to increase its specificity: single 

inactivation and double inactivation. In the first case, only one of the two active sites is able 

to cut the DNA because the other one is replaced with alanine (A), creating the Cas9 nickase 

variant (nCas9) (Jinek et al. 2014). In this way, two nCas9, associated with two different 

RNA guides, are used to introduce two cuts on the opposite strands, at 40-50 nt distance, 

producing two long overhangs (Ran et al. 2013; Gupta et al. 2019). In the case of double 

inactivation, both the active sites of Cas9 are mutated, producing a Cas9 that is no more able 

to cut the DNA; this version is called dead Cas9 (dCas9). The dead Cas9 was then fused 

with the FokI nuclease (fCas9); two fCas9 proteins are necessary to efficiently bind and 

cleave the target DNA and a spacer sequence between the nucleases is required; in this way 

it is possible to further reduce the risk of off-targets (Tsai et al. 2014; Guilinger, Thompson, 

and Liu 2014). In addition, dCas9 is used also for other applications: for example, to evaluate 

the function of a gene in a transient way without inducing any DSB, Cas9 can be fused with 

the transcriptional repressor KRAB (Kruppel-associated box domain) to turn off 

transcription by blocking RNA polymerase activity (CRISPR interference; CRISPRi) 

(Gilbert et al. 2013; L. S. Qi et al. 2013; Gilbert et al. 2014); otherwise it can also be fused 

with synthetic transcription activators used to control expression of genes involved, for 

example, in tissue regeneration, genetic defects, tumor suppression, stem cell differentiation, 

long non coding RNA production (CRISPR activation, CRISPRa) (Konermann et al. 2015; 

Pickar-Oliver and Gersbach 2019). To target and control epigenetic markers in order to study 

gene regulation, dCas9 is fused with catalytic domains of enzymes that acetylate or 

demethylate histones (Pickar-Oliver and Gersbach 2019). 

Another possible application of dCas9 is the labeling of DNA as an alternative to 

fluorescence in situ hybridization (FISH) (Jao, Wente, and Chen 2013). The endonuclease 

is fluorescently tagged and it is a powerful tool for live-cell imaging (Hsu, Lander, and 

Zhang 2014). 

 

The advantage of the CRISPR/Cas9 tool, compared to ZFNs and TALENs, is that this system 

requires only the change of the guide RNA to be used in a different context; this is the reason 

why this technology rapidly spread in several laboratories for different applications and in 

different experimental systems (Doudna and Charpentier 2014; Hsu, Lander, and Zhang 

2014). 
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2.3.3 Repair of Cas9-induced DNA damage  
 

The use of the CRISPR/Cas9 system has opened some question about how fast the DSB 

generated by the endonuclease is repaired and by which pathway. Indeed, Cas9 can be 

repaired either by HR or NHEJ, with different levels of fidelity and different outcomes. If 

the DSB is repaired by NHEJ, it could lead to small deletions, frame shifts, or modified 

binding sites, which make it suitable for gene knockout mutations; while the repair by HR 

allows DNA knock-in or gene replacement in the presence of a donor template (Kim and 

Kim 2014). Roidos and colleagues, in 2020, have taken advantage of the ‘Color Assay 

Tracing-Repair” (CAT-R) system to understand which pathway is more prone to repair a 

DSB generated by Cas9 (Roidos et al. 2020). The CAT-R is a fluorescent reporter system 

formed by a sequence encoding the mCherry protein and a sequence encoding for the GFP 

protein. It was inserted in a single locus in two cell lines, HEK-293 and RPE-1, that were 

also engineered to express Cas9 in a doxycycline inducible manner. The sgRNA of Cas9 

was designed to target the GFP sequence and it has to be transfected to perform the 

experiment. Once Cas9 is expressed and the sgRNA is transfected, there are three possible 

outcomes after the repair of the DSB: loss of the GFP signal because of a frameshift due to 

small indels but expression of mCherry; loss of both the GFP and mCherry signal after large 

rearrangements; intact GFP and mCherry expression either if the DSB is repaired in an error-

free manner or the cells are not properly transfected with the sgRNA. The authors observed 

that, after 72 hours, 49-50% of cells were positive for mCherry and negative for GFP 

expression, 43-44% of cells were negative for both mCherry and GFP expression, and only 

the 6-8% of cells were positive for both the signal. This result was confirmed also 5 and 7 

days upon sgRNA transfection, meaning that a DSB induced by Cas9 is mainly repaired by 

pathways that lead to either small indels or large deletions. The combination of next-

generation sequencing and Oxford Nanopore Technology have determined that indels of 1 

bp were the most frequent in terms of small rearrangements; while, the majority of the large 

deletion events consisted in deletions bigger than 3kb and up to 8kb. Most of these big 

rearrangements were detected upstream the DSB, suggesting the binding of Cas9 to the DNA 

ends, causing an asymmetric processing of the extremities (Roidos et al. 2020).  

Indeed, Richardson and colleagues already showed, in 2016, that Cas9 needs around 6 hours 

to fully dissociate from the DNA substrate and it first releases the 3’ end of cleaved strand 

that is not complementary to the RNA guide (Richardson et al. 2016). 

To address the same point, another group showed that Cas9 can stay associated with DNA 

upon cutting in vitro (Brinkman et al. 2018). The authors have incubated DNA fragments 

with the Cas9 carrying the sgRNA able to cut within those fragments and generate two 
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smaller DNA pieces. They have then run the products of the reaction by agarose gel and they 

have observed the two products of the reaction, but the smaller band was really faint; 

moreover, also a smear was present, indicating that the DNA did not run properly. Upon 

denaturation of Cas9 and DNA, the smear disappeared and the two bands were clearly 

visible, suggesting that the Cas9 digested correctly the target DNA but, in absence of the 

denaturation step, it stays bound to one of the DNA ends (Brinkman et al. 2018). 

In addition, they characterized the kinetics and the repair fidelity of a DSB induced by Cas9, 

since little was known. They used the K562 cell line engineered in order to express an 

inducible Cas9; to switch off the activity of Cas9, the nuclease was bound to a destabilizing 

domain. They transfected cells with a plasmid expressing the sgRNA against the LBR gene, 

their target DNA sequence. 24 hours after transfection, they stabilized Cas9, collected cells 

at various time points after Cas9 induction, amplified the region around the cut by PCR and 

sequenced the products to determine the fraction of indels (Brinkman et al. 2018). They 

found that indels accumulated over time, showing that DSB induced by Cas9 are repaired in 

an error-prone manner. By transfecting again these cells with the same sgRNA, they did not 

observed an additional increase of indels, suggesting that the sgRNA was no more able to 

cut the target sequence once indels are acquired. Not only, they also observed, by using a 

mathematical model on their experimental results, that Cas9 activates really slowly, because 

the cutting half-life of Cas9 (the time that is required, in the absence of repair, to cut the 50% 

of the target sequences) is around 6 hours, very different from the kinetics of DSBs after IR, 

that generally takes 1 hour.  

Playing with some inhibitors of the DNA damage response, like DNA-PK, they were able 

to determine the two main pathways involved in the repair of DSB in their system: NHEJ, 

responsible for 1bp insertion, and microhomology-mediated end joining (MMEJ), 

responsible for 7bp deletions. MMHJ is a mutagenic pathway that join together two DNA 

ends by using short homology sequences near to the ends (Mcvey et al. 2017; Brinkman et 

al. 2018). 

Also Bothmer and colleagues, in 2017, characterized the different repair pathways involved 

upon DSB induced by Cas9. They studied the effects of three Cas9 variants targeting the 

HBB locus; they confirmed that the WT Cas9 induces DSBs that are generally repaired by 

NHEJ (Bothmer et al. 2017). Then, they used the paired nickase approach: two Cas9 proteins 

induce a nick in the DNA that, if it is not repaired before S phase, can be transformed into 

DSBs. If the nicks are made by the D10A Cas9 variant, the result is a 5’ overhang with the 

predominant engagement of a-NHEJ pathway; if the nicks are generated by the N863A Cas9 

variant, the final result is a 3’ overhang that stimulates the HR pathway (Bothmer et al. 

2017). 
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In addition to the Cas9 variant used to induce the DSB, also the chromatin context plays a 

role in the repair pathway choice (Schep et al. 2021). The study of scars left by the different 

DSB repair pathways in more than 1000 genomic loci  revealed that DSBs in the euchromatic 

regions are mainly repaired by NHEJ while, in the heterochromatic contexts, the contribution 

of MMEJ is higher. Single-stranded template repair (SSTR) (Richardson et al. 2016) requires 

a single-stranded oligodeoxynucleotide (ssODN) donor sequence to mediate the repair and, 

in the case of Cas9-induced DSB, it competes with MMEJ for the repair of DSBs in the 

lamina-associated domains or in the regions with the histone modification H3K9me2 (Schep 

et al. 2021). The repair pathway choice can depend also on the cellular state: differentiated, 

quiescent, or actively cycling. For example, a DSB in a quiescent cell cannot be repair by 

HR but it will be repaired by NHEJ (Ferreira da Silva, Meyenberg, and Loizou 2021).   

There are also evidences that show how the persistent binding of Cas9 to DNA ends can 

block the access to repair enzymes. Clarke and colleagues have discovered the RNA 

polymerase II can remove Cas9 from DNA but only if RNA pol II collides with Cas9 in the 

template orientation (RNA pol II is transcribing the DNA strand that is complementary with 

the sgRNA), facilitating the repair of the DNA damage. The removal of Cas9 from the DNA 

makes the protein a “multi-turnover” nuclease that can cut again the target DNA. If RNA 

pol II is in the non-template orientation, the collision with Cas9 will not remove the nuclease 

from the DNA (Clarke et al. 2018). 

 
2.3.4 Different forms of Cas9 can be delivered in target cells 

 
The CRISPR/Cas9 system can be expressed in target cells in at lest three different ways: by 

delivering a DNA plasmid expressing both the Cas9 protein and the sgRNA, a mRNA that 

encodes the Cas9 protein and a separate sgRNA, a ribonucleoprotein complex (RNP) that 

carries both the Cas9 and the sgRNA. The DNA plasmid requires both transcription and 

translation before Cas9 can start working. It has been shown that the Cas9 protein becomes 

detectable 5 hours after transfection with peaks at 24/48 hours. Its expression can last weeks 

and it is perfect for long-term experiments. However, the long half-life of Cas9 can generate 

off-target effects. The mRNA version of Cas9 can be directly translated in the cytoplasm of 

the target cells and the protein is already detectable after 1 hour; this approach is 

recommended for short experiments and to limit off-target effects. Finally, the 

ribonucleoprotein system is a complex composed by the Cas9 protein and the sgRNA; 

transcription and translation are not required. This is the most efficient system because it 

starts working as soon as it is delivered into the cell; moreover, due to its transient 

expression, the possibility of off-targets is reduced (Fajrial et al. 2020). 
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2.3.5 Different methods to deliver Cas9 in the target cells 
 

The delivery of the CRISPR/Cas9 components can be relatively easy in the cellular models, 

while, in vivo, it is important to protect them by degradation. There are at least three ways 

to deliver CRISPR/Cas9: physical, viral and non-viral. The physical delivery needs external 

sources to transiently disrupt the cellular membrane and deliver Cas9 into the cells. Some 

examples are microinjection, electroporation and nucleoporation (a type of electroporation 

used to deliver material directly into the nucleus). These approaches are generally used for 

in vitro and ex vivo studies (Yan et al. 2021). The viral and non-viral approaches are instead 

suitable also for Cas9 delivery in vivo. The viral approach is the most used to deliver 

CRISPR/Cas9. Indeed, they can efficiently infect different type of cells, both dividing and 

non-dividing. There are three common viral vectors: adeno-associated viruses (AAVs), 

adenoviruses (AVs) and lentiviruses (LVs). The adeno-associated viruses (AAVs) are 

commonly found in humans and they have already been approved for some clinical trials 

because of their non-pathogenic features. After delivery, the DNA of the virus generally 

does not integrate in the host genome. Anyway, it can happen that the cargo of AAVs 

integrates into the AASV1 locus (adeno-associated virus integration site 1), without causing 

side effects. A limitation of AAV vectors is that they have a small size and they can only 

carry a small genetic cargo. Ways to overcome the problem can be either the use of the 

smaller Cas9 protein from the S. aureus instead of the most common one from S. pyrogenes 

or separation of the Cas9 gene and the sgRNA in two individual vectors (C. L. Xu et al. 

2019). Adenovirus vectors can be used to deliver bigger genomic material than the AAVs 

and also their genome does not integrate in the host cell, reducing the risk of off-target 

effects. Different generations of AV vectors have been optimized but unfortunately these 

engineered viral vectors can still cause an activation of the host immune response. In 

addition, people already infected by AVs during their lives have generated antibodies against 

the most common types of AVs used for therapy (Xu et al. 2019). The third class of viral 

vectors are lentiviruses. These are the viral vectors that can carry the largest cargo and have 

been engineered to split in three plasmids the essential genes of the virus, to reduce as much 

as possible the probability to produce viable viral particles in the host cells and to activate 

the host immune system. However, the lentiviral vector integrates into the host genome. It 

can be an advantage if the purpose of the study is the creation of a cell line stably expressing 

Cas9 but, in vivo, the integration of the vector in random regions of the host genome can 

cause mutagenesis and tumorigenesis (Cheng, Zhang, and Ding 2021). For this reason, LVs 

vectors that do not integrate in the genome of the host cells have been created (Yáñez-Muñoz 

et al. 2006). Although the CRISPR/Cas9 system can be efficiently delivered by the viral 
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vectors, the use of viruses can induce a host immune response, off-target risks due to a long-

term expression of Cas9 and, in the case of lentiviruses, mutagenesis caused by the random 

insertion of the cargo. For these reasons, more and more forms of non-viral vectors are now 

emerging (Luther et al. 2018). These vectors can offer advantages like low immunogenicity, 

flexibility in cargo size and delivery of all the CRISPR components with one vector, low 

costs, large scale production. Some of the methods are: lipid and lipid-derived nanoparticles, 

polymer-based nanoparticles, cell-penetrating peptides, nucleic acids nanoparticles and 

inorganic nanoparticles. Lipid and lipid-derived nanoparticles (LNPs) are composed by 

hydrophobic and hydrophilic portions; they are frequently used because of their efficiency 

(Yan et al. 2021). Polymer-based nanoparticles can form complexes with nucleic acids or 

proteins. They are efficient, safe and they are used to control the drug release (Behr et al. 

2021). Cell-penetrating peptides can be used not only to create the backbone of the 

nanoparticle, but also to modify the surface of the vector in order to improve its capability 

to target and enter in the host cell. Anyway, their use can induce an immune response due to 

the possible toxicity of a foreign peptide in the host cell (Behr et al. 2021). The inorganic 

nanoparticles include several metallic and nonmetallic components. Gold and silica 

nanoparticles are examples of vectors used to deliver Cas9 into the cells; they easily 

conjugate with other components that are useful for the delivery of the cargo in the target 

organ or cell type. They are easy to produce, stable and generally not toxic, even if it depends 

on the properties of the nanoparticles like size, shape, charge and modifications of the surface 

(Lino et al. 2018; Behr et al. 2021). 

 
2.3.6 Applications of the CRISPR/Cas9 system  

 
The CRISPR/Cas9 system is used to investigate and treat genetic diseases, infectious 

diseases, cancers and immunological diseases. The translational potential of CRISPR in 

treating diseases is the possibility that a single treatment is enough to provide a long-term 

therapy (Wu et al. 2020). CRISPR can be used to generate disease models to understand the 

mechanisms that can cause diseases and to find new pharmacological approaches: for 

example, it was used for the creation of cellular and mouse models to study Alzheimer’s 

disease (Paquet et al. 2016), atherosclerosis (Jarrett et al. 2018), obesity, diabetes (Roh et al. 

2018) and cancer (Maddalo et al. 2014).  More complex disease models were also generated 

in sheeps, rabbits, pigs and monkeys, showing the potential of the CRISPR/Cas9 tool to 

quickly generate animals with one or several modified genes (Wu et al. 2020). CRISPR/Cas9 

is also used to perform genome-wide functional screenings; lentiviral delivery of several 

RNA guides in Cas9 expressing cells can be used to study alterations in thousands of genes 

in parallel. In this way, it is possible to study the phenotype caused by the complete loss of 
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function of specific genes (Wang et al. 2014) but also which genes, in cancer cells, can confer 

resistance to drug treatments, allowing the discovery of new targets and the development of 

new therapies  (Shalem et al. 2014). Another application of Cas9 in cancer therapy is its use 

to disrupt genes essential for the proliferation and survival of cancer cells, in order to 

promote apoptosis and reduce tumor growth. This approach can be useful also to combat 

viral infections; indeed, Cas9 can target and insert mutations in genes essential for viral 

replication, suppressing the propagation of the virus (Chen et al. 2019). 

The Cas9 system can also be used to correct point mutations that are the cause of genetic 

human diseases. For example, it can be co-delivered with a homologous donor template 

containing the right DNA sequence that can replace the mutated region in the genome after 

DSB induction by Cas9 and repair by HR (Pickar-Oliver and Gersbach 2019).  

Alternatives that do not need the generation of DSBs have been developed to convert single 

nucleotides: base editors are a class of genome editing agents where a dCas9 has been fused  

with a deaminase enzyme (Anzalone, Koblan, and Liu 2020). Two examples are cytosine 

deaminases of the APOBEC family that convert C à T (or G à A) and adenine base editors 

(ABE) that convert A à T (H. Zhang et al. 2021).  ABE has been used to correct a mutation 

in the nuclear lamin A gene (LMNA), responsible for the Hutchinson-Gilford progeria 

syndrome (HGPS), in patient-derived fibroblasts and in a mouse model of the disease 

(Koblan et al. 2021). 

Also agriculture can benefit of the CRISPR/Cas9 technology. Indeed, the Cas9 system can 

be used to manipulate the genome of plants to increase their yield and quality, their resistance 

to diseases and herbicides (H. Zhu, Li, and Gao 2020), underlying the immense potential of 

this technology. 
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Adapted from Hsu et al. 2014 
 

 
Figure 3. Applications of the CRISPR/Cas9 technology. 
The CRISPR/Cas9 system can be used in different fields, such as biology, biotechnology and 
medicine. Clockwise from top: Cas9 can be used to create model organisms to study gene function 
or human diseases; to develop new drugs and generate synthetic materials; in agriculture to improve 
crops yield, quality and resistance to pathogens; to create biofuels; to cure genetic diseases directly 
in vivo; to create bacterial factories for the production of high amounts of drug precursors. 

 
 
2.3.7 Cas9 delivery and applications in vivo 

 
As already mentioned, there are viral and non-viral methods to vehicle Cas9 in cells, but the 

efficacy and safety are still under investigation. Nevertheless, progresses have been made to 

deliver Cas9 in vivo. The already assembled RNP complex formed by the Cas9 protein and 

the RNA guide has been identified as the best candidate to express the endonuclease in the 

target cells thanks to its rapid mechanism of action in different cell types, its fast degradation 

and reduced off-target effects (Kim et al. 2014; Hendel et al. 2015; Schumann et al. 2015; 

Liang et al. 2015). 

Several model organisms have been successfully edited with Cas9. For example, germ line 

genome editing was efficiently achieved by injecting the mix of Cas9 and RNA guide in 
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one-cell-stage embryo to knock out different genes in zebrafish (Jao, Wente, and Chen 

2013), mice (Hui Yang et al. 2013), frogs (Xiaogang Guo et al. 2014), monkeys (Niu et al. 

2014); but also to insert a sequence of interest in the genome by HR upon delivery of a DNA 

donor template (Yang et al. 2013; Ventura and Dow 2017).  

Cas9 was used by Chen and colleagues to target fusion genes in mouse xenografts. RNA 

guides were designed against the two genes involved in the genomic rearrangement and, 

combined with a Cas9 nickase, generated two nicks that allow the insertion of a suicide gene. 

In particular, they introduced the gene encoding a thymidine kinase, an enzyme that converts 

the prodrug ganciclovir in the mature form able to block DNA synthesis and induce 

apoptosis in the target cells; this construct remains episomal in the healthy cells because of 

the lack of induction of two proximal nicks. Cas9 was efficiently delivered by using a 

defective adenovirus, unable to replicate and self-propagate. that However, DNA damage 

can be generated in the genes involved in the rearrangement also in the healthy tissues; 

moreover, the authors agreed that non-viral approaches to vehicle Cas9 would be 

recommended (Chen et al. 2017).  

For example, the RNP complex was efficiently delivered in different areas of adult mouse 

brains by directly injecting it in the region of interest to edit the genome of post-mitotic 

neurons (Staahl et al. 2017).  

Lipid nanoparticles constitute a promising alternative to deliver Cas9 in different organs, 

such as muscles, liver and lung. Different chemistries of lipid nanoparticle have been 

proposed, with good results in terms of Cas9 delivery in the target cells and safety. For 

example, Wei and colleagues optimized a protocol for the systemically deliver of the RNP 

complex by using a specific lipid nanoparticles formulation that preserves the integrity of 

the endonuclease, while circulating in the bloodstream, allowing correct genome editing in 

lungs and liver upon intravenous injection (Wei et al. 2020). 

Rosenblum and colleagues combined two treatments to deliver Cas9 in mice models affected 

by glioblastoma. Lipid nanoparticles (LNPs) were intracerebral injected to deliver Cas9 

mRNA and the guide RNA to knock out a gene essential for cancer proliferation, leading to 

reduced tumor growth and increased mice survival. To target metastases, LNPs were coated 

with antibodies able to bind receptors expressed on the surface of target tumor cells, 

improving mice viability (Rosenblum et al. 2020). 

LNPs were used also to treat Duchenne muscular dystrophy by transiently delivering the 

Cas9 mRNA and the guide RNA into skeletal muscles of a mouse model by repeated 

intramuscular injections to promote exon skipping and restoration of the correct reading 

frame of the dystrophin protein (Kenjo et al. 2021). 
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Excitingly, Cas9-based strategies are now also in clinical trials to treat the two genetic blood 

diseases sickle cell disease and b-thalassemia. Sickle cell disease is characterized by a 

mutation in the b-globin gene; the most common is a Glu > Val mutation that results in an 

aberrant sickle hemoglobin (HbS). b-thalassemia is the consequence of mutations in the b-

globin gene, such as small insertions, deletions or single point mutations, that cause reduced 

or absent synthesis of the b-globin chain of hemoglobin. Vertex and CRISPR Therapeutics 

companies have developed the CTX001 strategy; 45 patients for both the diseases have been 

recruited to be transfused with Cas9-edited CD34+ human hematopoietic stem cells that re-

express the fetal hemoglobin, thanks to a mutation in the BCL11A gene that eliminates its 

repression, to compensate the absence of a functional adult hemoglobin version (Wu et al. 

2020). Available data reported that the treated patients experienced an improvement of the 

major symptoms (Urnov 2021). 

Laber congenital amaurosis (LCA) is a rare genetic disease, caused by mutations in the 

CEP290 gene, that leads to vision loss in children. Allergan and Editas companies developed 

the EDIT-101 strategy to correct a point mutation in the CEP290 gene by a single subretinal 

injection; they have recruited 18 patients and started a clinical trial named BRILLIANCE 

(Wu et al. 2020). This represents the first time that Cas9 is delivered directly in patients, an 

important and promising step towards new treatments in vivo. 

 
2.3.8 CRISPR-associated concerns 
 
Although the simplicity of the CRISPR/Cas9 system allows its use in several applications, 

some problems emerged for its use in the clinics.  

The major concern is based on the evidence that the Cas9 endonuclease can generates off-

targets because some mismatches between the RNA guide and the target DNA in the PAM-

distal region can be tolerated (Kuscu et al. 2014). However, several strategies have been 

proposed to overcome this limitation. A possibility could be to shorten the length of the RNA 

guide to decrease the interface between DNA and RNA. Even if counterintuitive, different 

groups have shown the efficacy of this strategy in reducing off-target effects, without 

sacrificing the on-target activity of Cas9 (Fu et al. 2014). Cas9 variants constitute another 

alternative; for example, Cas9 nickases introduce nicks, normally repaired with high fidelity, 

but can generate DSBs when working in pairs, almost abrogating off-targets (Ran, Hsu, Lin, 

et al. 2013). The dCas9, instead, can be fused with the FokI nuclease domain to cut the DNA 

target more specifically because it has to dimerize (Guilinger, Thompson, and Liu 2014; Tsai 

et al. 2014). Another way is the use of the Cas9 protein already assembled with the RNA 
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guide to form a RNP complex that start cutting the DNA immediately after delivery and its 

rapid degradation reduces the chances of generating off-target effects (Kim et al. 2014). 

However, there are studies reporting genome sequencing data showing that the off-targets 

events mediated by Cas9 are not frequent (Smith et al. 2014; Veres et al. 2014; Sternberg 

and Doudna 2015; Gekara 2017; Long et al. 2016). 

Another concern related to the therapeutic use of Cas9 is the preexisting adaptive immune 

response that has been found in the human population against the endonuclease; indeed, 

Charlesworth and colleagues found antibodies and T cells against SaCas9 and SpCas9, the 

most commonly used variants of Cas9, in the serum of donors; indeed, these two species of 

bacteria frequently infect the human population. However, a possible solution could be the 

use of Cas9 orthologs from other bacterial species that do not infect humans  (Charlesworth 

et al. 2019). 

It has been shown that upon DSB generation by Cas9 in RPE1 cells and in human pluripotent 

stem cells, edited cells with a functional p53 protein were counter selected (Haapaniemi et 

al. 2018; Ihry et al. 2018). Stable inactivation of p53 restored cell proliferation and efficient 

gene editing in the presence of a DNA donor template. However, permanent loss of p53 

could lead to chromosomal rearrangements and oncogenic events (Conti and Di Micco 

2018). For this reason, a transient p53 inhibition was proposed as an alternative: Schiroli and 

colleagues confirmed p53 activation upon DSB generation by Cas9 in hematopoietic stem 

cells (HSCs), that resulted in cell cycle arrest. Transient p53 inactivation did not impact on 

genome stability but increases HSC proliferation and precise genome editing efficiency 

(Schiroli et al. 2019). 

In addition, it has been reported that if Cas9 is cutting in an amplified gene, cells can undergo 

apoptosis. This concern emerged because of false positive results were generated in loss-of-

function screenings when DSBs were induced by Cas9 in amplified regions of the genome. 

A possible explanation of the Cas9 anti-proliferative effect could be the consequences of 

many on-target DNA breaks (Aguirre et al. 2017; de Weck et al. 2018; Doench 2018).  

A link between Cas9 and genome instability was identified also by Leibowitz et al, which 

observed that Cas9-induced DNA damage generated micronuclei and chromosome bridges 

in their experimental system, leading to chromothripsis, a rearrangement involving one or 

few chromosomes (Leibowitz et al. 2021). 

However, the toxicity induced by the generation of sequence-specific DSBs with Cas9 could 

be an important aspect to be investigated more deeply. Indeed, the CRISPR/Cas9 system 

could be used to generate DSBs either in cancer cells, by targeting chromosomal 

rearrangements, or in cells infected with multiple copies of an integrated proviral genome, 

such as HIV.  
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It would be interesting to understand if sequence-specific DSBs induction is sufficient to 

impair proliferation and induce cell death selectively in cells carrying genomic aberrations, 

independently from its expression and function, while sparing normal cells that lack the 

DNA target sequence. Afterwards, it would be worth exploring if the combination of Cas9-

induced DNA damage with molecules that inhibit DSB repair could boost the effects of the 

endonuclease on cell survival and death, opening the possibility to develop a potential 

therapeutic strategy. 

This was the aim of my PhD work.  
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3 Material and methods 
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3.1 Cell line generation  

HeLa and RKO GFP stable cell lines were generated by infecting HeLa and RKO WT cells 

(provided by the IFOM cell culture) with a lentivirus carrying the pLenti-CMV-MCS-GFP-

SV-puro plasmid from AddGene (Witwicka et al. 2015) previously depleted of the promoter 

and enhancer region. 

Lentiviruses are a subclass of retroviruses with the ability to integrate into the genome of 

non-dividing as well as dividing cells. Lentiviruses were produced by transfecting HEK 

293T by calcium phosphate method with the vector expressing the gene of interest (10 μg of 

the pLenti-CMV-MCS-GFP-SV-puro plasmid for each plate of HEK 293T cells) together 

with the third-generation packaging vectors expressing the gag, pol, rev and env genes. The 

day after the transfection the growth medium was replaced with 5 ml of fresh medium to 

concentrate viral particles in the supernatants. 48 hours post-transfection, viral supernatants 

were collected, filtered with 0.45 μm filter, to remove cells that were dead or detached from 

the plate, and supplemented with 8 μg/ml polybrene. Target cells were incubated with the 

supernatant for 16 hours. After the infection with the highest viral titer, cells were grown 

under puromycin selection (1 µg/ml) to create the HeLa and RKO GFP stable cell lines. 

Cells was tested for the number of GFP construct integrations comparing it to the Actin gene, 

that is assumed to be present in two copies in the cell. The number of construct’s copies was 

calculated according to this formula:  

N° of integrations = 2(Ct actin – Ct GFP) 

HeLa WT and GFP cells were grown under standard tissue culture conditions (37 °C, 5% 

CO2) in DMEM, supplemented with 10% FBS, 2mM L-Glutamine and 1% 

Penicillin/Streptomycin. RKO WT and RKO GFP cells were grown under standard tissue 

culture conditions (37 °C, 5% CO2) in MEM, supplemented with 10% FBS, 2mM L-

Glutamine, 0.1 mM NEAA, 1 mM NaPyr and 1% Penicillin/Streptomycin. 

 

3.2 Ionizing radiation (IR)  

Ionizing radiation (IR) is a radiation able to ionize the target. The Gray (Gy) is the 

International System of Units of absorbed radiation dose, where 1 Gy is the absorption of 1 

joule of radiation energy by 1 kilogram of matter. When DNA is targeted by IR DSBs and 

several other types of DNA damage are generated. Here, DSBs were generated by using X- 

rays, an electromagnetic type of IR, generated by a high-voltage X-rays generator tube 

(Faxitron X-Ray Corporation).  
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3.3 FISH for the GFP sequence 

The integration sites of the pLenti-CMV-MCS-GFP-SV-puro plasmid were assessed by 

FISH analysis. The plasmid was labeled with Spectrum Green Nick Translation Kit (Vysis, 

Abbott Molecular) according to the manufacturer’s instructions. 

Hela, MCF10A, MBA MD 361 e BT474 cells were prepared using a standard cytogenetic 

methodology (Gasparini et al. 2010). Slides were pretreated with 2XSSC/0.5% NP40 at 

37°C for 30 minutes and codenaturation occurred at 70°C for 2 minutes and 37°C overnight 

using Hybrite (Vysis). The FISH hybridization signals were analyzed in an Olympus BX51 

microscope coupled to a charge-coupled device camera COHU 4912 (Olympus). The images 

were captured with a 100X (oil immersion) objective and were analyzed using the Mac Probe 

software (PowerGene Olympus).  

 

3.4 CRISPR/Cas9 infection  

All the cell lines were infected with the CRISPR/Cas9 lentiviral vector (lentiCRISPRv2 

#98290, AddGene) (Stringer et al. 2019). Before infection different sgRNAs were cloned in 

the Cas9 lentiviral plasmid. The GFP sgRNAs were designed to target and cut the GFP 

sequence; the sgRNA was designed by using different CRISPR design tools ato compare the 

scores of efficiency and off-targets. The sequence for the scramble sgRNA used as a negative 

control was taken from Liao et al. (Liao et al. 2015). 

 

3.4.1 sgRNAs cloning protocol  
 
The lentiCRISPRv2 plasmid is one vector system containing two expression cassettes, both 

the hSpCas9 and the chimeric guide RNA. To insert the sgRNA of interest in the 

lentiCRISPRv2 vector, the plasmid is digested using BsmBI, and a pair of annealed oligos 

can be cloned into the scaffold of the single guide RNA scaffold (the sequences of the 

different sgRNAs are listed in the table 1). The oligos are designed based on the target site 

sequence (20bp) and flanked at their 3' ends by a 3bp NGG PAM sequence. 1 μg of the 

plasmid was first digested with 1μl of BsmBI enzyme (NEB #R0739) in 3.1 NEB Buffer 

(1X) adding water up to 30 μl final volume. After a 1-hour incubation at 55°C, the plasmid 

was dephosphorylated adding 1 μl of Alkaline Phosphatase, Calf Intestinal (CIP #M0290) 

and kept 30 minutes at 37oC, in order to prevent the ligation of the empty vector. The 

digestion was then loaded on 1% agarose gel and the larger band was purified using the 

Wizard® SV Gel and PCR Clean-Up System (Promega #A9281) according to 

manufacturer’s instructions. In parallel, 1 μl of the forward and reverse oligonucleotides 
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from both the 100 μM stocks were annealed and phosphorylated adding 0.5 μl of T4 

Polynucleotide Ligase (NEB #M0201S) and 1 μl of T4 DNA Ligase Reaction Buffer 10X 

(NEB #B0202S), already containing 1 mM ATP, to 10 μl of final volume reaction. The mix 

was incubated 30 minutes at 37°C, followed by 5 minutes at 95°C, and then left cooling 

inside the block at room temperature on the bench down to 25°C. The annealed and 

phosphorylated oligos were then diluted 1:200 in nuclease-free water and 1μl was used to 

set up the ligation reaction with 50 ng of the digested and purified plasmid and 1 μl of the 

Quick Ligase (M2200S) in its 2X Ligase Buffer for a total volume of 11 μl and kept for 10 

minutes at room temperature. The ligation was then transformed into Stbl3 recombination-

deficient bacteria (Invitrogen C7373-03), to avoid recombination due to the Long-Terminal 

Repeats (LTRs) contained in the lentiviral transfer plasmids. In detail, 5 μl of the ligation 

reaction was added to 50 μl of bacteria, thawed on ice without pipetting. After 30 minutes 

on ice, the cells were heat-shocked for 45 seconds at 42°C without shaking and then placed 

again on ice for 2 minutes before adding 250 μl of pre-warmed S.O.C. Medium to each 

bacteria vial. The vials were shacked for 1 hour at 37°C and then spread on a pre- warmed 

selective plate for overnight incubation at 37°C. The day after, some colonies were picked 

up, put in 5 ml of LB medium supplemented with ampicillin and placed in a horizontally 

shaking incubator at 37°C for the mini-inoculum. The mini-inoculum was used to generate 

a glycerol stock, and for bacterial DNA extraction (Wizard® Plus SV Minipreps Purification 

systems, Promega #A1460) to check by sequencing the presence of the insert inside the 

plasmid. Only the insert-positive clones were incubated overnight in 250 ml of LB selective 

medium at 37°C for a maxi inoculum of bacteria, from which DNA was extracted by using 

the NucleoBond Xtra Maxi kit for transfection-grade plasmid DNA by following the 

manufacturer’s instructions. 

 
ID SEQUENCE 

SGRNA SCRAMBLE FW CACCGGCGCGAAGCTTAGGGATAAC 

SGRNA SCRAMBLE RV AAACGTTATCCCTAAGCTTCGCGCC 

SGRNA GFP 45 FW CACCGCGTCGCCGTCCAGCTCGACC 

SGRNA GFP 45 RV AAACGGTCGAGCTGGACGGCGACGC 

SGRNA GFP 72 FW CACCGGAGCTGGACGGCGACGTAAA 

SGRNA GFP 72 RV AAACTTTACGTCGCCGTCCAGCTCC 

SGRNA GFP 131 FW CACCGGGTGGTGCAGATGAACTTCA 

SGRNA GFP 131 RV AAACTGAAGTTCATCTGCACCACCC 

SGRNA GFP 132 FW CACCGCGGTGGTGCAGATGAACTTC 

SGRNA GFP 132 RV AAACGAAGTTCATCTGCACCACCGC 
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SGRNA GFP 133 FW CACCGCTGAAGTTCATCTGCACCAC 

SGRNA GFP 133 RV AAACGTGGTGCAGATGAACTTCAGC 

SGRNA GFP 149 FW CACCGGGGCACGGGCAGCTTGCCGG 

SGRNA GFP 149 RV AAACCCGGCAAGCTGCCCGTGCCCC 

SGRNA GFP 192 FW CACCGAGCACTGCACGCCGTAGGTC 

SGRNA GFP 192 RV AAACGACCTACGGCGTGCAGTGCTC 

SGRNA GFP 273 FW CACCGTTCAAGTCCGCCATGCCCGA 

SGRNA GFP 273 RV AAACTCGGGCATGGCGGACTTGAAC 

SGRNA GFP 335 FW CACCGCAACTACAAGACCCGCGCCG 

SGRNA GFP 335 RV AAACCGGCGCGGGTCTTGTAGTTGC 

SGRNA GFP 444 FW CACCGCGGCCATGATATAGACGTTG 

SGRNA GFP 444 RV AAACCAACGTCTATATCATGGCCGC 

SGRNA GFP 507 FW CACCGCGCTGCCGTCCTCGATGTTG 

SGRNA GFP 507 RV AAACCAACATCGAGGACGGCAGCGC 

SGRNA GFP 573 FW CACCGCAGAACACCCCCATCGGCGA 

SGRNA GFP 573 RV AAACTCGCCGATGGGGGTGTTCTGC 

SGRNA GFP 635 FW CACCGCATGTGATCGCGCTTCTCGT 

SGRNA GFP 635 RV AAACACGAGAAGCGCGATCACATGC 

SGRNA GFP 685 FW CACCGTGGAGTTCGTGACCGCCGCC 

SGRNA GFP 685 RV AAACGGCGGCGGTCACGAACTCCAC 

 

Table 1. Single guides RNAs list. 

  

 

3.4.2 CRISPR/Cas9 lentiviral infection protocol  
 
HEK293T cells were used as host cells for the production of lentiviral particles to transduce 

the GFP or CRISPR/Cas9 constructs in HeLa and RKO cells. HEK293T cells were 

transfected with both the plasmid of interest (either pLenti-CMV-MCS-GFP-SV-puro or 

Lenti CRISPR v2) and the plasmids coding the lentiviral packaging proteins to start the 

production of lentiviral particles. The transfection method was based on calcium phosphate, 

where calcium phosphate-DNA precipitates bind the cell surface and enter the cell by 

endocytosis. Precipitates are obtained by slowly mixing a solution containing calcium 

chloride and DNA with a HEPES-buffered saline solution containing sodium phosphate. In 

details, for a 10 cm dish, 10 μg of CRISPR/Cas9 plasmid and 3rd generation packaging 

plasmids (2,5 μg of pRSV-Rev, containing Rev; 2,8 μg packaging plasmid pMDLg/pRRE 

containing Gag and Pol; 5 μg envelope expressing plasmid pMD2.G) were resuspended in 

sterile H2O with 62,4 μl of CaCl2 (2M). Subsequently, 500 μl of this solution was added to 
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500 μl of 2xHBS, constantly mixing. After 5 minutes incubation at room temperature, 1 ml 

of the mixture was then added to the cells and left overnight at 37°C. The day after, the 

medium containing the viral particles was replaced with 5,5 ml of fresh medium. After 

another day in the incubator, the 5,5 ml of viral medium were collected from each 293T dish 

and used to infect one dish of the target cells. Before each infection, the viral titer was 

calculated using the Lenti-X GoStix Plus (Takara, Cat#631281), a method that allows a 

rapid, simple, and effective quantification of the lentivirus production in the cell 

supernatants. To perform the test, 20 μl of supernatant are applied on a GoStix cassette and, 

10 minutes after, test and control bands appears, indicating the presence of the lentiviral 

capsid protein p24. The results on the cassette can then be analyzed using a free smartphone 

app, which quantifies lentivirus titer by comparing the intensities of the test and the control 

bands. The target cells were collected at different time points after infection for the analyses 

described in this thesis.  

 

In the experiments where HeLa cells were treated with the pool of GFP RNA guides, 1 μg 

of each Cas9 plasmid was mixed to the other to obtain the final concentration of 10 μg. 

 

3.5 BLESS (direct in situ breaks labelling, enrichment on streptavidin 

and next-generation sequencing)  

BLESS (direct in situ breaks labeling, enrichment on streptavidin and next-generation 

sequencing) is a technique to detect and map DSBs at genome-wide level in a population of 

cells (Crosetto et al. 2013). In the experiments described in this thesis, a modified version of 

the protocol published by Crosetto and colleagues in 2013, optimized in our laboratory, was 

used. For a typical BLESS experiment 5-10 million cells, for each condition, were 

crosslinked with 2% formaldehyde for 30 minutes at RT. The crosslinking reaction was then 

quenched with the addition of 125mM Glycine. MCF10A GFP cells were fixed 24 hours 

after infection with the lentivirus carrying either the Cas9 protein and the GFP guide or the 

Cas9 protein and the scramble guide, then rinsed twice in 1X cold PBS, collected by scraping 

and centrifuged at 2000 rpm for 5 min at 4°C. Cells were washed twice in cold PBS and the 

pellet was flash-freezed at -80°C and stored until use. Pellets were resuspended in 1mL of 

Lysis buffer (Tris HCl pH 8 10mM, NaCl 10mM, EDTA 1mM, EGTA 1mM, NP- 40 0.2%, 

DTT 1mM, Proteases inhibitors (Roche)), and incubated for 90 minutes on a rotating wheel 

at 4°C. Cells were then collected by centrifugation (2000rpm for 5 minutes at 4°C) and 

resuspended in 1mL nucleus break buffer (Tris HCl pH 8 10mM, NaCl 150mM, EDTA 



 52 

1mM, EGTA 1mM, SDS 0.3%, DTT 1mM) and incubated in a thermomixer at 37°C shaking 

at 800 rpm for 45 minutes. Cells were then collected by centrifugation (2000rpm for 5 

minutes at RT) and resuspended in 500μL NEB Buffer 2 (Tris HCl pH 8 10mM, NaCl 

50mM, MgCl2 10mM, DTT 1mM, 0.1% Triton) + 10μg/mL Proteinase K (Roche) and 

incubated in a thermomixer at 37°C shaking at 800 rpm for 45 minutes. Samples were 

quickly transferred to ice and 500uL NEB Buffer 2 + Protease Inhibitor was added to each 

sample. Isolated nuclei were centrifuged (3000rpm for 10 minutes at 4°C) and washed twice 

in NEB buffer 2 and once in Blunting buffer (Tris HCl pH 7.5 100mM, NaCl 50mM, MgCl2 

10mM, DTT 5mM, 0.025% Triton X-100). The pellet of isolated nuclei was then subjected 

to a blunting reaction (42μL Blunting buffer 1X, 5μL dNTP 1mM, 2μL Blunting enzyme 

mix (Quick blunting kit, NEB) for 45 minutes at RT. After blunting, nuclei were resuspended 

in 1mL NEB Buffer 2, centrifuged (3000rpm for 10 minutes at 4°C) and washed twice. Then 

the pellet was washed twice in T4 Ligase buffer and finally the nuclei were subjected to the 

Ligation step with the biotinylated proximal linker (Linker P1B, see table 2) which would 

tag each exposed DSB in the nuclei (18.5μL T4 Ligase buffer 1x, 5μL of 10μM Linker P1B 

in T4 Ligase buffer 1x, 1.5 Ligase 400.000 U/μL (NEB)). In situ ligation was performed 

overnight as described in the published BLESS protocol, followed by DNA de-crosslinking 

and extraction. After ligation, the pellets were washed twice in 1mL Wash&Bind buffer 

(W&B, 5mM Tris HCl pH 7.5, 1mM EDTA, 1M NaCl, 0.1% Triton X-100); after each wash, 

the samples were centrifuged 10 minutes at 3000rpm, at RT). Then, the pellets were 

resuspended in 500uL of NEB Buffer 2 + 200μg/mL Proteinase K and incubated for 45 

minutes in a thermomixer set at 55°C, shaking 800rpm. Afterwards the incubation was 

continued for 45 minutes at 65°C. The samples were spinned down for 1 minute and 

transferred in ice. Potassium Acetate (0.3 M), Glycogen and 0.7 volumes of ice-cold 

Isopropanol. After mixing the solution, samples were incubated for 1 hour at -20°C and later 

centrifuged 13000rpm for 20 minutes at 4°C. Pellets were washed twice with 70% ethanol 

and finally resuspended in 130 μL of pure water. Purified genomic DNA was fragmented 

with Covaris S220 (10% duty factor, 175W peak incident power, 200 Cycles/burst, 150s) to 

obtain a pool of 250 bp fragments. Covaris machines utilize the Adaptive Focused 

AcousticsTM (AFA) process to shear DNA, exploiting bursts of ultrasonic acoustic energy 

at very high frequency that lead to a strictly regulated fragment size distribution. Next, the 

sheared DNA fragments were diluted with 180 μL of pure water: 10μL of this solution was 

stored and used as Input for further analyses. The remaining sheared DNA fragments were 

captured on streptavidin beads (Dynabeads MyOne Strepdavidin C1, ThermoFisher 

Scientific): the samples were incubated for 30minutes with 10μL of beads on a rotating 

wheel at 4°C in W&B buffer. Magnetic beads were then washed twice in W&B buffer and 
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resuspended in 37.5μL pure water. The sheared fragments underwent a blunting reaction (5 

μL Blunting buffer, 5 μL dNTP 1mM, 2 μL Quick blunting enzyme mix, 0.5 BSA 20mg/mL) 

for 45 minutes at RT, shaking at 1200rpm for 15 seconds every 15 minutes. Afterwards, the 

sheared DNA fragments were washed twice in W&B buffer and resuspended in 33 μL pure 

water. Next, they were ligated to the distal linker (Linker D3, see table 2): they were 

incubated overnight in 5μL Ligase buffer 10X, 10μL Linker D3 100mM, 2 μL T4 Ligase 

(400.000 U/μL, NEB), in a thermomixer set at 16°C, shaking for 45 seconds at 1200rpm 

every 45 minutes. The ligation product was washed twice in W&B buffer and resuspended 

in 21 μL pure water. BLESS linkers have a hairpin-like structure: the stem is composed of a 

barcode sequence, the I-SceI target site then there is the loop containing the biotinylated 

nucleotide. Digestion of the ligation product with I-SceI allowed linearization of the linkers, 

thus recovery of the fragments from the magnetic beads, followed library preparation. The 

digestion was performed by adding 2.5 μL Cut Smart Buffer 10x, 0.5 μL BSA 20mg/mL, 1 

μL I-SceI (NEB): the samples were incubated at 37°C for 4 hours. In parallel, input samples 

were also digested with I-SceI using the same reaction mix. Finally, the supernatants were 

recovered and subjected to PCR amplification. Each sample was split into 5 PCR reactions: 

5 μL I- SceI digested DNA, 1 μL PCR primer 1 (PCRP1, see table 3), 1 μL PCR primer 2 

(PCRD3, see table 3), 1 μL dNTP 1mM, 5 μL 10x Q5 buffer, 0.5 μL Q5 polymerase (NEB). 

Each reaction was subjected to 18 cycles of PCR reaction. PCR products were recovered and 

the ones coming from the same sample were pooled together. Finally, both input samples 

and PCR products were purified with Wizard SV gel and PCR clean-up system (Promega) 

and resuspended in 35 μL pure water. The purified samples were analyzed with BLESS-

quantitative PCR (BLESS-qPCR).  

 

3.5.1 BLESS qPCR  
 
To quantify the enrichment of DNA sequences at specific genomic regions, captured by 

BLESS, in the lab we optimized an approach based on ChIP-qPCR analyses. 

The qPCR primers were typically designed in the 300bp surroundings of the site of interested 

(table 3). qPCR with the selected primers was performed on the final BLESS product and on 

the genomic Input, that corresponds to 1:30 of the material recovered after sonication. The 

enrichment was expressed as % of input:  

% of input =  !"
#$
× 100 

LB = 2-Ct Library, corresponding to the BLESS product obtained after the PCR step  

IN = 2-Ct Input  
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In this way, the DNA enrichment for each sample is normalized on the amount of starting 

material. Note that this calculation does not take into account the input dilution and the PCR 

cycles used to amplify the material in the final step of BLESS protocol. However, since the 

same input dilution and number of PCR cycle were used, different BLESS experiments are 

comparable.  

 

3.5.2 BLESS linkers and qPCR primers 
 
 

ID        SEQUENCE 

LINKER P1B TACTACCTCGAGAGTTACGCTAGGGATAACAGGGTAATATAGTT

T[BtndT]TTTCTATATTACCCTGTTATCCCTAGCGTAACTCTCGAGG

TAGTA 

LINKER D3 CGTCGTCTCGAGAGTTACGCTAGGGATAACAGGGTAATATAGTT

TTTTTCTATATTACCCTGTTATCCCTAGCGTAACTCTCGAGACGA

CG  

 
Table 2. BLESS linkers list. 

 
 

ID SEQUENCE 

PCRP1 CCCTAGCGTAACTCTCGAGGTAGTA 

PCRD3 CTAGCGTAACTCTCGAGACGACG 

GFP CUT RIGHT FW TCGTGACCACCCTGACCTA 

GFP CUT RIGHT RV AAGTCGTGCTGCTTCATGTG 

GFP CUT LEFT FW CGACTCTAGAATGGTGAGCAAG 

GFP CUT LEFT RV GTTTACGTCGCCGTCCAG 

 
Table 3. BLESS qPCR primers list. 

 

3.6 Incucyte experiments 
 

For the assays carried out in incucyte to characterize viability and cell death of HeLa and 

RKO cells after different treatments, I plated 150 000 cells per well in a 6 multiwell plates. 

24 hours after, I treated cells to generate DNA damage (either 1Gy irradiation or Cas9 

infection); one day upon DSB generation I plated cells into 96 multiwell plates and I 
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monitored cell proliferation with the help of Incucyte, a real-time quantitative live-cell 

imaging and analysis platform that enables visualization and quantification of cells 

behaviour over time. I also added 400x cytotox green dye (Sartorius, #4633) to count dead 

cells; this reagent makes real time measurements of mortality based on cell membrane 

integrity; indeed, when a cell is dead and the membrane integrity is lost, the dye enters the 

cell and fluorescently labels the nucleus. I have monitored cells behaviors either in Incucyte 

S3 or in Incucyte SX5 for a number of days that depends on the experiment and I precisely 

counted the number of alive and dead cells by using the cell-by-cell analysis software of 

Incucyte, that allows the cell count based on size, morphology and fluorescence of the cells. 

 

3.7 Immunofluorescence  

Immunofluorescence (IF) is a technique here applied to study protein sub-cellular 

localization at single-cell level. This technique allows the visualization by fluorescent 

microscopy of target proteins that are recognized by antibodies. Cells were grown on 

coverslips, washed twice for 5 minutes with PBS and fixed with 4% paraformaldehyde 

(PFA) for 10 minutes at RT. To allow accessibility of the target epitopes to the antibodies, 

cells were permeabilized with 0.2% Triton X-100 for 10 minutes at RT. Cells were incubated 

for 1 hour in blocking solution (PBG, 0.5% BSA, 0.2% cold water fish gelatin, Sigma) and 

then incubated with primary antibodies (see the dedicated section) diluted in PBG for 1 hour 

at RT, in a dark humidified chamber. Cells were washed twice for 5 minutes with PBG and 

incubated with fluorophore-conjugated secondary antibodies diluted 1:500 in PBG for 45 

minutes at RT in a dark humidified chamber. The incubation with secondary antibodies was 

followed by 5 minutes incubation with 4'-6-Diamidino-2-phenylindole (DAPI, 1μg/ml, 

Sigma-Aldrich, excitation wavelength 358nm, emission wavelength 461nm). DAPI binds 

preferentially to AT clusters of DNA minor groove and it was used to visualize nuclei. Cells 

were briefly washed with PBS and water. Finally, coverslips were mounted with mowiol 

mounting medium (Calbiochem), which is a polyvinyl alcohol solution containing an "anti-

fade" agent, capable of reducing photobleaching of the fluorophores conjugated to the 

secondary antibodies. Coverslips were air dried before microscope analyses.  

 

3.7.1 Imaging  
 
For all the experiments, immunofluorescence images were acquired using either the wide-

field Olympus Upright Olympus AX70 or the wide-field Olympus Upright BX51 and the 

MetaMorph software (Soft Imaging System GmbH). Comparative immunofluorescence 
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analyses were performed in parallel with identical acquisition parameters using ImageJ 

software; five random fields of cells were taken for each condition at each timepoint, with 

the same exposition and same magnification (60x objective, 1x optical zoom). The 

quantification was performed using the ImageJ software, adjusting the brightness and 

contrast signal using the same parameters for all the images, which are set considering the 

signal of the control conditions as a reference. I have propagated the same brightness and 

contrast to all the images and I have analyzed the results. For DDR foci, the intensity of foci 

per nucleus was measured using CellProfiler software (Carpenter et al., genome biology, 

2006). Briefly, images were first masked over DAPI-staining to select for nuclei and discard 

unspecific cytoplasmic signal. Next, foci were identified with the “enhance speckles” 

module and background signal filtered out using the manual thresholding strategy. The 

intensity of nuclear DDR foci was then calculated by multiplying the number of nuclear foci 

by their average intensity in each nucleus.  

 

3.7.2 Antibodies  
 
Anti-γH2AX (mouse monoclonal, Millipore 05-636, 1:1000); anti-53BP1 (goat polyclonal, 

Bethyl A303-906A, 1:1000); anti-CRISPR/Cas9 (mouse monoclonal, clone 7A9-3A3, 

Sigma-Aldirch ab191468, 1:1000); anti-cGAS (rabbit monoclonal, clone D1D3G, Cell 

Signaling 15102, 1:200) were used as primary antibodies. As secondary antibodies for 

immunofluorescence I used the donkey anti-mouse Alexa 488 IgG (Life Technologies, 

1:500, excitation wavelength 495 nm, emission wavelength 519 nm); donkey anti-rabbit Cy3 

IgG (Jackson Immuno Research, 1:500, excitation wavelength 550 nm, emission wavelength 

570 nm), donkey anti-goat Alexa 647 IgG (Life Technologies, 1:500, excitation wavelength 

650 nm, emission wavelength 665 nm).  

 

3.8 RNA extraction and standard RT–qPCR  

Total RNA was isolated from cells using the Maxwell® RSC simplyRNA Tissue Kit 

(Promega), according to the manufacturer’s instructions. Samples were treated with DNase 

I (Qiagen) to remove any potential residual genomic DNA contamination. 1000 ng of total 

RNA was reverse-transcribed using the SuperScript VILO Reverse Transcriptase 

(Invitrogen) with random primers. Roche SYBR Green-based RT–qPCR experiments were 

performed on either Roche LightCycler 480 or Roche LightCycler 96. For each RT– qPCR 

reaction, 10 ng of cDNA was used (primer sequences are listed in table 4).  
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3.8.1 qPCR  
 
A SYBR-green based system was used to perform qPCR. SYBR-Green is a fluorescent dye 

that binds the double-stranded DNA species produced during the PCR reaction, generating 

a fluorescent signal that is detected in real-time by the real-time qPCR machine. 

The low fluorescence detected during the initial PCR cycles defines the baseline 

fluorescence, above which a fixed fluorescence threshold is set. The cycle number at which 

the fluorescence is higher than the fixed threshold is the threshold cycle (Ct).  

Usually, 10 ng of cDNA was used for RT-qPCR. The relative change in the level of the 

target molecule was calculated using the comparative CT method (i.e. 2ΔΔCt method) (Livak 

and Schmittgen 2001). This method is based on the calculation of ΔCt between the target 

gene and reference (housekeeping) in the sample analysed (ΔCtsample) and the control sample 

(ΔCtcontrol). 2ΔΔCt (with ΔΔCt = ΔCtsample-ΔCtcontrol) is the value indicating the level of 

expression of the target gene. SYBR-Green based RT-qPCR experiments were performed 

on either Roche LightCycler 480 or Roche LightCycler 96 machine using Roche SYBR and 

the following program:  

1. Denaturation: 95°C 15 min, 1 cycle 

2. Denaturation/Annealing/Extension: 95°C 15 sec > 60°C 20 sec > 72°C 30 sec, 50 cycles 

3. Melting curve: 40°C > 90°C > 40°C, 1 cycle  

 

 
Table 4. RT-qPCR primers list. 

 

 

ID SEQUENCE 

HUMAN GFP FW GAAGCGCGATCACATGGT 

HUMAN GFP RV CCATGCCGAGAGTGATCC 

HUMAN ACTIN FW TGTGGGGTCCTGTGGTGT 

HUMAN ACTIN RV GAAGGGGACAGGCAGTGAG 

HUMAN IL-6 FW CCACTCACCTCTTCAGAACG 

HUMAN IL-6 RV CATCTTTGGAAGGTTCAGGTTG 

HUMAN IL-8 FW TTGGCAGCCTTCCTGATTTC 

HUMAN IL-8 RV TCTTTAGCACTCCTTGGCAAAAC 

HUMAN CXCL10 FW GCATCAGCATTAGTAATCAACCTG 

HUMAN CXCL10 RV TGGCCTTCGATTCTGGATTC 

HUMAN TNF FW ACCTCTCTCTAATCAGCCCTC 

HUMAN TNF RV CTACAGGCTTGTCACTCGG 



 58 

3.9 RNA-seq 

Total RNA was isolated from cells using the Maxwell® RSC simplyRNA Tissue Kit 

(Promega), according to the manufacturer’s instructions. Samples were treated with DNase 

I (Qiagen) to remove any potential residual genomic DNA contamination. The integrity of 

the RNA material was checked by using the bioanalyzer instrument; then, the library was 

prepared with the Illumina stranded mRNA prep Ligation kit for polyA transcripts and the 

RNA from HeLa GFP cells treated with either the scramble Cas9 or the GFP Cas9 was 

sequenced. The analyses were carried out by aligning reads on the human genome, looking 

at the differentially expressed genes between uncut and cut conditions, correcting the results 

for the batch effect and consulting different gene sets.  

 

3.10 FACS analysis 

For cell cycle analysis, at least 106 infected cells and supernatant were harvested and 

centrifuged at 1500 rpm for 10 minutes. Pellets were washed once in PBS 1X and cells were 

then fixed in 75% ethanol for 1 hour in ice. After washing with PBS 1X, cells were stained 

with Propidium Iodide (PI) (Sigma-Aldrich, 50 µg ml−1) in PBS 1X supplemented with 

RNase A (Sigma-Aldrich, 250 µg ml−1). Samples were acquired with Attune NxT, using a 

561 nm laser and 695/40 filter for PI. The analysis was done using the FloJo software. 

 

3.11 Colony formation assay 

For the colony formation assay, I plated HeLa GFP cells in a 6 multiwell plate and the day 

after I infected them with a freshly prepared lentivirus expressing the Cas9 carrying either 

the scramble guide or the guide against the GFP sequence. Seven days after infection, I have 

counted the uncut condition and I have plated 400 cells, while for the cut condition I have 

plated the same volume of medium where cells were resuspended, in order to amplify the 

differences between treatments. I have left the plate in the incubator for one week, I have 

then fixed colonies with ethanol and I have stained them with crystal violet.  

 

3.12 ASO transfection 

Cells were transfected with antisense oligonucleotides accordingly to the following protocol. 

One day before transfection 150 000 cells per condition were plate in growth medium 

without antibiotics. The day of the transfection I have diluted and mixed GFP ASO (table 5) 
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in order to obtain the final concentration of 10 nM into 250 μl of serum-free medium 

(referred to 2 ml final medium) and I have gently mixed. I have boiled the ASO mix for 5 

minutes at 95°C, then I have chilled it on ice for 5 minutes. I have diluted 4 μl of 

Lipofectamine® RNAiMAX transfection reagent (Life Technologies 13778075) into 250 μl 

of serum-free medium (Opti-MEM® I Reduced Serum Medium, GlutaMAX™ Supplement, 

Life Technologies 51985-026). I have combined the diluted LNA with the diluted 

RNAiMAX, I have mixed gently and I have incubated the mix for 20 minutes at room 

temperature. Just before the transfection, I have changed the medium to the cells with 1500 

μl of medium without antibiotics per each well. I have added 500 μl of the complex LNA-

RNAiMAX to each well. Finally, I have incubated cells at 37°C in a CO2 incubator and I 

have not changed medium for at least 24 hours. 

I have used Locked Nucleic Acid (LNA), nucleic acids analogues in which a bridge between 

the 2' oxygen and 4' carbon “locks” the ribose in an ideal conformation for Watson-Crick 

binding. This makes LNA highly thermally stable and increases their binding affinity for a 

complementary sequence. For this reason, LNAs are used as antisense oligonucleotides 

(ASO) that bind the target nucleic acids and inhibit their further processing and/or function.  

 
ID SEQUENCE 

A1 TCGGGGTAGCGGCTGAAGCA 

A2 CGCCGTAGGTCAGGGTGGTC 

A3 GCCAGGGCACGGGCAGCTTG 

A4 CCGGTGGTGCAGATGAACTT 

A5 TCAGCTTGCCGTAGGTATTA 

B1 GGATCCACCGGTCGCCAC 

B2 AGCAAGGGCGAGGAGCTGTT 

B3 ACCGGGGTGGTGCCCA 

B4 GAGCTGGACGGCGACGTAAA 

B5 TTCAGCGTGTCCGGCTAGGG 

CTRL ASO CCCTAACCCTAACCCTAACCC 

 
Table 5. ASO list. 

 

3.13 Resazurin assay 

ASO toxicity was assessed using the In vitro toxicology assay kit, resazurin based (Sigma-

Aldrich) in a 1:10 concentration. 
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Metabolically active cells reduce resazurin (7-hydroxy-3H-phenoxazin-3-one-10-oxide, 

Sigma-Aldrich) into resorufin (7-Hydroxy-3H-phenoxazin-3-one), which absorbs at 570 nm. 

Cells were with resazurin for 1 hour in a 96-well cell culture plate, then absorbance was 

measured in a Perkin Elmer EnVisionÔ 2104 Microplate Reader at 570nm. Absorbance of 

media alone was subtracted from cell values to obtain a final value for each condition. 

 

3.14 RNP delivery 

To perform the experiment based on the RNP approach, I have tested two different ways to 

deliver the RNP complex: transfection and electroporation. 
 

3.14.1 RNP transfection 
 
I have used an Invitrogen TrueGuide Synthetic gRNAs against the GFP sequence ready-to-

use, where the crRNA and tracrRNA were already combined together, and the TrueCut Cas9 

Protein v2 (Invitrogen, A36499). RNP and sgRNA were delivered into the cells by using the 

recommended reagent lipofectamine CRISPRMAX Cas9 Transfection Reagent 

(CMAX00008). The sgRNA is a 20 nt long sequence that bind and cut the same region of 

the GFP gene that is recognized by the Cas9 of the lentiviral approach. The PAM sequence 

is TGG. I have plated 150 000 cells per condition in 6 multiwell plates and, as soon as they 

have attached to the plate, I prepared the reagents for Cas9 transfection. In the first tube I 

have combined 125 μl of serum-free medium with 6250 ng of RNP, 1200 ng of sgRNA and 

12.5 μl of Lipofectamine Cas9 Plus reagent for each condition. In the second tube I have 

mixed 125 μl of serum-free medium and 7.5 μl of Lipofectamine CRISPRMAX reagent for 

each condition. I have waited 2 minutes at room temperature and then I have mixed the two 

tubes. The mixture was incubated for 20 minutes at room temperature and the final 250 μl 

of reagents were provided to the cells.  

 

3.14.2 RNP electroporation 
 

HeLa cells were electroporated using SE Cell Line 4D-Nucleofector X Kit and program CN-

114 (Lonza), according to the manufacturer’s instructions. Cells were electroporated with 

1,25 mM of RNPs, pre-annealed at 95°C for 5 minutes and equilibrated for 10-20 minutes 

at RT before electroporation according to IDT protocol. Alt R Cas9 electroporation enhancer 

was added to improve the efficiency of the gene editing procedure according to (Schiroli et 

al. 2019). 
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3.15 Statistical analysis  

P values were calculated with Prism 9 software. Statistical analyses were performed with 

either t-test or one-way ANOVA test, as indicated, and represented as a mean ±SEM. 

Asterisks in the figures indicate p values. *p < 0.05, **p < 0.005, ***p < 0.0005, ****p < 

0.0001.  
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4 Results 
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4.1 Cas9 as a novel DNA damaging agent 

DNA damaging agents such radiation and chemotherapy are the most frequent therapies used 

against cancer. A strategy to enhance the efficacy of these treatments is their combination 

with DDR inhibitors. However, detrimental side effects on normal tissues are often observed 

(O’Connor 2015). In order to selectively kill target cells, it is important to take advantage of 

the specific abnormalities that are present in cancer cells but not in normal cells. The 

CRISPR/Cas9 technology has the potential to be a great strategy for introducing sequence-

specific DSBs, while sparing normal cells that lack the target DNA sequence. Other possible 

uses of the CRISPR/Cas9 technology can be cells infected with an integrated, even silent, 

proviral genome. Indeed, current antiviral therapies are only limiting the replication of the 

viruses, but they are unable to eradicate latent infections. 

A potential limitation of this approach is the fact that DSB, if repaired, allow cells to survive. 

In order to improve the efficacy of CRISPR/Cas9-mediated approach proposed above, the 

generation of the sequence-specific DSB should be combined with inhibitors of their repair 

(figure 4). 

 

I therefore tested if the CRISPR/Cas9 system, used as a sequence-specific DNA damaging 

agent, can have a synthetic lethal effect when combined with cells carrying genomic 

abnormalities targeted by the RNA guide of the endonuclease, while sparing normal cells 

lacking the aberrant target DNA sequence. I also combined the sequence-specific DNA 

damage induced by Cas9 with the inhibition of its repair to boost the effects of the two 

treatments in killing target cells. 
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Figure 4. Schematic representation of an approach to target cells with aberrant genomes. 
Cas9 introduces a sequence-specific double strand break in a DNA sequence only present in cells 
with an aberrant genome, while sparing normal cells. However, the DSB can be repaired and cells 
can keep proliferating. Only targeting genomic aberrations with the CRISPR/Cas9 technology and 
inhibiting their repair can cause a lethal persistent DNA damage. 
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4.1.1 Generation of an experimental model system 
 
The first thing that I decided to carry out  was the identification of the cell lines most suitable 

for the generation of an experimental system to test my working hypothesis (figure 4). To 

determine the different degree of sensitivity to DNA damage, I irradiated six cells lines 

(HeLa, RKO, DLD-1, HCT116, U2OS, HaCaT) with different doses of ionizing radiations 

(IR; 5, 10 and 20 grays). I measured all the conditions 24 hours after irradiation by using an 

automated cell counter named Luna II. To count exactly how many cells survived to the 

treatment, I used trypan blue, a dye that allows the identification of dead cells because it is 

permeable only to damaged cell membranes. By distinguishing between alive and dead cells 

in this way, I observed that HeLa and RKO cells were those showing a most robust reduced 

viability in an IR dose-dependent manner (figure 5A). For this reason, I chose them to 

generate an experimental system harbouring the Green Fluorescent Protein (GFP) sequence, 

by lentiviral delivery. I next identified the pLenti-CMV-MCS-GFP-SV-puro lentiviral 

vector to introduce the GFP sequence in my target cell lines; in this plasmid the 

transcriptional promoter of the GFP was removed and the GFP gene is not actively 

transcribed. This was intentional as GFP expression can lead to some degree of toxicity in 

the cell – studies demonstrated that GFP expression can lead to cellular damage induced by 

reactive oxygen species (ROS) generation and consequential cell death by apoptosis (Ansari 

et al. 2016) – and its inactivation, by Cas9 targeting, could have provided an increased cell 

fitness advantage that may have confounded the interpretation of the results. In addition, this 

approach will inform whether efficacy can be observed also when targeting non transcribed 

regions, thus independently from their coding role. 

I established a stable cell line by infecting HeLa and RKO cells with the pLenti-CMV-MCS-

GFP-SV-puro Dpromoter lentiviral vector in order to obtain the integration of the GFP gene 

in multiple chromosomal sites, thus mimicking a cell system with a set of genomic 

aberrations absent in the parental cell line. Infected cells were selected by puromycin 

resistance and I named them HeLa GFP and RKO GFP cells (figure 5B).  

To have an estimate of how many copies of the GFP sequence have been integrated into the 

genome of these infected cells, I extracted genomic DNA from HeLa and RKO, both the WT 

and GFP cell lines. I designed primers against the GFP sequence and I performed a real time-

qPCR to detect the relative amounts of the GFP gene DNA compared to a single-copy gene 

as actin (figure 5C). Comparing the Ct values of the GFP gene with the Ct of the actin gene, 

I was able to conclude that around 16 copies of the pLenti-CMV-MCS-GFP-SV-puro 

Dpromoter lentiviral vector have been integrated per cell. 
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Figure 5. Creation of the experimental system.  
(A) Percentage of viability of six cell lines 24 hours after irradiation with 5, 10, 20 Gy; the not 
irradiated controls are also shown. (B) Schematic representation of the cell line creation. HeLa and 
RKO WT cells were infected with a lentivirus carrying a promoterless GFP sequence; the GFP 
sequence integrated in multiple sites. (C) Relative number of integrated GFP copies in HeLa and 
RKO cells detected by qPCR, compared to actin. 



 69 

To independently validate this measure and also to better understand how GFP copies are 

spatially distributed into the genome of the target cell lines, I collaborated with Patrizia 

Gasparini, from Fondazione IRCCS Istituto Nazionale dei Tumori in Milan, to perform 

fluorescence in situ hybridization (FISH) in my infected HeLa GFP cells (MBA MD 361 

and BT474 were used as negative controls).  She observed that the GFP copies seem to have 

been integrated at individual sites into the genome and not in clusters; moreover, around 16 

copies of dots were qualitatively counted in GFP-infected cells, confirming what I detected 

by qPCR (figure 6). 

 

 

 
Figure 6. FISH for the GFP sequence on different cell lines.  
FISH against the GFP sequence was performed in three different cell lines. HeLa GFP cells were 
positive for the FISH signal, as expected. Two negative controls, MBA MD 361 and BT474, were 
analyzed in parallel.  
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4.1.2 WT and GFP cells are equally sensitive to random DNA damage generated by 

IR 

 
In order to confirm that the insertion of the GFP sequence in the genome of both HeLa and 

RKO cells was not altering their sensitivity to DNA damage compared to their WT versions, 

I irradiated HeLa WT, HeLa GFP, RKO WT and RKO GFP cell lines with 1Gy to induce 

random DNA damage and I monitored their survival in Incucyte, a real-time quantitative 

live-cell imaging and analysis platform that enables visualization and quantification of cells 

behaviour over time. 

I plated the four cell lines in 6 wells plates and the day after I exposed them to 1Gy generated 

by a high-voltage X-rays generator tube (Faxitron X-ray Corporation). The conditions for 

both HeLa and RKO cells were: WT not irradiated cells, WT 1Gy irradiated cells, GFP not 

irradiated cells and GFP 1Gy irradiated cells. 24 hours upon irradiation, I plated all the 

conditions at the same cell density into a 96 well plate and I added to the medium of each 

well the Incucyte cytotox green dye: this reagent allows real time quantification of cell death 

based on cell membrane integrity; indeed, when a cell is dead and the membrane integrity is 

affected, the dye can enter the cell, bind the DNA and fluorescently labels the nucleus with 

a fluorescent signal. This system also allowed me, by taking advantage of its cell-by-cell 

analysis software, to count cells number for a more precise measurement of the effects of 

irradiation, thus also validating the approach.  

I monitored proliferation of both HeLa WT and GFP cells (figure 7A) for 90 hours after 

plating and I first analyzed viability as the relative number of alive cells normalized on day 

0, to determine the growth of cells during the experiment. As predicted, three independent 

experiments in HeLa cells shown that, four days after irradiation, a 40% reduction in the cell 

number of the irradiated conditions compared to the not irradiated controls can be observed. 

Importantly, this is quantitatively observed independently from the presence, or not, of the 

GFP sequence (figure 7B). The reduction in cell number correlated with an increase over 

time of the percentage of dead cells as recognized by the cytotox dye (figure 7C); already 

three days after DNA damage induction, HeLa irradiated cells were three times more dead 

than the not irradiated controls; again: this was independent from the presence of the GFP 

sequence (figure 7D).  
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Figure 7. Irradiation kills HeLa cells, independently from the presence of the GFP sequence. 
(A) A representative growth curve showing the viability of not irradiated and 1Gy irradiated HeLa 
WT and GFP cells. (B) Viability of HeLa WT and GFP cells 4 days upon irradiation, n=3 independent 
experiments. Error bars represent the s.e.m. *p < 0.05, **p < 0.005. One-way ANOVA test. (C) A 
representative mortality curve showing the percentage of dead cells of not irradiated and 1Gy 
irradiated HeLa WT and GFP cells. (D) Mortality of HeLa WT and GFP cells 3 days upon irradiation, 
n=3 independent experiments. Error bars represent the s.e.m. One-way ANOVA test.  
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I recapitulated these results also in RKO cells: I monitored proliferation of these cells for 90 

hours (figure 8A) and I observed that, four days after irradiation, around 60% reduction in 

the cell number of the irradiated conditions can be observed compared to the not irradiated 

controls, independently from the presence of the GFP sequence (figure 8B), indicating also 

that RKO cells are slightly more sensitive to DNA damage than HeLa cells under these 

settings. I monitored cell mortality in time by adding the cytotox dye (figure 8C) and already 

three days after the generation of DNA damage, irradiated cells were five times more dead 

than the not irradiated controls, independently from the presence of the GFP sequence (figure 

8D).  

 

The demonstration that HeLa and RKO cells, in the presence or not of the integrated GFP 

sequence, are equally sensitive to the generation of random DNA damage by IR allows me 

to confidently measure the effects of sequence-specific DSB induction by Cas9. 
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Figure 8. Irradiation kills RKO cells, independently from the presence of the GFP sequence. 
(A) A representative growth curve showing the viability of not irradiated and 1Gy irradiated RKO 
WT and GFP cells. (B) Viability of RKO WT and GFP cells 4 days upon irradiation, n=3 independent 
experiments. Error bars represent the s.e.m. ***p < 0.0005. One-way ANOVA test. (C) A 
representative mortality curve showing the percentage of dead cells of not irradiated and 1Gy 
irradiated RKO WT and GFP cells. (D) Mortality of RKO WT and GFP cells 3 days upon irradiation, 
n=3 independent experiments. Error bars represent the s.e.m. *p < 0.05. One-way ANOVA test. 
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4.1.3 Sequence-specific effects of Cas9 in GFP cells 
 
After having demonstrated that WT and GFP cells have the same behavior upon DNA 

damage induction, I planned to explore the feasibility to induce a sequence-specific DSB 

with the CRISPR/Cas9 technology in cells carrying the GFP sequence, while sparing WT 

cells because of the lack of the target DNA sequence, and to study the cascade of events that 

follow DNA damage generation. 

 
4.1.3.1 Cas9 generates DSBs and activates DDR 
 
I designed five different CRISPR/Cas9 RNA guides targeting the GFP sequence to 

characterize the effects of the induction of a sequence-specific DNA damage in target cells 

(figure 9A). I cloned each individual guide into the lentiCRISPRv2 plasmid, performed the 

transformation into Stbl3 bacteria, extracted the DNA from bacteria and sequenced it to 

check the presence of the guide. To compare the efficiency of the guides, I performed a direct 

in situ breaks labeling, enrichment on streptavidin and next-generation sequencing 

technique named BLESS (Crosetto et al. 2013), that allowed me to detect the presence of a 

DSB in the GFP sequence. I thus infected GFP cells with the lentiCRISPR v2 vector 

containing Cas9 and one guide against the GFP sequence and collected them 24 hours after 

infection; every sgRNA guide was tested individually. In parallel, as a negative control, I 

infected GFP cells with a lentiCRISPR v2 vector containing Cas9 and a scramble guide (Liao 

et al. 2015) that did not recognize any sequence into the genome. The advantage of this 

technique is the in situ blunting and ligation of DSBs to a biotinylated double-stranded DNA 

linker that “tags” the DSB position. After that, DNA is extracted and fragmented to isolate 

the biotinylated linker by streptavidin beads. Following the additional ligation of a distal 

linker, the enriched sequences are amplified by using primers matching the linkers and I then 

checked the enrichment for the GFP sequence by qPCR using primers mapping 300bp far 

from the DSB. Primers for the qPCR were designed both on the right and on the left of the 

DSB (figure 9A). By this approach I observed that the RNA guides 149 and 133 are the most 

efficient ones in inducing sequence-specific DSBs within the GFP sequence, compared to 

the others (figure 9B), and I then arbitrary chose the GFP 149 guide, that I will define as the 

GFP guide, to perform the experiments that I will describe from now on. 
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Figure 9. DSB detection by BLESS. 
(A) Scheme showing were the Cas9 guides (in black) cut inside the GFP sequence and where the 
primers for BLESS anneal (in red). In green the guide 149. (B) RT-qPCR on DNA material obtained 
by BLESS to determine which Cas9 guide is cutting inside the GFP sequence, compared to a 
scramble guide. Primers were designed upstream and downstream the break. Error bars represent the 
s.e.m.  *p < 0.05. t-test.  
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I further characterized DNA damage induction by Cas9 in the HeLa WT and GFP cells. 

Indeed, having observed that RKO cells are very sensitive to DNA damage and die quickly, 

I chose HeLa cells as a more convenient model to study DDR activation. First of all, I 

checked by immunofluorescence the activation of DDR in cells infected with either the Cas9 

carrying the scramble guide or the Cas9 carrying the GFP guide by scoring for the formation 

of gH2AX and 53BP1 foci, together with the staining for the Cas9 protein (figure 10).  

 

 
Figure 10. Cas9 induces DNA damage in HeLa GFP cells only. 
Representative immunofluorescence images showing γH2AX, Cas9 and 53BP1 stainings in HeLa 
WT and GFP cells 4 days upon Cas9 treatment. Original magnification 60x, scale bar 10 μm.  
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Since I delivered Cas9 by infecting cells with a lentivirus that integrates into the host 

genome, I measured DDR induced by Cas9 four days upon infection, a time point in which 

the DNA damage caused by the integration of the Cas9 lentivirus into the genome is already 

reduced. I observed that, four days after infection, although all conditions tested were 

expressing the Cas9 protein (figure 10), DDR activation was observed only in HeLa GFP 

cells infected with the Cas9 expressing the specific GFP guide, as demonstrated by the 

independent software-based quantification (Cell Profiler) of gH2AX and 53BP1 foci in the 

figure 11, compared to the negative controls that include HeLa GFP cells treated with the 

Cas9 carrying the scramble guide and HeLa WT cells. The low levels of DDR in HeLa WT 

cells treated with the Cas9 carrying the GFP guide indicates that the RNA guide is specific 

for the GFP sequence; in the same way, the low DDR levels in HeLa cells infected with the 

Cas9 associated with the scramble guide shows that this guide is not recognizing any 

sequence in the HeLa genome. 

 

 
 
Figure 11. DNA damage induction upon Cas9 treatment. 
Quantitative analyses of γH2AX and 53BP1 foci in HeLa WT and GFP cells 4 days upon Cas9 
treatment. N=4 independent experiments. At least 60 cells per condition were analysed for each 
experiment. Error bars represent the s.e.m.  **p < 0.005, ***p < 0.0005, ****p < 0.0001. One-way 
ANOVA test.  
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4.1.3.2 Cas9-induced DSBs cause multinucleation and increased cell size 
 
I also noticed that HeLa GFP became bigger in size upon Cas9 cut. To confirm this 

observation, I took advantage of the cell-by-cell analysis software of Incucyte; in this way I 

was able to first count the number of cells for each condition and then to discriminate 

between cells there had an area either smaller or bigger than 1000 µm2. The result showed 

that, 6 days after Cas9 delivery, HeLa GFP cells started becoming bigger upon cut, compared 

to the scramble condition (see discussion) (figure 12).  

 

 
 
Figure 12. Cells increase their size upon Cas9-induced DSBs. 
(A) Representative images of HeLa GFP cells increasing their size 6 days upon the treatment with 
the Cas9 carrying the GFP guide. Original magnification 60x, scale bar 10 μm. The white arrows 
indicate examples of big cells. (B) Quantification of the percentage of cells with an area > 1000 μm2 
using the Incucyte cell-by-cell analysis. N=3 independent experiments. Error bars represent the s.e.m. 
*p < 0.05. One-way ANOVA test. 
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This increase in cell size can be partially explained by the observation that, 4 days upon Cas9 

delivery, a percentage of HeLa GFP cells presents more than one nucleus per cell (figure 

13). This could be a consequence of mitotic errors due to cell cycle progression in the 

presence of unrepaired DNA damage (Hart, Adams, and Draviam 2021), but it could also 

indicate entrance in senescence, since senescent cells are larger and flatter than normal cells 

(Di Micco et al. 2021) 

 

 
 

Figure 13. DNA damage by Cas9 induces cell multinucleation. 
(A) Representative images of multinucleated HeLa GFP cells 4 days upon the treatment with the 
Cas9 carrying the GFP guide. Original magnification 60x, scale bar 10 μm. (B) Quantification of the 
percentage of cells with > 1 nucleus. N=4 independent experiments. Error bars represent the s.e.m. 
*p < 0.05. One-way ANOVA test. 
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In addition, since DNA damage impacts on cell cycle progression (Aguirre et al. 2017), I 

performed flow cytometry to characterize the distribution of cells among the different phases 

of the cell cycle. I plated HeLa GFP cells at the same confluence and, the day after, I infected 

cells with a lentivirus carrying either Cas9 and the scramble guide, as a negative control, or 

Cas9 and the guide against the GFP sequence. 3 days after infection I collected at least 1 

million cells for both conditions, I fixed cells and I then stained them with propidium iodide 

(PI) supplemented with RNase A. PI is an agent that binds nucleic acids and it can be used 

to quantify the DNA content of cells and, consequentially, their cell cycle distribution. HeLa 

GFP cells showed an accumulation in the G2 phase upon cut induced by Cas9, compared to 

the uncut condition (figure 14).   

 

 
 
Figure 14. Cells accumulate in G2 upon Cas9 cut. 
FACS analysis shows an accumulation of HeLa GFP cells in the G2 phase 3 days upon treatment 
with the Cas9 carrying the GFP guide, compared to the control. N=1 experiment. 

 

4.1.3.3 Cas9-induced DNA damage causes the formation of cGAS positive 

micronuclei that lead to an inflammatory response 

 
Four days after Cas9 delivery I observed, by DAPI staining, in addition to the appearance of 

multinucleated cells, an increase in the formation of micronuclei that was specific for HeLa 

GFP cells treated with the Cas9 expressing the GFP guide; in addition, the majority of these 

micronuclei were positive for cGAS (figure 15).  
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Figure 15. Cas9 induces cGAS positive micronuclei in HeLa GFP cells only. 
Representative immunofluorescence images showing micronuclei formation and cGAS staining in 
HeLa WT and GFP cells 4 days upon Cas9 treatment. Original magnification 60x, scale bar 10 μm.  

 

Strikingly, 70% of HeLa GFP cells treated with Cas9 containing the GFP guide have, at 

least, one micronucleus per cell, while less than the 10% of cells of the other conditions 

showed micronuclei formation. Moreover, the majority of the cells with micronuclei upon 

Cas9 cut displayed cGAS at micronuclei, suggesting the leakiness of their membranes 

(figure 16) (Harding et al. 2017). These results suggest that the chronic induction of DSBs 

by Cas9 can lead to the generation of cGAS-positive micronuclei. 
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Figure 16. cGAS positive micronuclei formation upon Cas9 treatment. 
(A) Quantitative analyses of the percentage of micronuclei positive cells 4 days upon Cas9 treatment. 
N=3 independent experiments. At least 60 cells per condition were analysed for each experiment. 
Error bars represent the s.e.m. *p < 0.05. One-way ANOVA test. (B) Quantitative analyses of the 
percentage of cGAS positive cells 4 days upon Cas9 treatment. N=3 independent experiments. Error 
bars represent the s.e.m. *p < 0.05. One-way ANOVA test. 

 

The relocalization of cGAS to micronuclei caused by DNA damage can initiate an 

inflammatory response (Harding et al. 2017); for this reason, I also checked the expression 

of some cytokines and chemokines after DNA damage induction. I plated HeLa GFP cells 

and I infected them with lentiviruses expressing Cas9 and either the scramble guide or the 

GFP guide. 3 days after infection, I collected both the undamaged and the damaged 

conditions, I extracted total RNA from cells, I reverse transcribed the RNA into cDNA and 

I performed real time quantitative PCR (RT-qPCR) on my samples. In two or three 

independent experiments, I consistently observed an increase of the expression of IL-6, IL-

8, CXCL10 and TNF in HeLa GFP cells treated with the Cas9 carrying the GFP guide, 

compared to the negative controls (figure 17), suggesting that the DNA damage caused by 

Cas9 is responsible for the activation of inflammatory pathways.  
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Figure 17. Cas9 treatment causes inflammation in the cut cells. 
RT-qPCR for IL-6, IL-8, CXCL10 and TNF mRNA expression levels in HeLa GFP cells 3 days upon 
Cas9 treatment. N=3 independent experiments for IL-6 and IL-8; error bars represent the s.e.m. **p 
< 0.005. One-way ANOVA test. N=2 independent experiments for CXCL10 and TNF; error bars 
represent the s.d. 

 

To further investigate the impact of the DNA damage induced by Cas9 on gene expression 

of HeLa GFP cells, in particular on the expression of inflammatory genes, I performed next 

generation sequencing for genome-wide analysis of differential gene expression on total 

RNA from HeLa GFP cells treated with Cas9 carrying either the GFP guide or the scramble 

guide. I first checked the integrity of the RNA material by bioanalyzer; then, after library 

preparation with the Illumina kit for polyA transcripts, RNA from HeLa GFP cells treated 

with either the Cas9 carrying the scramble guide or the Cas9 carrying the GFP guide was 
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sequenced by the IFOM genomic unit. The analyses of the reads obtained were carried out 

by the IFOM bioinformatic unit by aligning reads on the human genome, and looking at the 

differentially expressed genes between undamaged and damaged conditions, correcting the 

results for potential batch effects and analyzing different gene sets.  

The RNA-seq experiment showed the activation of several inflammation pathways; the most 

significantly upregulated upon generation of DNA damage by Cas9 was the IL-17 signaling 

pathway, accordingly to the BioCarta gene set. This pathway, once activated, leads to the 

expression of cytokines and chemokines including IL-6, IL-8, CXCL10 and TNF, 

confirming what I observed by RT-qPCR. This result was visualized by using the KEGG 

gene set (figure 18). 

 

 
 
Figure 18. IL-17 signaling pathway.  
KEGG visualization of the IL-17 signaling pathway. In red the upregulated genes and in blue the 
downregulated genes 3 days upon Cas9 delivery in HeLa GFP cells, compared to the uncut condition. 
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4.1.4 Sequence-specific DNA damage induced by Cas9 kills GFP cells 
  
Next, I investigated if the DNA damage induced by Cas9 in the GFP sequences could 

selectively kill HeLa GFP and RKO GFP cells, while sparing WT cells that lack the Cas9-

targeted DNA sequence. 

 
4.1.4.1 Cas9-induced DNA damage kills HeLa GFP cells 
 
I infected both HeLa WT and GFP cells with a lentiCRISPR v2 vector containing either the 

Cas9 with the scramble guide or the Cas9 carrying the guide against the GFP sequence. 

Also for this round of experiments, I took advantage of Incucyte to monitor cell proliferation 

and survival over time. The experimental design was as follows:  

Day 0 à I plated both HeLa WT and GFP cells in 6 multiwell plates 

Day 1 à I infected cells with a freshly-prepared lentivirus expressing either Cas9 with the 

scramble guide or Cas9 with the guide against the GFP sequence  

Day 2 à I replated all conditions at the same cell density in a 96 multiwell plate, I added 

the Incucyte cytotox green dye and I started the experiment in Incucyte 

The conditions studied were: HeLa WT + scramble guide; HeLa WT + GFP guide; HeLa 

GFP + scramble guide; HeLa GFP + GFP guide. I followed cell viability for 96 hours (figure 

19A). Four days after Cas9 delivery, I observed a decrease in the number of HeLa GFP cells 

infected with the Cas9 carrying the GFP guide, compared to the negative controls. This was 

reproduced in three independent biological replicates (figure 19B).  

I also monitored cell death for 96 hours (figure 19C) and I observed an increase of cell death 

in HeLa GFP cells treated with the Cas9 cutting inside the GFP sequence. More precisely, 

four days after Cas9 delivery, I detected four times more dead cells in the HeLa GFP cells + 

GFP guide condition, compared to the negative controls (figure 19D). 

I carried out in parallel the same experiment in HeLa WT and GFP cells to confirm the 

absence of possible Cas9 off-targets (Haeussler 2020), although I already observed by IF 

that there is no detectable DDR activation in terms of gH2AX and 53BP1 foci formation in 

HeLa WT cells, compared to the GFP version when infected with the Cas9 carrying the GFP 

guide. HeLa WT cells were infected with either the lentiCRISPR v2 vector containing Cas9 

+ scramble RNA or the lentiCRISPR v2 vector containing Cas9 + GFP guide. WT cells 

viability was not affected by these treatments, indicating the specificity of Cas9 in inducing 

DSBs and consequent cell death only in the cells with the GFP target sequence infected with 

the Cas9 cutting inside the GFP (figure 19).  
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Figure 19. Cas9 carrying the GFP guide kills HeLa GFP only. 
(A) A representative growth curve showing the viability of HeLa WT and GFP cells treated with 
either Cas9 carrying a scamble guide or Cas9 carrying the GFP guide. (B) Viability of HeLa WT and 
GFP cells 4 days upon Cas9 treatment, n=3 independent experiments. Error bars represent the s.e.m. 
*p < 0.05, **p < 0.005. One-way ANOVA test. (C) A representative mortality curve showing the 
percentage of dead HeLa WT and GFP cells after the treatment with either Cas9 carrying a scamble 
guide or Cas9 carrying the GFP guide. (D) Mortality of HeLa WT and GFP cells 4 days upon Cas9 
treatment, n=3 independent experiments. Error bars represent the s.e.m. ***p < 0.0005. One-way 
ANOVA test. 
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These experiments were carried out in Incucyte only for five days because then the controls 

started to be too confluent and the cell count by the Incucyte software was no longer reliable. 

To study the long-term effects of Cas9 in HeLa GFP cells, I set up conditions to perform 

colony formation assays. Colony formation assay is a technique used to study cell survival 

based on the capability of a single cell to grow into a colony. Single cells can be seeded 

before or after a treatment and colonies form after one-two weeks. Generally, a colony 

consists of at least 50 cells (Franken et al. 2006). I plated HeLa GFP cells in a 6 multiwell 

plate, the day after I infected them with a freshly-prepared lentivirus expressing either Cas9 

with the scramble guide or Cas9 with the guide against the GFP sequence and, seven days 

after DNA damage induction, I plated all the conditions in a new 6 multiwell plate. I counted 

HeLa GFP cells treated with Cas9 carrying the scramble guide and I plated 400 cells, while 

for HeLa GFP cells treated with Cas9 expressing the GFP guide I plated the same volume 

of medium, where cells were resuspended, of the negative control, in order to maintain the 

difference between the two treatments. I allowed cells to grow for one week, I then fixed 

colonies with ethanol and I stained them with crystal violet. The result of three independent 

experiments showed that in the cut conditions there were on average only ~100 colonies 

compared to the ~300 colonies of the uncut condition (figure 20). Since this technique 

allowed me to observe a bigger difference between the treatments compared to the 

experiments carried out in Incucyte, I am planning to perform colony formation assays to 

monitor cell survival at later time points. 

 

 
 

Figure 20. Cas9 cutting in the GFP sequence reduces the number of cells able to form colonies. 
(A) A representative experiment showing the difference, in terms of colonies, between uncut and cut 
HeLa GFP cells. (B) Quantification of the number of colonies in n=3 independent experiments. Error 
bars represent the s.e.m. *p < 0.05. t-test. 
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4.1.4.2 Cas9-induced DNA damage kills RKO GFP cells 
 

Next, I recapitulated these results in RKO cells. I performed the experiment as in HeLa cells: 

I infected both RKO WT and GFP cells with a lentiCRISPR v2 vector containing either Cas9 

with the scramble guide or Cas9 carrying the guide against the GFP sequence; I carried out 

in parallel the same experiment in RKO WT and GFP cells to confirm the absence of 

potential Cas9 off-targets. I next monitored cell proliferation and death over-time with 

Incucyte and I performed the experiment as follows:  

Day 0 à I plated both RKO WT and GFP cells in 6 multiwell plates 

Day 1 à I infected cells with a freshly-prepared lentivirus expressing either Cas9 with the 

scramble guide or Cas9 with the guide against the GFP sequence  

Day 2 à I plated all the conditions at the same cell density in a 96 multiwell plate, I added 

the Incucyte cytotox green dye and I started the experiment in Incucyte 

The conditions studied were: RKO WT + scramble guide; RKO WT + GFP guide; RKO 

GFP + scramble guide; RKO GFP + GFP guide. I followed cell viability for 90 hours (figure 

21A) and, four days upon Cas9 delivery, I observed a decrease in the proliferation of RKO 

GFP cells infected with the Cas9 carrying the GFP guide, compared to the negative controls, 

in three independent experiments (figure 21B). I also monitored cell death for 90 hours 

(figure 21C) and I observed an increase of cell death in RKO GFP cells treated with the Cas9 

cutting inside the GFP sequence. More precisely, four days after Cas9 delivery, I detected 

about five times more dead cells in the RKO GFP cells + GFP guide condition, compared to 

the negative controls (figure 21D). 

RKO WT cells infected with either the lentiCRISPR v2 vector containing Cas9 + scramble 

RNA or the lentiCRISPR v2 vector containing Cas9 + GFP guide were not affected by the 

treatments, indicating the specificity of Cas9 in inducing DSB and consequent cell death 

only in the cells with the GFP target sequence infected with the Cas9 cutting inside the GFP 

(figure 21). 
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Figure 21. Cas9 carrying the GFP guide kills RKO GFP only. 
(A) A representative growth curve showing the viability of RKO WT and GFP cells treated with 
either Cas9 carrying a scamble guide or Cas9 carrying the GFP guide. (B) Viability of RKO WT and 
GFP cells 4 days upon Cas9 treatment, n=3 independent experiments. Error bars represent the s.e.m. 
*p < 0.05. One-way ANOVA test. (C) A representative mortality curve showing the percentage of 
dead RKO WT and GFP cells after the treatment with either Cas9 carrying a scamble guide or Cas9 
carrying the GFP guide. (D) Mortality of RKO WT and GFP cells 4 days upon Cas9 treatment, n=2 
independent experiments.   
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4.1.5 Multiple Cas9 RNA guides against the GFP sequence do not seem more effective 

than an individual Cas9 RNA guide in impairing cell proliferation of GFP cells 

 

To attempt to further increase the reduction in proliferation of GFP cells caused by the Cas9 

and the GFP guide, I designed 9 additional RNA guides spanning the full length of the GFP 

sequence to test if the generation of several DSBs within the GFP sequence could improve 

target cells killing. I performed in parallel the experiment in both WT and GFP cells and I 

tested the hypothesis both in HeLa and RKO cells.  

I compared the effects of three different treatments on cell survival and death: lentiviral 

infection of the Cas9 expressing the scramble guide, lentiviral infection of the Cas9 

expressing the GFP guide previously used and lentiviral infection of different Cas9 plasmids, 

each expressing one of the ten GFP guides that I have designed. These 10 plasmids were 

mixed together to reach the same molar quantity of the other two treatments. 

I plated HeLa and RKO cell lines in 6 multiwell plates and the day after I infected them with 

freshly-prepared lentiviruses.  

The viability of HeLa WT cells was not affected by any of these treatments, indicating the 

specificity of the different GFP guides in targeting only the complementary DNA sequence. 

The single GFP guide halved the proliferation of HeLa GFP cells, compared to the 

undamaged condition and WT cells, as in previous experiments. However, the pool of GFP 

guides affected the proliferation of HeLa GFP cells to an extent similar to that observed upon 

treatment with only one guide (figure 22A-B). 

The same result was achieved in RKO cells: as expected, the viability of the WT conditions 

was not impaired by any of the Cas9 treatments, indicating the specificity of the different 

GFP guides in recognizing only the GFP target sequence. The treatment of RKO GFP cells 

with the lentivirus carrying Cas9 and the single GFP guide halved the number of GFP cells, 

compared to the negative controls, as in previous experiments. Nevertheless, the treatment 

with the pool of GFP guides impacted on proliferation of RKO GFP cells as the single GFP 

guide (figure 22C-D). 
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Figure 22. One cut and several cuts in the GFP sequence equally affect viability of HeLa and 
RKO GFP cells. 
(A) A representative growth curve showing the viability of HeLa WT and GFP cells treated with 
Cas9 carrying a scamble guide, Cas9 carrying a single GFP guide or Cas9 carrying a pool of GFP 
guides. (B) Viability of HeLa GFP cells 4 days upon Cas9 treatment, n=2 independent experiments. 
Error bars represent the s.d. (C) A representative growth curve showing the viability of RKO WT 
and GFP cells treated with Cas9 carrying a scamble guide, Cas9 carrying a single GFP guide or Cas9 
carrying a pool of GFP guides. (D) Viability of RKO GFP cells 5 days upon Cas9 treatment, n=2 
independent experiments. Error bars represent the s.d.   
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4.2 DNA damage induction and inhibition of its repair 

So far, my results allow me to propose the CRISPR/Cas9 system as a weapon against cells 

with an aberrant genome. Indeed, I demonstrated that by this approach it is possible to induce 

cell death in at least two different cancer cell lines by targeting the GFP sequence with the 

Cas9 endonuclease cutting within the GFP sequence. Indeed, HeLa and RKO GFP cells are 

not only two experimental systems that simulate cells with an integrated proviral genome; 

they are also cancer cells with several molecular changes that can confer them resistance to 

treatments, suggesting that if this approach works in these cell lines, it could work also in 

non-transformed infected cells and in other cancer types. 

Anyway, this result could be improved by inhibiting the repair of the DSBs caused by Cas9. 

 

4.2.1 Irradiation and DNA-PKi 
 
In order to test if repair inhibition of Cas9-induced DSBs could increase mortality in GFP 

cells, I combined the Cas9 treatment with an inhibitor of NHEJ, the main pathway involved 

in the repair of DSBs. In particular, I tested the DNA-PK inhibitor NU7441 (Zhao et al. 

2006). DNA-PK is a key protein in the DDR because, once recruited at the site of damage 

by Ku, it promotes DNA repair by NHEJ (O’Connor, Martin, and Smith 2007). It has already 

been demonstrated that inhibition of DNA-PK sensitizes cancer cells to DNA damaging 

agents, such as irradiation and chemotherapy, because their inability to repair DSBs (Lord, 

Garrett, and Ashworth 2006). For this reason, inhibitors of this DDR factor are already in 

phase I clinical trials for the treatment of advanced solid tumors (O’Connor 2015; van Bussel 

et al. 2021). 

 
4.2.1.1 IR-induced DNA damage combined with DNA-PK inhibition kill HeLa WT 

and GFP cells equally 

 
To validate the combinatory effects of DNA damage generation and inhibition of its repair, 

I treated HeLa WT and GFP cells with either the DNA-PKi NU7441 (1uM final 

concentration) or DMSO as a control; 1 hour later, I irradiated the two cell lines with 1Gy 

to verify that WT cells are equally sensitive to DNA damage repair inhibition compared to 

their GFP version. Cells were treated with DNA-PKi before irradiation in order to have cells 

fully exposed to the inhibitor when DNA damage is induced. 24 hours after irradiation, I 

plated cells in a 96 well plate and I added the green cytotox dye to start monitoring cell 

behavior in Incucyte. As observed previously, the irradiation of cells reduced the 

proliferation of all the cell lines, compared to the not irradiated controls, independently from 
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the presence of the GFP sequence, as monitored 4 days after irradiation by Incucyte. The 

most sensitive cells to DNA-PK inhibition were the irradiated conditions, independently 

from the presence of the GFP sequence, showing that DSB induction and inhibition of its 

repair act together in reducing cell viability (figures 23A-B). Of course, DNA-PKi is not a 

selective treatment for damaged cells; indeed, DNA-PK inhibition slightly affected also the 

viability of the not irradiated cells lines, probably because of the inhibition of the repair of 

endogenous DNA damage (figures 23A-B). Irradiation not only reduced cell proliferation; 

indeed, also in this setting of experiments, I observed an increase of HeLa cells positive for 

the cytotox dye 4 days after DNA damage induction, meaning that irradiation actually killed 

cells, independently from the presence of the GFP sequence. Moreover, the combination of 

irradiation and repair inhibition killed cells at least five times more than irradiation alone. In 

terms of cell death, the DNA-PKi was very specific in being toxic only in the cells that were 

actively damaged compared to the not irradiated conditions, as monitored by Incucyte 4 days 

after irradiation (figures 23C-D). 
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Figure 23. Irradiation and inhibition of the repair by DNA-PKi further kill both HeLa WT and 
GFP cells. 
(A) Viability of HeLa WT cells 4 days upon irradiation, in combination with either DMSO or DNA-
PKi. N=3 independent experiments. Error bars represent the s.e.m. *p < 0.05, **p < 0,005. One-way 
ANOVA test. (B) Viability of HeLa GFP cells 4 days upon irradiation, in combination with either 
DMSO or DNA-PKi. N=3 independent experiments. Error bars represent the s.e.m. ***p < 0.0005. 
One-way ANOVA test. (C) Mortality of HeLa WT cells 4 days upon irradiation, in combination with 
either DMSO or DNA-PKi. N=3 independent experiments. Error bars represent the s.e.m. ***p < 
0.0005. One-way ANOVA test. (D) Mortality of HeLa GFP cells 4 days upon irradiation, in 
combination with either DMSO or DNA-PKi. N=3 independent experiments. Error bars represent 
the s.e.m. *p < 0.05. One-way ANOVA test. 
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4.2.1.2 IR-induced DNA damage and DNA-PKi equally kill RKO WT and GFP cells 
 
I also performed the experiment in RKO WT and GFP cells to confirm the combinatory 

effect of DNA damage induction and repair inhibition in killing cells. I treated RKO cells 

with either DNA-PKi at the final concentration of 1 µM or DMSO as a control; after 1 hour, 

I irradiated the two cell lines with 1Gy to show that WT and GFP cells are equally sensitive 

to repair inhibition of IR-induced DNA damage.  

Also in this case, irradiation alone already reduced the proliferation of all the cells lines, 

compared to the not irradiated controls, independently from the presence of the GFP 

sequence, as monitored 4 days after irradiation by Incucyte. The most sensitive cells to 

DNA-PK inhibition were the irradiated conditions, independently from the presence of the 

GFP sequence, showing that the combination of DSB induction and repair inhibition further 

reduce cell survival (figure 24A-B). The viability of irradiated RKO cells was slightly 

affected by the inhibition of DNA-PK, probably because of its impact on the repair of 

endogenous DNA damage; nevertheless, the strongest DNA-PK inhibitory effect was 

observed in irradiated cells (figure 24A-B). Irradiation not only reduced cell proliferation; 

indeed, 4 days after DNA damage induction, I observed six times more dead cells in the 

irradiated conditions compared to the negative controls. DNA-PK inhibition further killed 

cells, as monitored 4 days after irradiation by Incucyte, confirming that repair inhibition of 

DSBs caused by IR kills more cells than DNA damage generation only (figure 24C-D). 

Moreover, DNA-PKi was very specific in being toxic only in the cells that were actively 

damaged, compared to the not irradiated conditions. 
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Figure 24. Irradiation and inhibition of the repair by DNA-PKi further kill both RKO WT and 
GFP cells. 
(A) Viability of RKO WT cells 4 days upon irradiation, in combination with either DMSO or DNA-
PKi. N=3 independent experiments. Error bars represent the s.e.m. *p < 0.05, **p < 0.005, ***p < 
0.0005. One-way ANOVA test. (B) Viability of RKO GFP cells 4 days upon irradiation, in 
combination with either DMSO or DNA-PKi. N=3 independent experiments. Error bars represent 
the s.e.m. **p < 0.005, ***p < 0.0005. One-way ANOVA test. (C) Mortality of RKO WT cells 5 
days upon irradiation, in combination with either DMSO or DNA-PKi. N=3 independent 
experiments. Error bars represent the s.e.m. **p < 0.005, ***p < 0.0005. One-way ANOVA test. (D) 
Mortality of RKO GFP cells 5 days upon irradiation, in combination with either DMSO or DNA-
PKi. N=3 independent experiments. Error bars represent the s.e.m. **p < 0.005, ***p < 0.0005, ***p 
< 0.0001. One-way ANOVA test. 



 97 

4.2.2 Sequence-specific DNA damage induction by Cas9 and DNA-PKi 
 
Since I observed that the inhibition of repair of DNA damage caused by irradiation 

significantly increased cell death compared to DNA damage induction only, I adopted this 

experimental strategy in the Cas9 system to study the effects of repair inhibition of a 

sequence-specific DSB.  

 

4.2.2.1 Cas9-induced DNA damage and DNA-PKi increase DDR in HeLa GFP cells 
 
First, I tested if also the combination of DNA damage induced by Cas9 with DNA-PKi 

treatment induced DNA damage accumulation in terms of gH2AX and 53BP1 foci 

formation. I performed IF only on HeLa cells because I already showed that RKO cells are 

more sensitive to DNA damage and die with faster kinetics, making HeLa cells a more 

convenient model to study DDR activation. For this reason, I performed an IF in HeLa WT 

and GFP cells for gH2AX and 53BP1 and for Cas9 expression. I first plated cells in 6 

multiwell plates, the day after I infected all the conditions with a fresh lentivirus carrying 

either Cas9 with the scramble guide or Cas9 with the guide against the GFP sequence.  

3 days after Cas9 delivery, I treated cells with either DMSO or the DNA-PKi at the final 

concentration of 1 µM. I decided to treat cells with DNA-PKi 3 days after Cas9 delivery to 

avoid any interference with the integration of the lentivirus carrying the endonuclease into 

the genome of HeLa cells. One day after DNA-PKi treatment, and thus four days after Cas9 

delivery, I fixed coverslips and I have stained them for gH2AX, 53BP1 and Cas9 (figure 25). 

For both HeLa WT and GFP I had four conditions: scramble guide + DMSO, scramble guide 

+ DNA-PKi, GFP guide + DMSO, GFP guide + DNA-PKi treated cells. I confirmed, in the 

WT cells, that the treatment with Cas9 was not inducing gH2AX and 53BP1 foci formation, 

meaning that the Cas9 expressing the scramble guide was not producing off-targets in the 

cells lacking the GFP sequence (figure 26A). The addition of DNA-PKi in undamaged cells 

has slightly increased the levels of gH2AX but not the levels of 53BP1, suggesting that even 

if the inhibitor had a small impact on the repair of endogenous DNA damage, this was 

relatively low. On the contrary, in HeLa GFP cells, the delivery of the Cas9 cutting in the 

target gene increased the levels of gH2AX and 53BP1 foci, compared to the undamaged 

conditions, as I had observed previously. The addition of DNA-PKi further induced the 

formation of gH2AX and 53BP1 foci, compared not only to the undamaged conditions but 

also to GFP cells treated only with the Cas9 carrying the GFP guide (figure 26B). These 

results show that also the inhibition of repair of the sequence-specific DNA damages induced 
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by Cas9 leads to an accumulation of gH2AX and 53BP1 foci in HeLa GFP cells, compared 

to the uncut condition and WT cells. 

 

 
Figure 25. Cas9-induced DSB and repair inhibition through DNA-PK induce DNA damage 
accumulation. 
Representative immunofluorescence images showing γH2AX, Cas9 and 53BP1 stainings in HeLa 
WT and GFP cells 4 days upon Cas9 treatment, in combination with either DMSO or DNA-PKi. 
Original magnification 60x, scale bar 10 μm.  
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Figure 26. Cas9 cut and DNA-PKi combination increases DDR foci. 
(A) Quantitative analyses of γH2AX and 53BP1 foci in HeLa WT cells 4 days upon Cas9 delivery, 
in combination with either DMSO or DNA-PKi. N=3 independent experiments. At least 50 cells per 
condition were analysed for each experiment. Error bars represent the s.e.m. *p < 0.05, ****p < 
0.0001. One-way ANOVA test. (B) Quantitative analyses of γH2AX and 53BP1 foci in HeLa GFP 
cells 4 days upon Cas9 delivery, in combination with either DMSO or DNA-PKi. N=3 independent 
experiments. At least 50 cells per condition were analysed for each experiment. Error bars represent 
the s.e.m. *p < 0.05, **p < 0.005, ***p < 0.0005, ****p < 0.0001. One-way ANOVA test.  
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4.2.2.2 Cas9-induced DNA damage and DNA-PKi further increases cell death in GFP 

cells 

 
To evaluate the impact of DNA-PKi on proliferation and mortality of both HeLa and RKO 

cells damaged by Cas9, I performed an experiment with a design similar to the one I just 

described. I first plated HeLa and RKO cells in 6 multiwells plates, the following day I 

infected all the conditions with a lentivirus carrying either the Cas9 with the scramble guide 

or the Cas9 with the guide against the GFP sequence. 24 hours after infection, I plated again 

all the conditions in a 96 well plate and I have added the green cytotox dye to start the 

experiment in Incucyte. 3 days after Cas9 delivery, I then added to the medium either DMSO 

or the DNA-PKi (NU7441) at the final concentration of 1 µM. At this point I had 4 different 

conditions for the four cell lines: scramble guide + DMSO, scramble guide + DNA-PKi, 

GFP guide + DMSO, GFP guide + DNA-PKi treated cells.  

I monitored cell viability and mortality in Incucyte and I confirmed that, 5 days after Cas9 

delivery, HeLa WT cells were not affected by the treatment with either the Cas9 carrying 

the scramble guide or the Cas9 associated with the GFP guide, indicating that the 

endonuclease was not inducing any DNA damage. The addition of DNA-PKi slightly 

affected cell proliferation, independently from the RNA guide carried by the Cas9, probably 

by impacting on random DNA damage in the cells (figure27A-B). 

RKO WT cells shown the same behavior of HeLa WT cells: 5 days after lentiviral infection, 

cells did not show any impact on proliferation and cell death induced by the Cas9 treatment, 

as monitored by Incucyte. Also in this case, the DNA-PK inhibition had only a small impact 

of cell viability and death, that was identical between cells treated with the scramble Cas9 

and cells treated with the GFP Cas9, further validating that, in the absence of the target, Cas9 

is not inducing significant amounts of DNA damage (figure 27C-D). 
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Figure 27. Inhibition of the repair by DNA-PKi does not affect HeLa and RKO WT cells 
viability, independently from the Cas9 treatment. 
(A) Viability of HeLa WT cells 5 days upon Cas9 treatment, in combination with either DMSO or 
DNA-PKi. N=3 independent experiments. Error bars represent the s.e.m. One-way ANOVA test. 
(B) Mortality of HeLa WT cells 5 days upon Cas9 treatment, in combination with either DMSO or 
DNA-PKi. N=3 independent experiments. Error bars represent the s.e.m. (C) Viability of RKO WT 
cells 5 days upon Cas9 treatment, in combination with either DMSO or DNA-PKi. N=3 
independent experiments. Error bars represent the s.e.m. One-way ANOVA test. (D) Mortality of 
RKO WT cells 5 days upon Cas9 treatment, in combination with either DMSO or DNA-PKi. N=3 
independent experiments. Error bars represent the s.e.m. 
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I then performed the experiment in both HeLa and RKO GFP cells to test if the inhibition of 

the repair of a sequence-specific DSB can kill the target cells. 

I followed the steps that I already described above and I monitored cell behaviors in Incucyte. 

Also in this set of experiments, 5 days after Cas9 delivery, I observed that Cas9 alone is 

sufficient to reduce proliferation and kill HeLa GFP cells when associated with the GFP 

guide (figure 28A-B). The inhibition of DNA-PK further impacts on cell viability and death: 

the proliferation of the cells where the DSBs repair was inhibited was halved compared to 

the cut alone condition and the mortality of these cells was doubled, demonstrating the 

combinatory effect of sequence-specific DNA damage generation by Cas9 and inhibition of 

its repair by DNA-PKi. 

RKO GFP cells shown the same behavior: even if not always reaching full statistical 

significance, Cas9-induced DSBs were clearly sufficient to impact on cell proliferation and 

induce cell death (figure 28C-D). The combination of DSBs generation and inhibition of 

their repair further reduced cell proliferation and increased cell death.  

These results indicate that Cas9 can efficiently kill only the cells with an exogenous DNA 

sequence integrated in their genome thanks to its specificity, but also the possibility to further 

improve its impact by inhibiting the repair of the sequence-specific damages by the use of a 

pharmacological inhibitor of DNA-PK.  

A potential limitation is that DNA-PKi is not a sequence-specific treatment because, in 

addition to the sequence-specific DSBs induced by Cas9, it can also inhibit the repair of 

endogenous DNA damage. For this reason, a sequence-specific DSB repair inhibitor would 

be desirable. 
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Figure 28. Inhibition of the repair by DNA-PKi synergize with sequence-specific DSB by Cas9 
+ GFP guide and kill HeLa and RKO GFP cells. 
(A) Viability of HeLa GFP cells 5 days upon Cas9 treatment, in combination with either DMSO or 
DNA-PKi. N=3 independent experiments. Error bars represent the s.e.m. *p < 0.05, **p < 0.005. 
One-way ANOVA test. (B) Mortality of HeLa GFP cells 5 days upon Cas9 treatment, in combination 
with either DMSO or DNA-PKi. N=3 independent experiments. Error bars represent the s.e.m. **p 
< 0.005. One-way ANOVA test. (C) Viability of RKO GFP cells 5 days upon Cas9 treatment, in 
combination with either DMSO or DNA-PKi. N=3 independent experiments. Error bars represent 
the s.e.m. One-way ANOVA test. (D) Mortality of RKO GFP cells 5 days upon Cas9 treatment, in 
combination with either DMSO or DNA-PKi. N=3 independent experiments. Error bars represent 
the s.e.m. *p < 0.05. One-way ANOVA test. 
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4.2.3 Cas9-induced DNA damage and ASO 
 
Our group previously demonstrated that RNA Polymerase II promotes the transcription of 

damage-induced long non-coding RNAs (dilncRNAs) at the sites of DNA double-strand 

breaks (DSBs) (Michelini et al. 2017; Pessina et al. 2019). DilncRNAs are the precursors of 

small non-coding RNAs called DNA damage response RNAs (DDRNAs) (Francia et al. 

2012) and the interaction between dilncRNAs and DDRNAs is necessary for the stable 

recruitment of the proteins involved in the DNA damage response (DDR). Moreover, we 

also shown that antisense oligonucleotides (ASO) against these RNA species can impair 

their function by inhibiting the assembly of a proper DDR focus and the repair of DSBs 

(Michelini et al. 2017; D’Alessandro et al. 2018) 

Based on these published results, I started investigating if the use of ASO against the 

dilncRNAs induced at the GFP site after the generation of DSBs by Cas9 has a combinatory 

effect in further killing cells – just like DNA-PK inhibition but with increased specificity 

given the locus-specific activity of ASO. 

I started characterizing the effects of ASO in my experimental system. I designed ASO 

against the dilncRNAs transcribed from the DSB and then I tested them individually by 

transfecting each ASO at different concentrations in undamaged HeLa GFP cells; two days 

later I performed a resazurin-based cell viability assay. This assay measures the presence of 

metabolically-active cells able to reduce the non-fluorescent resazurin reagent into the 

fluorescent resorufin product. The fluorescent signal that is generated is proportional to the 

number of living cells in the sample and it is detected by a microplate fluorometer using 

specific excitation and emission wavelengths. I removed ASO that were spuriously toxic in 

the absence of DSBs and I focused on the remaining ones. These ASO organized into two 

groups: group A was composed of ASO binding the dilncRNAs transcribed from the right 

side of the break, while the group B was composed of ASOs (figure 29) binding the 

dilncRNAs transcribed from the left side of the break.  
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Figure 29. Schematic representation showing where GFP ASO bind dilncRNAs transcribed 
from the GFP DSB. 
The group A is composed by two ASO binding the RNAs transcribed from the right side of the break, 
while the group B is composed by four ASO binding the RNA molecules transcribed from the left 
side of the break.  

 

I combined them together to a final concentration of 10 nM. I also used a negative control 

ASO one that does not match with any sequence of the genome. I transfected HeLa and RKO 

GFP cells with 10nM ASO to have the following conditions: mock transfected cells, CTRL 

ASO transfected cells, GFP ASO transfected cells. I carried out the experiment as I have just 

described and I performed resazurin assays to check cell viability 2 days after transfection. 

These GFP ASO, used together, were not affecting cell viability compared to untreated 

conditions and the control ASO; in this way, I defined the maximal concentration of ASO 

that can be used without significant detrimental effects in undamaged cells (figure 30). 

 

 
 
Figure 30. Viability assay for unspecific ASO toxicity. 
Resazurin-based assay performed 2 days after transfection on HeLa and RKO GFP cells to determine 
the unspecific toxicity of 10 nM ASO in undamaged conditions. Mock is used as reference. N=3 
technical experiments. 
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Our group previously published that ASOs can selectively block DDR activation at 

individual DNA damage sites within the same cell by impairing 53BP1 focus formation, 

while leaving gH2AX foci and also DDR activation at other sites within the same nucleus 

unaffected (Michelini et al. 2017) 

I planned to confirm that GFP ASO were effective also in my experimental setting by 

determining by immunofluorescence their impact on DDR foci in HeLa GFP cells. I plated 

HeLa GFP cells in 6 multiwell plates, I transfected them the following day and 24 hours 

after transfection, I infected cells with the lentivirus expressing either the Cas9 carrying the 

scramble guide or the Cas9 expressing the GFP guide (figure 31).  

 

 
 
Figure 31. GFP ASO reduce 53BP1 foci number in a sequence-specific manner. 
Representative immunofluorescence images showing γH2AX and 53BP1 stainings in HeLa GFP 
cells 3 days after Cas9 delivery. Original magnification 60x, scale bar 10 μm.  
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3 days upon delivery of Cas9, I fixed coverslips and I performed IF experiments to detect 

Cas9 expression and DDR foci formation. I observed an increase in 53BP1 foci formation 

in the cut condition compared to the uncut; instead ASO treated cells showed a statistically 

significant decrease of 53BP1 foci compared to controls, confirming that ASOs against the 

dilncRNAs impair DDR signalling in a sequence-specific manner also in the GFP system 

(figure 32A).  

I detected an activation of DDR in terms of recruitment of 53BP1 at the site of damage 3 

days after Cas9 delivery in the cells treated with the GFP guide, compared to the scramble 

guide; this activation was present also 7 days upon Cas9 treatment, as shown by the IF in 

figure 32B, suggesting that the endonuclease was still generating DNA damage. In addition, 

the reduction in 53BP1 foci formation between the cut condition and the cut condition treated 

with ASOs was maintained after 7 days, showing a long-term effect of ASOs in impairing 

the DDR signalling (figure 32B). 

I then plated HeLa GFP cells in 6 multiwell plates to monitor in Incucyte cell proliferation 

and death upon Cas9 and ASO treatments. 24 hours after plating cells, I transfected HeLa 

GFP either with the control ASO or the GFP ASOs; the following day I infected cells with 

the lentivirus expressing either the Cas9 carrying the scramble guide or the Cas9 expressing 

the GFP guide. I delivered ASO before Cas9 in order to have the oligonucleotides ready to 

bind dilncRNAs as soon as they were transcribed upon DNA damage induction. 

The preliminary results obtained so far, by Incucyte and colony formation assay, seem to 

suggest a combinatory effect of sequence-specific DNA damage induction by Cas9 and 

sequence-specific repair inhibition by ASO. However, these results are presently too 

preliminary to be discussed here and I hope that, if validated, they could support the 

therapeutic potential of the combination of Cas9 and ASO in the selective killing of target 

cells.  
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Figure 32. GFP ASO reduce 53BP1 foci in the cut conditions. 
(A) Quantification of 53BP1 foci in HeLa GFP cells 3 days after being treated with either the Cas9 
carrying the scramble guide or the Cas9 carrying the GFP guide, in combination with either a CTRL 
ASO or the GFP ASO. (B) Quantification of 53BP1 foci in HeLa GFP cells 7 days after being treated 
with either the Cas9 carrying the scramble guide or the Cas9 carrying the GFP guide, in combination 
with either a CTRL ASO or the GFP ASO. N=2 independent experiments. At least 50 cells per 
condition were analysed for each experiment. Error bars represent the s.e.m. **p < 0.005, ***p < 
0.0005, ****p < 0.0001. One-way ANOVA test. 
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4.3 RNP complex as an alternative to the lentiviral system 

Since the Cas9 protein can be delivered in the cells in different ways, I tested the use of the 

ribonucleoprotein complex (RNP) to induce sequence-specific DNA damage in HeLa GFP 

cells. The most common delivery methods for in vitro experiments are lipofection and 

electroporation, so I have started adopting these protocols with the intention to further 

optimize them in my experimental system. 

The RNP-based approach is the one preferentially used to deliver Cas9 in vivo, constituting 

a therapeutic relevant alternative to the lentiviral system. 

 
4.3.1 RNP delivered by transfection 
 
To extend my observations by the use of RNP delivered by transfection, I used a synthetic 

gRNA against the GFP sequence ready-to-use, because the crRNA and tracrRNA were 

already combined together. The sgRNA is 20 nt long; it binds and cuts the same region of 

the GFP gene that is recognized by the guide of the lentiviral approach. The PAM sequence 

is TGG. I incubated the sgRNA and the Cas9 protein and I delivered the complex into the 

cells by using the lipofectamine CRISPRMAX Cas9 transfection reagent. I plated HeLa WT 

and GFP cells in 6 multiwell plates and, as soon as they attached to the plate, I prepared the 

reagents for Cas9 transfection. The conditions that I compared were: lipofectamine only, 

RNP without any guide, RNP associated with the GFP guide. I performed a time course for 

DDR activation and I analyzed coverslips every day. I identified that the 44 hours time point 

was the best one for appreciating a difference between the HeLa GFP cells transfected with 

the GFP Cas9 compared to the empty Cas9 and to HeLa WT cells, in terms of gH2AX and 

53BP1 foci formation (figures 33-34).  
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Figure 33. The transfected RNP complex induces DNA damage in Hela GFP cells only. 
Representative immunofluorescence images showing γH2AX and 53BP1 stainings in HeLa WT and 
GFP cells 44 hours upon RNP transfection. Original magnification 60x, scale bar 10 μm. 
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Figure 34. DNA damage induction upon RNP delivery by lipofection. 
Quantitative analyses of γH2AX and 53BP1 foci in HeLa WT and GFP cells 44 hours upon RNP 
treatment. N=1 experiment. At least 50 cells per condition were analysed.  

 

In addition, at this time point, I also observed a strong induction of micronuclei formation in 

HeLa GFP cells upon DNA damage generation, with more than 80% of cells displaying at 

least 1 micronucleus in the cytoplasm (figure 35A).  

The presence of cytosolic DNA activated, also in this context, the expression of 

inflammatory genes since, 92 hours upon RNP transfection, I was able to detect an increase 

of IL-6 and IL-8 mRNA levels (figure 35B). I detected a small percentage of micronuclei 

and the expression of IL-6 also in HeLa WT cells treated with the GFP Cas9, suggesting that 

the RNP treatment could lead to a stress, which however remains lower compared to the 

response of GFP cells harboring DNA damage. This result can be improved and the viability 

of RNP treated cells remains to be checked, but these preliminary observations suggest that 

the RNP complex could be a valid alternative to the lentiviral system in inducing sequence-

specific DSBs and recapitulating the events that I observed upon DSB induction in HeLa 

GFP cells. 
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Figure 35. Micronuclei generation and expression of inflammatory genes upon RNP delivery 
by lipofection. 
(A) Quantitative analyses of micronuclei formation in HeLa WT and GFP cells 44 hours upon RNP 
treatment. N=1 experiment. At least 50 cells per condition were analysed. (B) RT-qPCR for IL6 and 
IL8 mRNA expression levels in HeLa WT and GFP cells 92 hours after RNP transfection. N=3 
technical experiments.   
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4.3.2 RNP delivered by electroporation  
 
To compare the efficiency of different delivery methods, I also treated HeLa WT and GFP 

cells with the RNP complex provided by electroporation, in collaboration with the group of 

Raffaella Di Micco at the San Raffaele Telethon Institute for Gene Therapy. I electroporated 

cells in order to study the following conditions: not treated cells, electroporated only, RNP 

without any guide, RNP associated with the GFP guide (figure 36). Upon electroporation, I 

plated cells on coverslips and I checked DNA damage 20 hours afterwards. I observed that 

electroporation per se was not inducing significant amounts of DNA damage, compared to 

the not treated cells. This delivery method was even more efficient than transfection since I 

have observed a better induction of DNA damage, in terms of gH2AX and 53BP1 foci 

formation, in HeLa GFP cells treated with the RNP associated with the GFP guide, compared 

to the RNP only condition and to WT cells (figure 37). Also this experimental setup needs 

to be validated by further analyses, but it seems to indicate the possibility of using the RNP 

approach as a faster and possibly more efficient alternative to induce DNA damage than the 

lentiviral system. 
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Figure 36. The electroporated RNP complex induces DNA damage in Hela GFP cells only. 
Representative immunofluorescence images showing γH2AX and 53BP1 stainings in HeLa WT and 
GFP cells 20 hours upon RNP electroporation. Original magnification 60x, scale bar 10 μm.  
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Figure 37. DNA damage induction upon RNP delivery by electroporation. 
(A) Quantitative analyses of γH2AX and 53BP1 foci in HeLa WT cells 20 hours upon RNP 
treatment. N=1 experiment. At least 50 cells per condition were analysed. (B) Quantitative analyses 
of γH2AX and 53BP1 foci in HeLa GFP cells 20 hours upon RNP treatment. N=1 experiment. At 
least 50 cells per condition were analysed.  
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5.1 The Cas9 system as a sequence-specific DNA damaging agent 

It has been reported in literature that CRISPR/Cas9 screenings can give false positive results 

when DSBs are generated in highly amplified genes (Doench 2018). In loss-of-function 

screens carried out in different cancer cells, two independent groups identified a correlation 

between gene copy number and DNA damage-induced cell death (Aguirre et al. 2017; de 

Weck et al. 2018). Here it was shown that RNA guides targeting amplified regions in the 

genome of cancer cells induced a reproducible decrease in proliferation that strongly 

correlates with the number of target loci and authors hypothesized that the gene-independent 

anti-proliferative effect of CRISPR/Cas9 could be the consequence of several on-target 

DSB. Of course, these results have important implications for interpreting CRISPR/Cas9 

screening data, but at the same time they suggest an amazing purposeful potential of 

CRISPR/Cas9. 

Indeed, I was interested in investigating the possibility of using the CRISPR/Cas9 tools to 

inflict a sequence-specific DNA damage with the aim of impacting on the proliferation and 

survival of cells carrying an aberrant genome, while sparing normal cells because of the lack 

of the DNA target sequence. 

 

5.1.1 The CRISPR/Cas9 system in cancer research  
 
The CRISPR/Cas9 technology is presently being exploited the cancer research for different 

purposes; examples include to probe the causes of oncogenesis by inactivating genes 

involved in tumorigenesis (Zhang et al. 2021), by combining high-throughput screens with 

small molecules to find novel druggable targets (Lord, Quinn, and Ryan 2020) and by testing 

new cell-based therapies (Banerjee, Malonia, and Dutta 2021). 

Another use of the CRISPR/Cas9 system in the cancer field is to engineer T cells in order to 

make them express synthetic receptors to recognize malignant cells: the results of these 

modifications are named chimeric antigen receptor (CAR) T cells (Cook and Ventura 2019). 

However, so far, only few approaches have been proposed to treat cancer cells with Cas9 

targeting chromosomal rearrangements. Chromosomal rearrangements are the consequence 

of two DSBs generated in different regions of the genome that are joined together by NHEJ; 

these events  can promote cancer development (Maddalo and Ventura 2016). In particular, 

fusion oncogenes (FOs) are the result of the fusions between two genes that are generally 

transcription factors or tyrosine kinases (Martinez-Lage et al. 2020). Since such fusion 

products are expressed only in cancer cells, their disruption constitutes an attractive 

therapeutic target. An example of such fusions is the Philadelphia chromosome in patients 

affected by leukemia. This rearrangement is the result of the joining of the c-abl proto-
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oncogene tyrosine kinase (ABL1) on chromosome 9 to the breakpoint cluster region (BCR) 

on chromosome 22; the translocation results in the formation of the BCR-ABL fusion protein 

that consists in an active tyrosine kinase that can transform cells (Rowley 1973; Klein et al. 

1982; Shtivelman et al. 1985; Maddalo and Ventura 2016). It has been shown that the genetic 

deletion of FOs can be achieved by introducing two DSBs in an intronic region of the two 

genes involved in the rearrangement and this is sufficient to kill target cells, with no evident 

effects on viability of normal cells (Martinez-Lage et al. 2020). While this approach 

highlights the power of the CRISPR/Cas9 technology in targeting genomic sites with 

unprecedented precision, a potential limitation is the fact that the CRISPR/Cas9 employed 

is expected to introduce DSBs also in the introns of the individual genes expressed in the 

healthy tissues, which might deregulate their expression.  

 
5.1.2 The CRISPR/Cas9 system as an antiviral therapy  
 
Other possible opportunities for the use of the CRISPR/Cas9 system can be the treatment of 

cells infected with an integrated proviral genome. Notably, CRISPR/Cas9 systems can be 

effective also in cells in which the integrated provirus is silent and not expressing its genes. 

Current antiviral therapies target virally-encoded gene products, thus they are inherently 

unable to eradicate latent infections. Indeed, a cell harboring a silent integrated provirus not 

expressing viral gene products presently cannot be targeted in any way. 

The CRISPR/Cas technology has already been proposed as a strategy against viral infections 

in humans; however, the endonuclease is used to introduce DSBs in the dsDNA genome of 

the virus, either integrated or not, or in dsDNA intermediates to impede the expression of 

key factors for viral replication and propagation (Soppe and Lebbink 2017). For example, 

herpesviruses are dsDNA viruses that cause lifelong infections because of their ability to 

establish latent infections and they are associated with different human diseases (Paludan et 

al. 2011). Cas9 was used to target two essential genes for herpes simplex virus (HSV-1) 

replication in vitro, in mouse models and in human-derived corneas, where the virus can 

cause blindness (Yin et al. 2021). However, the survival of the edited cells was not 

investigated. The approach of knocking-out genes essential for viral replication was also 

tested in cells infected with the Epstein-Barr Virus (EBV), where it was observed not only a 

reduction in the viral load but also an increased cell death by apoptosis of Cas9-treated cells. 

The explanation of the authors is that the suppression of the viral activity can restore 

apoptosis in the infected cells; indeed, it has been shown that EBV infection increases the 

levels of Bcl-2, an anti-apoptotic gene, and decreases the levels of MYC (Ruf et al. 1999; 

Wang and Quake 2014). 
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The human papilloma virus (HPV) is a dsDNA virus that can frequently integrate into the 

host genome and cause different types of cancers (Williams et al. 2011). Cas9 was used 

against the two viral oncogenes E6 and E7 to restore the levels of p53 and p21 and induce 

apoptosis of the infected cells, in order to interfere with the cancer progression mediated by 

the virus (Zhen et al. 2014; Soppe and Lebbink 2017). 

The hepatitis B virus has a partial dsDNA genome that is converted into double-stranded 

covalently closed circular DNA molecules (cccDNA) in the nucleus of the host cells; upon 

chronic infection it can lead to liver cirrhosis and cancer (Soppe and Lebbink 2017). Cas9 

was used to target and disrupt the ORFs of essential viral genes both on the integrated viral 

genome and on the cccDNA, with consequent reduction of the viral genomes and protein 

levels in the infected cells (Lin, Zhang, and Li 2015).  

The human immunodeficiency virus (HIV) is an example of a RNA virus with a dsDNA 

intermediate that can integrate in the form of a provirus in the genome of the host cells; it 

mainly infects CD4+ T cells leading to their depletions and causes the chronic disease of the 

acquired immunodeficiency syndrome (AIDS) (Soppe and Lebbink 2017). Cas9 was used 

to target the integrated provirus to knock out genes essential for viral replication, to induce 

multiple cuts to excise the viral genome (Dash et al. 2019) or to mutate the host genes 

expressing the receptors required for the viral entry into the cells, like CCR5 and CXCR4 

(Atkins et al. 2021). 

Cas nucleases targeting RNA have also been used against RNA viruses. For example, Cas13 

or other Cas variants engineered to target RNA instead of DNA can act against the SARS-

CoV-2 RNA genome (Soppe and Lebbink 2017; Luthra, Kaur, and Bhandari 2021; Baddeley 

and Isalan 2021). 

Many progresses have been made with the use of Cas nucleases in targeting an infected cell, 

but the possible effects of DSBs on cell viability have not always been investigated. 

Therefore, our approach seems to be novel and distinct from what has been previously 

proposed as it aims at impacting on cell viability rather than altering viral genes expression. 

 

5.1.3 The combinatory effect of sequence-specific DSB induced by Cas9 and 

inhibition of its repair 

 
The approach that I am proposing here can represent a valid strategy to kill cells with an 

aberrant genome by designing sequence-specific RNA guides for Cas9, avoiding the 

targeting of normal cells that miss the DNA sequence recognized by the endonuclease. Any 

sequence of a viral or cancer genome can be targeted, independently from its function. 

Indeed, Cas9 is not used to disrupt the expression of a gene product necessary for the survival 
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of the malignant cell but it is the DSB per se that is able to induce a cascade of events that 

lead to selective cell death.  

Moreover, I am also proposing that the combination of sequence-specific DSB generation 

with its repair inhibition boosts the toxicity of Cas9-induced DNA damage. I tested the use 

of a pharmacological inhibitor of DNA PK, a key factor in the NHEJ pathway, that, however 

is not a sequence-specific treatment because it can also inhibit the repair of endogenous DNA 

damage. For this reason, sequence-specific DNA repair inhibition could be achieved by the 

use of ASO against the dilncRNAs transcribed upon DSB generation. 

 

5.1.4 The GFP system as a proof of concept  
 
I created two experimental model systems by infecting HeLa and RKO WT cells with a 

lentivirus carrying the promoterless GFP open reading frame (ORF) sequence. In this way I 

obtained two sets of isogenic cell lines that simulate a cell system in which a silent proviral 

genome is integrated in multiple copies and I have named them HeLa GFP and RKO GFP 

cells. I selected these two cell lines because, upon irradiation, they were the ones most 

sensitive to DNA damage among all those tested (figure 5).  

The insertion of the GFP sequence did not alter the response of HeLa and RKO to DNA 

damage induction, as I validated by irradiation. Indeed, I observed a statistically significant 

reduction in proliferation mirrored by an increase of cell death in the irradiated HeLa and 

RKO cells, compared to the undamaged conditions, independently from the presence, or not, 

of the GFP sequence (figures 7-8).  

I then characterized the CRISPR/Cas9 system in the HeLa experimental model and I 

validated key experiments in RKO cell lines. The experiments were carried out by delivering 

Cas9 by lentiviral infection to allow the expression of the endonuclease in all cells and the 

introduction of DSBs in a persistent manner.  

I selected a GFP guide able to induce sequence-specific DSBs, as validated by BLESS, 

compared to a Cas9 expressing a scramble guide with no match in the genome and for this 

reason used as a negative control (figure 9). 

DNA damage caused by Cas9 and the GFP guide activated DDR, as shown by gH2AX and 

53BP1 foci formation, in HeLa GFP cells, compared to cells treated with the Cas9 expressing 

the scramble guide (figures 10-11). In addition to DDR activation, I also observed an 

increase in the formation of micronuclei, the majority of which were positive to cGAS 

staining (figures 15-16). A link between DNA damage, micronuclei formation and cGAS 

accumulation has been previously reported (MacKenzie et al. 2017; Harding et al. 2017; 

Glück et al. 2017). Indeed, different groups have demonstrated that upon induction of DSBs, 
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DNA can be released in the form of micronuclei in the cytoplasm, where cGAS can sense 

the cytosolic dsDNAs and accumulate in their proximity. They have also shown that the 

recognition of micronuclei by cGAS can induce the expression of inflammatory genes 

through the stimulator of interferon genes (STING), indicating that the cGAS-STING 

pathway can act as cellular surveillance mechanism (MacKenzie et al. 2017; Harding et al. 

2017; Glück et al. 2017). 

Since I observed cGAS positive micronuclei induction upon DSBs generation by Cas9, I 

studied the expression of inflammatory genes that are the target of the cGAS-STING 

pathway, (Dou et al. 2017) and indeed I demonstrated the induction of IL-6, IL-8, CXCL10 

and TNF by qPCR in HeLa GFP cells treated with the Cas9 carrying the GFP guide, 

compared to the uncut condition (figure 17). 

The induction of micronuclei observed upon Cas9-induced DNA damage is consistent with 

previous published results. Leibowitz et al demonstrated, by single-cell whole-genome 

sequencing in RPE-1 and BJ-5ta cells, that editing mediated by the CRISPR-Cas9 system 

generates micronuclei and chromosome bridges, which can initiate a process named 

chromothripsis, where one or few chromosomes can be involved to produce large 

rearrangements (Leibowitz et al. 2021). This phenomenon could give rise to concerns in the 

use of CRISPR for gene editing, but the generation of DSBs by Cas9 can instead be a good 

activator of a cascade of events that leads to the death of aberrant cells that have to be 

eliminated, supporting the use of weaponized CRISPR/cas9 system. Moreover, Cas9-

induced DNA damage elicits an inflammatory response, activating the expression of 

cytokines and chemokines. It has been reported that these molecules, once released, can 

attract immune cells that eliminate the inflamed cells (Serhan and Savill 2005; L. Chen et al. 

2017). The data that I am presenting here show a link between the damage induced by Cas9 

and an inflammatory response activation in the cells that are damaged by the endonuclease, 

through the generation of micronuclei and the activation of the cGAS/STING pathway, that 

can potentially recruit immune cells at the site of inflammation. 

 

To further support the results of my analyses by RT-qPCR of individual genes, I also 

performed a RNA-seq analysis on HeLa GFP cells treated with Cas9 carrying either the GFP 

or the scramble guide. The sequencing highlighted the activation of several pathways that 

lead to an inflammatory response in the damaged condition compared to the undamaged one, 

like the IL17 pathway, the TNF signaling pathaway and the cytokine and inflammatory 

response pathways. The IL-17 signaling pathway, for example, is the most upregulated 

pathway, accordingly to the BioCarta Gene Set. The Interleukin-17 is a key player in the 
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mammalian immune system and it is responsible for the expression of genes as IL-6, IL-8, 

TNF and CXCL10, confirming the results of my RT-qPCRs (figure 18).   

These results not only show that Cas9 can be proposed as a novel sequence-specific DNA 

damaging agent, but confirm the possibility to engage immune cells that can further remove 

malignant cells, by inducing an inflammatory response, amplifying the effect of Cas9.  

 

Since DNA damage can have an impact on cell cycle progression, I characterized the 

distribution of cells in the different phases of cell cycle by FACS, by staining cells with PI. 

I observed an increase of HeLa GFP cells in the G2 phase upon treatment with the Cas9 

carrying the GFP guide, compared to the scramble condition (figure 14). This is consistent 

with the observations published by Aguirre and colleagues, that have demonstrated the 

accumulation of cells in G2 upon Cas9-induced DNA damage in amplified regions (Aguirre 

et al. 2017). However, a percentage of HeLa GFP cells, upon DNA damage generated by 

Cas9, increased their size and presented more that one nucleus per cell, suggesting problems 

in cell division, probably due to unrepaired damage. Cell multinucleation can cause a 

misinterpretation of FACS, because PI staining alone does not allow the discrimination 

between normal G2 cells and cells with multiple G1 nuclei. For this reason, I plan to further 

characterize cell cycle distribution by combining the analysis of cellular DNA content with 

the staining for cyclins, whose amounts vary during cell cycle, in order to distinguish cells 

that have different DNA content and are in different phases of cell cycle. 

 

It is known that DNA damage induction causes a delay in cell cycle progression to allow for 

DNA repair; if this is not happening, cells are generally eliminated. However, if the 

checkpoints are compromised, cells can enter mitosis before completing DNA repair and 

they can undergo mitotic catastrophe (MC) (Surova and Zhivotovsky 2013). MC is the 

consequence of failed or dysregulated mitosis and it is connected to some morphological 

alterations like micronuclei and multinucleation that can cause cell death (Surova and 

Zhivotovsky 2013). 

DNA damaging agents, like ionizing radiation and radiotherapy, can induce MC. In fact, it 

has been shown that damaged cells can arrest in G2/M but, if this arrest is overcome because 

of checkpoint adaptation, they can enter mitosis. This leads to chromosomal abnormalities 

as micronuclei and anaphase bridges and consequent cell death (Swift and Golsteyn 2016; 

Ko et al. 2020). Also multinucleated giant cells were observed upon ionizing radiations and 

were connected to MC (Vakifahmetoglu, Olsson, and Zhivotovsky 2008; Mirzayans et al. 

2017). Moreover, the abrogation of the G2/M checkpoint upon DNA damage seems to be 
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related to the activation of the inflammatory signaling pathways through micronuclei 

generation and cGAS/STING activation (J. Chen et al. 2020). 

Albeit speculatively, these results could suggest that Cas9-induced DNA damage could 

cause MC in cells that overcome the G2/M checkpoint through the formation of micronuclei 

that activate the cGAS/STING pathway and an inflammatory response; moreover, mitotic 

defects can generate multinucleated cells, recapitulating the events already observed upon 

DNA damage caused by ionizing radiations. 

 

After the characterization of the effects induced by DSBs generated by Cas9, I was excited 

to observe that the DNA damage caused by the endonuclease was sufficient to halve the 

proliferation rate of HeLa GFP cells and increase cell death compared to cells treated with 

the Cas9 carrying the scramble guide or the WT conditions, demonstrating the therapeutic 

potential of the nuclease in targeting and killing cells with an integrated proviral genome 

(figure 19). The long-term effects of Cas9-induced DNA damage in HeLa GFP cells were 

even more evident by colony formation assay where I observed a two-third reduction in the 

number of colonies obtained by cells treated with the GFP guide, compared to the scramble 

condition (figure 20). 

Importantly, my conclusions are not restricted to one cell type only but they were also 

validated in RKO cells, where I observed a similar reduction of proliferation and increase of 

cell death in RKO GFP cells treated with the Cas9 expressing the GFP guide, compared to 

GFP cells treated with the Cas9 carrying the scramble guide and the WT conditions, further 

supporting the possibility of weaponizing the CRISPR/Cas9 system (figure 21).  

 

I also attempted to improve this result by designing nine additional distinct individual RNA 

guides spanning the entire GFP sequence to use in addition to the one already tested; the aim 

was to increase the number of Cas9 targets and consequently increase the impact of Cas9 in 

affecting the viability of the target cells. Moreover, since a Cas9-induced DSB is mainly 

repaired by the error-prone NHEJ pathway (Bothmer et al. 2017) thus generating potential 

resistant cell clones, multiple sites increase the possibility to keep inducing DSBs in the 

target cells. I compared three different conditions: cells treated with the Cas9 carrying the 

scramble guide, cells treated with Cas9 and only one GFP guide and cells treated with Cas9 

and the pool of GFP guides. What I observed both in HeLa and RKO cells was that the GFP 

cell lines were sensitive to DSBs induced by the single GFP guide as I previously 

demonstrated, while the treatment with the pool of GFP guides was not causing further 

toxicity. The approach based on the use of multiple guides was still inducing a reduction in 

proliferation and an increase death in the target cells, but the impact was comparable with 
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the one obtained by using only a guide. This result must be interpreted after verifying that 

all the guides are equally efficient in inducing a DSB in the target sequence by BLESS as 

the single one I compare them to; anyway, it could be possible that different Cas9 proteins 

carrying different sgRNAs compete to bind and cut the target sequence, impeding multiple 

simultaneous cuts in the GFP sequence. In addition, to deliver 10 different sgRNAs in WT 

and GFP cells, I had to decrease the concentration of individual guides in order to provide 

the same amount of plasmids of the other two conditions, possibly impacting on the 

expression levels, and consequentially on the efficiency, of the different GFP guides. In any 

case, the use of a pool of guides was not affecting at all the proliferation of the WT cells, 

exactly like the scramble guide and the single GFP guide, showing the absence of off-target 

effects: this bodes well for their use once increased efficacy is ascertained (figure 22). 

5.2 Repair inhibition of Cas9-induced DSB to increase cell death  

A powerful potential way to increase the effects of the Cas9-induced DNA damage in the 

GFP cells is DSB repair inhibition. 

 
5.2.1 DNA PK inhibitor to inhibit DSB repair 
 
There are different ways to inhibit the repair of a DSB, and one of the most powerful ones  

is the use of pharmacological inhibitors of DNA PK. DNA PK is a key protein in the NHEJ 

repair pathway and it is considered a possible therapeutic target to treat several tumors, 

especially if combined with chemotherapy or ionizing radiation (Lord, Garrett, and 

Ashworth 2006). Different inhibitors of DNA PK have been developed and it has been 

shown that the combination of these inhibitors with DNA-damaging agents like IR or 

doxorubicin increases the accumulation pATM, gH2AX and 53BP1 foci that persist in time 

causing genomic instability and reduced cell survival (Fok et al. 2019).  

Before testing the combination of Cas9-induced DSB and DNA PKi NU7441, I validated 

the combinatory effect of DSB generation by IR and inhibition of the repair by DNA PKi in 

killing treated cells. I irradiated cells with 1Gy in order to induce an amount of damage that 

is comparable with the one induced by Cas9. Even if I have observed an average of 3 foci of 

gH2AX and 53BP1 per cell upon Cas9 treatment, GFP cells have integrated around 16 copies 

of the GFP sequence, indicating that in principle cells could exhibit up to 16 DSBs at the 

same time. It has been reported that around 12 gH2AX foci are detectable 30 minutes upon 

1Gy irradiation (Redon et al. 2009). This value can vary according to the cell line, but it 

indicates that 1Gy could be the correct positive control for my experiments. I have compared 

not irradiated and irradiated cells that were treated with either DNA PKi or DMSO as control. 
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As expected, both HeLa and RKO cells responded similarly to the treatments, independently 

from the presence of the GFP sequence: irradiation alone is sufficient to reduce proliferation 

and kill cells, but the combination of IR and DNA PK inhibition abrogated almost 

completely cell proliferation (figures 23-24).  

 

Also the combination of sequence-specific DSBs induction by Cas9 and inhibition of their 

repair by DNA PKi increased cell death, but only in HeLa GFP cells, that contain the DNA 

target sequence of Cas9. DDR, checked by IF in terms of gH2AX and 53BP1 foci formation, 

was activated only in HeLa GFP cells treated with the Cas9 expressing the GFP guide, 

compared to HeLa GFP cells treated with the Cas9 expressing the scramble guide and the 

WT cells (figures 25-26). I characterized DDR in HeLa cells because RKO cells tend to die 

faster upon DNA damage induction, making the analyses for DDR markers more difficult. 

Instead, impaired proliferation upon the two treatments was validated both in HeLa and RKO 

GFP cells, strengthening the result and showing the specificity of Cas9, combined with DNA 

PKi, in killing only the cells with the target sequence (figure 27). 

Researches have already combined Cas9 and DNA PKi; indeed, as already mentioned, the 

main pathway involved in the repair of a Cas9-induced DSB is NHEJ, even in the presence 

of a donor template used for gene editing. To increase the rates of HR-mediated repair of the 

DSBs generated by Cas9, DNA PK was transiently inhibited, facilitating the incorporation, 

in the target genome, of the desired modification (Robert et al. 2015). In this case, instead, I 

am showing for the first time the potential of combining the generation of sequence-specific 

DSBs with the inhibition of their repair by using DNA PKi in selectively killing only HeLa 

GFP and RKO GFP cells, that simulate a cell system where several copies of a viral genome 

are integrated. 

I followed the behavior of the different cell lines for 5 days in Incucyte and I observed an 

almost completely abrogation of viability of the damaged GFP cells, especially in RKO GFP 

cells (figure 28). Anyway, it will be interesting to understand if the toxicity of the treatments 

can be stronger either with multiple administrations of DNA PKi or by studying the long-

term effects of the DSB repair inhibition by performing colony formation assays. 

I focused on the use of DNA PKi to impede the repair of the DSBs caused by Cas9 because 

NHEJ is the major pathway involved in DSB repair, but it would be interesting 

understanding if the inhibition of the HR pathway could lead to the same toxicity too. For 

example, Cas9 could be combined with an inhibitor of RAD51. Indeed, molecules have been 

reported to disrupt, by different mechanisms, HR and potentiate DNA damage induced cell 

death caused by either chemotherapy or IR (Scott et al. 2021). 
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However, these treatments are not specific because they can interfere also with the repair of 

endogenous DNA damage. Indeed, in the experiments performed using DNA PKi, I 

observed a slight non-specific toxicity of this molecule also in the undamaged conditions. 

For this reason, a sequence-specific DSB repair inhibitor would be ideal. 

 
5.2.2 Sequence-specific DNA repair inhibition by antisense oligonucleotides 
 
The generation of a DSB results in the recruitment of the RNA polymerase II complex that 

triggers the bi-directional transcription of dilncRNAs (Francia et al. 2012; Michelini et al. 

2017; Pessina et al. 2019). These RNA molecules are essential for the recruitment of 

downstream DDR factors like 53BP1, with which they interact. ASOs against dilncRNAs 

disrupt their function by inhibiting the assembly of a proper DDR focus and thus the repair 

of DSBs (Michelini et al. 2017; D’Alessandro et al. 2018). For this reason, ASOs are the 

only candidates as sequence-specific DSBs repair inhibitors. The possible combinatory 

effect of sequence-specific DSB induction by Cas9 and the sequence-specific inhibition of 

its repair by ASOs would kill only cells with the target of the treatments, while sparing all 

the other cells. 

I tested in HeLa GFP cells different ASOs against the dilncRNAs transcribed upon Cas9-

induced DNA damage in the GFP sequence to define the maximum concentration that can 

be used without detrimental effects on the control conditions (figure 30). I then validated 

their function by looking at 53BP1 foci formation upon Cas9-induced DSBs in HeLa GFP 

cells. Also in this system, as the others previously characterized in the lab, ASOs against the 

dilncRNAs transcribed from the GFP DSBs reduced the number of 53BP1 foci, compared 

to GFP cells treated with a control ASO and the uncut conditions (figure 31). 

I obtained only few preliminary data that suggest the synthetic lethality of the sequence-

specific DNA damage induction in the GFP sequence by Cas9 and the sequence-specific 

repair inhibition by GFP ASOs. These results need to be optimized but, if validated, they 

could have an impact in clinical applications, since they could open the possibility to explore 

the effectiveness of this therapeutic approach to any type of genomic aberrations, while 

sparing normal cells. 

 
5.2.2.1 Antisense oligonucleotides as a tool to cure diseases and ageing  
 
Antisense oligonucleotides against RNA molecules are a promising tool to treat diseases. 

Nine ASOs have been approved and are on the market to cure human diseases; in addition, 

nearly fifty additional ASOs are in clinical trials for the treatment of many human diseases 

(Crooke et al. 2021). 
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Our group showed the potential of ASOs in treating pathological conditions that involve 

telomeres. Indeed, we reported that uncapped/damaged telomeres induce the synthesis, 

accumulation, and processing of telomeric damage-induced long non coding RNAs 

(tdilncRNAs) arising from telomeric DNA ends (Nguyen et al. 2018; Rossiello et al. 2017) 

in a manner similar to what we showed at DSBs (Michelini et al. 2017). These RNA 

molecules are transcribed both at the G-rich and C-rich strands of dysfunctional telomeres 

of mammalian cells and then processed by DROSHA and DICER to produce short RNAs, 

named telomeric DNA damage response RNAs (tDDRNAs). The pairing between 

dilncRNAs and tDDRNAs allows the recruitment of DDR proteins, such as 53BP1, into 

DDR foci. This process is essential for the full activation of DDR signalling and repair at 

dysfunctional telomeres. 

The Hutchinson-Gilford progeria syndrome (HGPS) is a genetic disorder characterized by 

premature ageing features and caused by mutations in the Lamin A gene, which encodes a 

truncated lamin A protein called progerin, that lead to genome instability (De Sandre-

Giovannoli et al. 2003; Eriksson et al. 2003). Our laboratory identified a role for telomere 

dysfunction in driving HGPS pathology (Aguado et al. 2019), demonstrating that patients-

derived human primary fibroblasts and a HGPS mouse model present telomeric dysfunction, 

DDR activation and transcription of tdilncRNAs and tDDRNAs. ASOs against these RNA 

molecules block DDR activation at telomeres, reduce the proliferative defects caused by the 

expression of progerin and the entry into cellular senescence in vitro. Treatment with 

telomeric ASOs had a relevant effect also in vivo: indeed, they increased the proliferative 

capacity of HGPS patients’ fibroblasts and significantly extended lifespan of the HGPS mice 

by improving tissue homeostasis and reducing inflammation (Aguado et al. 2019). 

Telomeres can accumulate unrepaired DNA damage also during physiological aging 

(Fumagalli et al. 2012; Hewitt et al. 2012), that lead to persistent DDR activation and cellular 

senescence (Fumagalli et al. 2012; Rossiello et al. 2014). For this reason, we tested tASOs 

in a mouse model of accelerated ageing, which recapitulates many age-related conditions 

(Jaskelioff et al. 2011), because mice progressively shorten their telomeres at each 

generation due to the lack of Terc, the RNA component of telomerase (Blasco et al. 1997), 

a large ribonucleoprotein DNA polymerase, that elongates telomeres by de novo addition of 

TTAGGG DNA repeats at the chromosome ends (Greider and Blackburn 1985).  

Two months old Terc -/- mice were systemically treated with intraperitoneal injections of 

tASOs, or an ASO with a control sequence, two times a week for one month in order to 

inhibit telomeric DDR. Mice were then sacrificed at 12 months of age and their organs were 

collected for analyses. The Terc-/- tissues from tASOs-treated mice were compared with mice 

treated with control-ASOs and with age-matched wild type mice. We focused our attention 
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on the analysis of lungs, bone marrow and spleen, since these mice recapitulate several 

features of human ageing, such as pulmonary fibrosis and anemia. The histochemical 

analysis on lung sections revealed that the control ASO-treated mice are characterized by 

increased markers of DNA damage, as gH2AX and 53BP1, and DDR activation, as the ATM 

substrate pKap1; tASOs treatment leaves unaffected the levels of gH2AX but causes a 

significant decrease of 53BP1 and pKap1, similarly to the wild type control animals. tASOs 

against the telomeric RNA transcripts not only prevent DDR activation at dysfunctional 

telomeres, but also structural degeneration and inflammation of tissues associated with 

ageing, ameliorating the phenotype of both pulmonary fibrosis and peripheral blood anemia.  

Taken together, these results make tASOs a powerful therapeutic tool to inhibit DDR in vivo 

and for the treatment of human ageing and age-related pathologies, due to their high 

sequence specificity in targeting tncRNAs. 

                                                                                                  
5.2.3 The RNP approach as an alternative to the Cas9 lentiviral system 
 
Finally, I have also optimized the protocols to deliver the RNP complex in my experimental 

model. The RNP complex is composed by the Cas9 endonuclease already assembled with 

the sgRNA targeting the GFP sequence. The advantage of using this system is the very fast 

DSB generation because it avoids the delay due to the integration, transcription and 

translation of the lentiviral system, allowing the introduction of a DSB in the sequence of 

interest within few minutes after the treatment. In addition, RNP seems to be the most 

attractive way to use Cas9 in vivo because it has been shown that its use further reduces the 

risks of insertional mutagenesis and it has a high efficiency and low off-targets (Mout et al. 

2017). I have delivered the RNP complex both by transfection and electroporation in HeLa 

WT and GFP cells, but I was not able to detect the presence of the Cas9 protein by IF, 

probably because it is degraded very quickly (S. Kim et al. 2014). However, I was able to 

demonstrate the efficient delivery of the complex in the target cells following the induction 

of DNA damage, in terms of gH2AX and 53BP1 foci formation, in HeLa GFP cells treated 

with the GFP Cas9 (figures 33-34). In addition, I have also recapitulated some of the 

consequences of the DSBs generated with the lentiviral system: damaged HeLa GFP cells 

showed an increase in micronuclei production and in IL-6/IL-8 mRNA expression, 

suggesting an activation of inflammatory pathways. Even if I have detected a small 

percentage of micronuclei and the expression of IL-6 also in HeLa WT cells treated with the 

GFP Cas9, the effect is not comparable with the response of GFP cells to DNA damage 

generation, indicating a prompter reaction in the target cells, compared to controls (figure 

35). 
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DNA damage induction, through gH2AX and 53BP1 foci formation, was achieved in HeLa 

GFP cells also by electroporating the RNP + GFP sgRNA complex, indicating that both the 

delivery methods are effectively transporting the endonuclease in the target cells (figure 36). 

These results have to be improved and the viability of RNP treated cells has to be studied, 

but these data suggest that the RNP complex could be a valid alternative to the lentiviral 

system in inducing sequence-specific DSBs and recapitulating the events that I have 

observed upon cut in HeLa GFP cells. Moreover, the rapidity by which the RNP complex 

can be delivered into the cells and starts cutting makes it a good candidate for being 

combined with the ASO treatment to characterize the effects of a sequence-specific DSB 

induction and repair inhibition. 

 
5.2.4 Senolytics in combination with sequence-specific DSB induction 
 
The generation of DSBs into the genome can induce a transient cell cycle arrest to allow the 

repair. If the damage is particularly severe, cells can undergo cell death or cellular 

senescence (d’Adda di Fagagna 2008). 

In particular, senescence is a permanent arrest in proliferation caused by different cellular 

stresses, such as persistent DDR activation (Fumagalli et al. 2014). Senescent cells release 

inflammatory factors (SASP) and it has been shown that this can be due to the sensing by 

cGAS of cytosolic DNA that activates the stimulator of interferon genes (STING), 

supporting paracrine senescence (Glück et al. 2017). 

I discovered that DSB generation by Cas9 induces the expression of inflammatory cytokines 

and chemokines through the cGAS pathway, similarly to senescent cells. It would be 

interesting to to test if also senescence markers like SA-b-galactosidase, p21 and p16 are 

expressed (Di Micco et al. 2021) and study if the combination of Cas9 with a senolytic like 

navitoclax, a Bcl-2 family protein inhibitor that binds to multiple anti-apoptotic Bcl-2 family 

proteins (Zhu et al. 2016), can further kill persistent damaged cells, compared to Cas9 

treatment alone. 

This could open two interesting biological questions: the first one is the possible synergy 

between the DSBs generated by Cas9 and the use of senolytics to kill damaged and senescent 

cells; the second one is the potential of Cas9 in inducing DNA damage in malignant cells 

and a consequent senescence state in vivo. In this case, senescent cells could release 

inflammatory factors that could attract immune cells for the clearance of the cells that are 

the target of the therapy (Childs et al. 2014). 
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To better characterize the possible effects of Cas9 in inducing senescence, I created another 

cell line named MCF10A GFP. Indeed, it is known that this cell line can enter in a 

senescence-like phenotype upon genotoxic stress (Maya-Mendoza et al. 2014). I infected 

MCF10A cells with the the pLenti-CMV-MCS-GFP-SV-puro lentiviral vector in order to 

introduce the promoterless GFP sequence and establish a stable cell line. 

To have an estimate of how many copies of the GFP sequence have been integrated into the 

genome of these infected cells, I extracted genomic DNA MCF10A, both the WT and the 

GFP cell lines. I designed primers against the GFP sequence and I performed a real time-

qPCR to detect the relative amounts of the GFP gene DNA compared to a single-copy gene 

as actin (figure 38A). Comparing the Ct of the GFP gene with the Ct of the actin gene, I 

estimated that around 16 copies of the pLenti-CMV-MCS-GFP-SV-puro Dpromoter 

lentiviral vector have been integrated per cell. FISH has validated this number also in 

MCF10A GFP cells, like in HeLa and RKO cells (see the results section). Also in this case 

the GFP copies seem to have been integrated at individual sites into the genome and not in 

cluster (figure 38B). 

 

 
 
Figure 38. Generation of the MCF10A experimental system. 
(A) Relative number of integrated GFP copies in MCF10A cells detected by qPCR, compared to 
actin. (B) A representative image of FISH signals showing the single integrations of the GFP 
sequence in the genome of MCF10A cells. 

 

5.2.5 Immune checkpoint inhibitors in combination with Cas9-induced DSB 
 
Chemotherapy is one of the main treatments against cancer and it includes DNA damaging 

drugs. Immunotherapy has recently emerged as an additional approach which include the 

use of  inhibitors of immune checkpoint proteins like the programmed cell death protein-1 
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(PD-1) and the programmed death ligand-1 (PD-L1) (Sriram et al. 2021). PD-1 is a receptor 

commonly found on the surface of T cells and it involved in the regulation of autoimmunity; 

PDL-1, instead, it is found on different cells like macrophages, activated T and B cells, but 

it is also often overexpressed in tumor cells (Han, Liu, and Li 2020). The binding between 

PD-1 and PDL-1 allows the immune evasion of malignant cells; the blockage of the 

interaction between the two receptors by using specific antibodies is used as an antitumor 

activity because it enhances T cells response (Liu et al. 2021).  

The upregulation of PDL-1 in cancer cells can be the consequence of the accumulation of 

somatic mutations due to defects in the DDR genes, thus generating neoantigens (Kakoti et 

al. 2020); other studies indicated that the overexpression is due to the DSBs generated by 

the DNA damaging agents used for the therapy because of the activation of DDR and the 

consequent stimulation of the STAT1/3-IRF1 pathways. It could explain why the 

combination of IR and immune checkpoint inhibitors promotes immunity against the tumor 

(Sato et al. 2017). 

Another study has associated the effects of DNA damaging agents and immune checkpoint 

inhibitors to stimulate the immune system in killing cancer cells. DSBs induced in the tumor 

cells activate pathways like the DNA-PK, ATR, p38 signaling pathways that cause, together 

with other cellular processes not yet identified, the release of cytokines that boost the 

antitumor response by activating T cells (Sriram et al. 2021). 

In addition to the pathways already cited, PD-L1 expression is controlled by the activator 

protein-1, a group of transcription factors that control a wide range of cellular processes and 

play an important role in different aspects of T cell activation and differentiation (Zerdes et 

al. 2018; Atsaves et al. 2019). 

I observed, in the RNA-seq experiments, the activation of the AP-1 transcription factor in 

HeLa GFP cells upon Cas9-induced DNA damage. Indeed, it has been shown that cytokines 

like TNFa can activate AP-1 (Qiao et al. 2016). It would be interesting to validate if the 

inflammatory response caused by the DNA damage generated by Cas9 is sufficient to 

stimulate the AP-1 transcription factor and the consequent transcription of PD-L1. In that 

case, Cas9 could represent a novel DNA damaging agent that can induce the transcription of 

PD-L1 and can be combined with immune checkpoint inhibitors to kill malignant cells. 

 

5.3 Future perspectives  

Taken together, my experiments suggest the possibility of weaponizing the CRISPR/Cas9 

system to selectively eliminate cells that have an aberrant genomic sequence. As a proof of 

concept, I created two model systems, based on the GFP sequence, to simulate cells infected 
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with multiple copies of an integrated proviral genome. I showed, in HeLa GFP cells, that the 

Cas9 cutting within the GFP sequence selectively kill cells with the target DNA sequence. 

Moreover, it activates DDR, generates cGAS-positive micronuclei that elicit an 

inflammatory response. Cas9-induced cell death was observed in both HeLa GFP and RKO 

GFP systems, strengthening my conclusions. In order to prove that this cascade of events is 

the consequence of the DNA damage induced by Cas9, I am planning to perform the same 

experiment by using a dead Cas9 able to bind the GFP sequence but not to cut it. In this way, 

I am expecting to demonstrate that cell death of target cells is not due to a Cas9 association 

with the target sequence, but to the effects caused by the actual DNA damage introduced by 

the nuclease.  

Cas9-induced DSBs elicit an inflammatory response in HeLa GFP cells. Since cytokines and 

chemokines are molecules secreted by the cells in response to a stimulus, I am planning to 

further validate the expression of these molecules by performing a Bio-Plex assay, a bead-

based multiplex immunoassay that allows the quantification of different cytokines 

simultaneously starting from few microliters of the supernatant of Cas9 treated cells. 

The sequence-specific generation of DNA damage by Cas9 is able to reduce the proliferation 

of HeLa GFP cells and increase their death, compared to the undamaged conditions. I 

demonstrated that Cas9 produces a similar impact on the viability of RKO GFP cells; 

however, RKO cells express cGAS but they are defective for STING (Goedegebuure et al. 

2021). It would be interesting investigating which mechanisms are stimulated in RKO GFP 

cells upon DSB induction by the endonuclease. It would help also in understanding which is 

the main type of programmed cell death that is activated upon Cas9-induced DNA damage. 

Indeed, I monitored cell viability and mortality in Incucyte, taking advantage of a dye that 

enters in cells that have lost membrane integrity; it allowed me to distinguish between alive 

and dead cells, but without providing indications about the cell death pathway involved.  

I also observed that cells start dying three days upon lentivirally-delivered Cas9. To 

accelerate Cas9-induced cell death, I am testing if the RNP complex can be an alternative to 

the viral system: I delivered in HeLa cells the Cas9 endonuclease already assembled with 

the sgRNA targeting the GFP sequence by both transfection and electroporation; in this way, 

Cas9 can start introducing DSBs as soon as it enters the nucleus. DNA damage, in terms of 

gH2AX and 53BP1 foci formation, was efficiently generated in HeLa GFP cells treated with 

Cas9 and the GFP guide. I am planning to monitor if this system is able to recapitulate the 

effects caused by the DSBs generated with the lentiviral system. 

Anyway, DSBs can be repaired with the insertion of mutations and the target site of Cas9 

can be lost. I am investigating two possible ways to overcome this limitation. The first one 

is to increase the number of Cas9 targets. Indeed, I designed nine additional RNA guides 
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against different sites of the GFP sequence, in order to exacerbate the effects of Cas9-

induced DNA damage. I monitored cell viability and mortality and I observed that the 

approach based on multiple guides did not implement the results obtained by using only one 

GFP guide. However, this system has to be further characterized: I have to verify if all the 

guides are cutting the GFP sequence with the same efficiency and if the different Cas9 

associated with different RNA guides compete to bind and cut the DNA target. 

The second way that I am investigating to increase the toxicity caused by the DNA damage 

induced by Cas9 is the combination of this DNA damaging agent with an inhibitor of DSB 

repair. I first demonstrated, both in HeLa and RKO GFP cells, combinatory effect of 

sequence-specific DSB induction by Cas9 and repair inhibition by DNA PKi. However, 

since DNA PKi is not a specific treatment because it can inhibit the repair of endogenous 

DNA damage, a sequence-specific DSB repair inhibitor is needed. For this reason, I started 

testing ASO against dilncRNAs transcribed from the break generated by Cas9 in the GFP 

sequence. I validated ASOs function in HeLa GFP cells by looking at 53BP1 foci formation 

upon Cas9-induced DNA damage. Excitingly, GFP ASO reduced the number of 53BP1 foci 

in cells treated with the Cas9 expressing the GFP guide, compared to cells treated with a 

control ASO and cells treated with the Cas9 expressing the scramble guide, showing that 

they can efficiently switch off DDR signaling. I am planning to investigate if the sequence-

specific DSBs generation in the GFP sequence by Cas9 and the sequence-specific repair 

inhibition by GFP ASO can work together to kill GFP cells. If validated, these results could 

open the possibility to explore the therapeutic potential of a sequence-specific approach to 

kill cells carrying a genomic aberration that is the target of the treatments, while sparing 

normal cells. 
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Impact of SARS-CoV-2 on DNA damage and repair 

 
The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is the virus responsible 

for the coronavirus disease 2019 (COVID-19) pandemic and it is still affecting people’s 

health after two years. Although vaccines are helping in containing the spreading of the virus 

and reducing the most severe symptoms of the disease, to date there are no treatments to cure 

the pathology and for this reason a better characterization of the mechanisms of action of the 

virus in human cells is necessary. 

It has been reported that the coronavirus infectious bronchiolitis virus (IBV) activates the 

DNA damage response and arrests cell cycle of the host cells, because it causes replication 

stress due to the interaction of the viral protein NSP13 with the cellular DNA polymerase d  

(Xu et al. 2011). Inspired by this study, in this last year and a half I worked to elucidate the 

impact of SARS-CoV-2 on DNA damage and DDR and I contributed to identify at least two 

ways by which the virus threatens genome integrity: it reduces dNTP levels and impairs 

DNA repair. Indeed, we discovered that SARS-CoV-2 infection is sufficient to cause DNA 

damage. We demonstrated it in two independent cell lines and in primary human nose 

epithelial cells infected with actual SARS-CoV-2 virus. We detected DNA damage by 

performing comet assays and analysing an extensive set of markers of DDR activation by 

quantitative immunoblots and at the single-cell level by immunofluorescence. 

We investigated the possible mechanisms that lead to DNA damage generation and we 

demonstrated that SARS-CoV-2 cause the degradation of the CHK1 protein, and 

consequently of the ribonucleoside-diphosphate reductase subunit M2 (RRM2), involved in 

the conversion of rNTPs in dNTPs, and whose expression is controlled by CHK1. 

I demonstrated the accumulation of gH2AX, pRPAS4/8 and pKAP1S824 foci, and the loss of 

CHK1 and RRM2 in infected cells, compared to controls, by immunofluorescence studies. 

Moreover, the decreased availability of dNTPs, that suggests an accumulation of rNTPs 

necessary to the virus for its own replication, leads to an altered S-phase progression, as I 

showed by flow cytometry. In addition, I observed induction of micronuclei, often stained 

positive for cGAS by IF, that triggers the expression of inflammatory cytokines. 

I also noticed that, upon SARS-CoV-2 infection, the accumulation of gH2AX foci was not 

accompanied by colocalizing 53BP1 foci. We discovered that the SARS-CoV-2 N protein 

sequesters the cellular RNAs transcribed upon damage, impeding the recruitment of 53BP1 

at the damaged DNA sites and interfering with their repair. 
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Most importantly, we recapitulated the main findings in vivo: in a SARS-CoV-2-infected 

mouse model (expressing the human ACE2) and in autoptic material from a cohort of human 

patients in which we analysed DDR events both in the lungs and in nose epithelia. 

Taken together, these results can explain the inflammatory response observed in patients and 

complement the recent findings that indicate viral-induced cellular senescence (Lee et al. 

2021). 
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ABSTRACT 
SARS-CoV-2 is the RNA virus responsible for the COVID-19 pandemic. Although several 

cellular pathways have been shown to be altered by SARS-CoV-2 infection, its impact on 

DNA integrity and the mechanisms involved are yet to be determined. Here we show that 

SARS-CoV-2 infection causes DNA damage and elicits a non-canonical activation of the 

damage response (DDR). SARS-CoV-2 gene products cause the reduction of the DDR 

kinase CHK1 and the consequent decrease of RRM2, part of the ribonucleotide reductase 

complex. This causes dNTP shortage and altered S-phase progression leading to DNA 

damage accumulation, cGAS activation and expression of proinflammatory cytokines. In 

addition, we show that SARS-CoV-2 N-protein, an abundant RNA binding protein, by 

competing with 53BP1 for the association with damage-induced long non-coding RNAs 

(dilncRNAs), impairs 53BP1 foci formation and reduces DNA repair by non-homologous 

end joining (NHEJ). Markers of DDR activation, in their altered form, are observed in the 

lungs of SARS-CoV-2-infected mice expressing human ACE2 and of COVID-19 patients.  
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We propose that SARS-CoV-2 infection, by boosting rNTP levels to promote its own 

replication at the expenses of dNTP, and by interfering with dilncRNAs biology, impacts on 

genome integrity causing DDR activation, activation of proinflammatory pathways and 

promoting cellular senescence. 

 

 

INTRODUCTION 
Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is a highly transmissible 

single-stranded RNA virus, responsible for the ongoing coronavirus disease 2019 (COVID-

19) pandemic (V’kovski et al. 2021). Its 30 kb genome encodes for 26 polypeptides (SARS-

CoV-2 reference genome, NC_045512.2) which include 16 non-structural proteins (NSPs) 

necessary for viral replication and transcription, 4 structural proteins like the nucleocapsid 

(N) and the spike (S) proteins required for virion assembly, and 6 accessory proteins 

involved in viral replication (Yang and Rao 2021). 

Virus infections can impact several cellular pathways including the DNA damage 

response (DDR). While the interplay between DNA viruses and DDR has been studied in 

some detail (Lilley, Schwartz, and Weitzman 2007), the impact of RNA viruses is less 

known (Ryan, Hollingworth, and Grand 2016). For example, the coronavirus infectious 

bronchiolitis virus (IBV) was shown to activate DDR in a manner mediated by the viral 

protein NSP13 leading to cell cycle arrest (Xu et al. 2011). Although SARS-CoV-2 infection 

has been suggested to engage some components of the DDR machinery (Bouhaddou et al. 

2020; Victor et al. 2021; Lipskaia et al. 2021; D’Agnillo et al. 2021), a thorough 

characterization and a mechanistic understanding of the interplay between SARS-CoV-2 and 

DDR is lacking. 

The DDR is a network of pathways that sense DNA lesions, signal their presence and 

coordinate their repair (Jackson and Bartek 2009). Ruptures in the DNA, single-strand and 

double-strand breaks (SSBs and DSBs), are detected by replication protein A (RPA) and by 

the MRE11-RAD50-NBS1 (MRN) complex, respectively (Polo and Jackson 2011). Such 

factors guide the recruitment of the apical DDR kinases ataxia telangiectasia and Rad3-

related (ATR) or ataxia-telangiectasia mutated (ATM) at SSBs or DSBs, respectively (Polo 

and Jackson 2011). ATR and ATM undergo autophosphorylation and, once activated, they 

phosphorylate several DDR factors, including the effector kinases CHK1 and CHK2, which, 

together with their phosphorylated targets, ultimately enforce cell-cycle arrest (Polo and 

Jackson 2011). DDR activation can cause cell death, cellular senescence (d’Adda di Fagagna 

2008; Di Micco et al. 2021), inflammation (Rodier et al. 2009) and genome instability, which 

in turn can promote tumorigenesis (Jackson and Bartek 2009).  
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We have recently demonstrated that the induction of a DSB results in the local 

recruitment of a functional RNA Polymerase II complex that triggers the bi-directional 

transcription of a novel class of RNA molecules named damage-induced long non-coding 

RNAs (dilncRNAs) (Michelini et al. 2017; Pessina et al. 2019). These RNAs are necessary 

for the stable recruitment of DDR factors like p53-binding protein 1 (53BP1), with whom 

they interact, at the DSB in the form of foci (Michelini et al. 2017; Pessina et al. 2019). 

Inhibiting the synthesis or functions of dilncRNAs disrupts the assembly of DDR foci and 

impairs DNA repair by homologous recombination (HR) and non-homologous end-joining 

(NHEJ) (Michelini et al. 2017; Pessina et al. 2019; D’Alessandro et al. 2018). dilncRNAs 

support 53BP1 foci formation by promoting its liquid-liquid phase separation (LLPS) (Kilic 

et al. 2019; Pessina et al. 2019). Interestingly, also SARS-CoV-2 N-protein has been shown 

to phase-separate in a RNA-dependent manner (Savastano et al. 2020; Perdikari et al. 2020). 

In the present study we show that SARS-CoV-2 infection causes DNA damage and the 

activation of a non-canonical DDR. This is associated with the degradation of the DDR 

kinase CHK1 and the loss of RRM2, a component of the ribonucleotide reductase complex 

(Naruyama et al. 2008), which leads to dNTP shortage and impaired S-phase progression, 

with consequent DNA damage accumulation, DDR activation and induction of 

inflammatory cytokines. In addition, we demonstrate that SARS-CoV-2 N-protein impairs 

53BP1 recruitment at DSB by competing with dilncRNAs binding, ultimately reducing DNA 

repair by NHEJ. Finally, we show that these events occur in vivo in a mouse model of SARS-

CoV-2 infection and in COVID-19 patients.  

Overall our results may provide a mechanism for the inflammatory response observed in 

COVID-19 patients and the recently reported virus-induced cellular senescence (Lee et al. 

2021).  

 

 

RESULTS 
SARS-CoV-2 infection causes DNA damage and non-canonical DDR activation in 

cultured human cells. 

We studied the potential engagement of the DDR pathways at different time points upon 

infection by SARS-CoV-2 of human Huh7 cells by immunoblotting of whole cell lysates. 

As reference we used mock-infected cells and as positive controls we used cells treated either 

with hydroxyurea (HU), which induces DNA replication stress and activates the ATR-CHK1 

axis (Koç et al. 2004; Shechter, Costanzo, and Gautier 2004), or with ionizing radiation (IR) 

that causes the formation of DSBs and mainly activates the ATM-CHK2 pathway (Jackson 

and Bartek 2009) (Fig. 1A). By the use of different phospho-specific antibodies, we observed 
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that SARS-CoV-2 infection triggered the autophosphorylation, and thus activation, of the 

master kinases DNA-PK (pDNA-PKS2056 – involved in DNA repair) and ATM (pATMS1981) 

but not ATR (pATRT1989) (Fig. 1A,B). Surprisingly however, CHK2, the direct downstream 

target of ATM kinase activity, was neither phosphorylated on its activating site (T68) nor 

showed an electrophoretic shift: this suggests an impaired signal transduction along the 

ATM-CHK2 axis (Fig. 1A,B). Similarly, CHK1, a kinase acting downstream of ATR, was 

not phosphorylated on S317. Differently, KAP1 (also known as TRIM28), a chromatin-

bound ATM target, was strongly phosphorylated (pKAP1S824) in SARS-CoV-2 infected cells 

(Fig. 1A,B). Also, P53 was not significantly phosphorylated on S15, a target site of ATM- 

and ATR-mediated phosphorylation (Fig. 1A,B). In addition, SARS-CoV-2 caused the 

robust phosphorylation of H2AX (gH2AX) and RPA (pRPAS4/8), markers of DSB and SSB, 

respectively (Jackson and Bartek 2009) (Fig. 1A,B). All this was not associated with 

significant rates of apoptosis in these settings (Fig. S1A). Similar conclusions were reached 

upon a parallel analysis of Calu-3 human lung epithelial cells infected by SARS-CoV-2 (Fig. 

S1B,C).  

To confirm and extend at single-cell resolution the impact of SARS-CoV-2 infection on 

DDR activation, we performed quantitative immunofluorescence analyses of the same 

samples described above.  We observed increased numbers of DDR foci per cell of gH2AX, 

pRPAS4/8 and pKAP1S824 in infected compared to mock-infected cells (Fig. 1C,D). 

Elevated pRPAS4/8 and gH2AX signals observed in infected cells is a strong indication 

of DNA damage accumulation. To directly monitor the impact of SARS-CoV-2 on physical 

DNA integrity, we performed comet assays in infected or mock-infected Huh7 cells. We 

observed more DNA fragmentation in SARS-CoV-2-infected cells compared to control 

cells, as measured by tail moment analyses (Fig. 1E,F).  

Nuclear DNA damage released in the cytoplasm can be sensed by the cGAS-STING 

pathway that, when activated, triggers an inflammatory response (Harding et al. 2017). We 

therefore investigated whether cGAS-STING and the inflammatory pathways were elicited 

in cultured cells upon SARS-CoV-2 infection. To do so, we used SARS-CoV-2 infected or 

mock-infected Calu-3 cells, as the Huh7 cell line does not express neither cGAS or STING 

(Thomsen et al. 2016). By immunofluorescence analyses, we appreciated increased cGAS 

dotted signals in infected Calu-3, indicating that the cGAS-STING pathway was indeed 

engaged by SARS-CoV-2 infection (Fig. S1D,E). In addition, infected cells exhibited a 

higher number of micronuclei, which also stained positive for cGAS (Fig. S1D,E), 

suggestive of the release of damaged nuclear DNA in the cytosol following infection. 

Next, we monitored by RT-qPCR the impact of DNA damage accumulation and cGAS-

STING activation on the transcriptional induction of pro-inflammatory response genes in 
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SARS-CoV-2-infected or mock-infected Calu-3. Our analyses revealed a significant 

upregulation of mRNA expression of IL6, IL8, CXCL10 and TNFa genes in the infected 

samples (Fig. S1F). 

In sum, these results indicate that SARS-CoV-2 infection generates nuclear DNA 

damage that activates different components of the DDR pathways, however in a non-

canonical manner, suggesting a potential interference by viral gene products in this process. 

Such virus-induced genome instability engages the cGAS-STING pathway and promotes 

pro-inflammatory cytokines expression.
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Figure 1 
SARS-CoV-2 infection causes DNA damage and non-canonical DDR activation. A) 
Immunoblotting of whole cell lysates of Huh7 cells infected, or not, with SARS-CoV-2 analyzed by 
immunoblotting at different time points post-infection for markers of DDR activation. Lysates from 
Huh7 cells not-treated (NT) or treated with 6 mM hydroxyurea (HU) or exposed to 2 Gy ionizing 
radiation (IR) and collected at different time points were used as positive controls. Viral replication 
was monitored by probing for SARS-CoV-2 N protein. B) Quantification of activated protein levels 
shown in A. Values are means ± s.e.m. of three independent infections and normalized to mock-
infected samples. C) Representative immunofluorescence (IF) images of SARS-CoV-2 infected (V+) 
or mock-infected (V-) Huh7 cells fixed at 48 h post-infection and stained for DDR markers. SARS-
CoV-2 N protein was used to label infected cells. Nuclei were stained with DAPI. Scale bar = 10 
µm. D) Quantification of DDR activation shown in C. Each dot is a nucleus. Horizontal red bars are 
the means ± s.e.m. of three independent infections – at least 100 cells per condition were scored. E) 
Images of comet assays of mock- and virus-infected Huh7 cells. F) Quantification of comet tail 
moment shown in E. Horizontal black bars represent the median values ± 95% CI of three 
independent infections – at least 80 cells per condition for each biological replicate were scored.
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Figure S1 
A) Cleaved Caspase-3 (cCASP3) analysis by immunoblotting of whole lysates of Huh7 cells infected 
or not with SARS-CoV-2 at different time points. Lysates from HCT116 treated with valproic acid 
(VPA) were analyzed as a positive control for apoptosis activation. Probing for tubulin was used as 
a loading control. B) Validation of the activation of the key DDR markers by immunoblotting of 
whole lysates of Calu-3 cells infected or not with SARS-CoV-2 at different time points. Viral 
replication was monitored by probing for SARS-CoV-2 N protein. C) Quantification of protein levels 
from infected Calu-3 shown in B; values are the means ± s.e.m. of three independent infections and 
shown as relative to mock-infected samples. D) Representative images of 24 h infected or mock-
infected Calu-3 cells stained for cGAS and N-protein. E) Quantification of cGAS activation and 
micronuclei induction shown in D: values are the means ± s.e.m. of three independent experiments; 
at least 100 cells were scored for each sample; arrows point to cGAS+ micronuclei (scale bar = 10 
µm). F) Analysis of the expression of pro-inflammatory cytokines by RT-qPCR in total RNA from 
24 h infected (V+) or mock-infected (V-) Calu-3 cells. Values are the averages ± s.e.m. of three 
independent experiments and shown as relative to mock-infected samples. 
 

 

SARS-CoV-2 infection causes decreased CHK1 and RRM2 protein levels and dNTPs 

shortage. 

While studying individual DDR proteins activation, we noticed that CHK1 protein amounts 

progressively decreased upon infection in both Huh7 and Calu-3 cells (Fig. 1A, 2A-C and 

S2A,B). CHK1 protein level was affected mainly post-transcriptionally, as its mRNA did 

not decrease significantly (Fig. S2C,D). CHK1 loss has been shown to be sufficient to cause 

DNA replication stress and DNA damage accumulation (González Besteiro et al. 2019). 

Noteworthy, besides its functions in DDR, CHK1 has been reported to control the expression 

of the Ribonucleoside-diphosphate Reductase Subunit M2 (RRM2), the small subunit of the 

ribonucleotide reductase (RNR) enzyme that converts rNTPs into dNTPs, which are 

necessary for DNA synthesis (Naruyama et al. 2008; Zhang et al. 2009). We thus tested 

RRM2 mRNA and protein levels by RT-qPCR, immunoblotting and immunofluorescence. 

We consistently observed that RRM2 mRNA and protein levels progressively and 

significantly decreased following SARS-CoV-2 infection in all our tests (Fig. 2A-C and 

S2A-D). 

Then, to address if RRM2 loss observed in infected cells caused an actual decrease in 

dNTP availability, we directly measured individual dNTP concentrations in SARS-CoV-2 

infected or mock-infected Huh7 and Calu-3 cell lines. Our analyses revealed that SARS-

CoV-2 infection indeed reduces the levels of cellular dNTPs (Fig. 2D).     

Inhibition or depletion of RRM2 and the consequent dNTP shortage can prevent DNA 

synthesis, ultimately hampering S-phase progression (Koç et al. 2004; Naruyama et al. 

2008). To monitor cell cycle progression following SARS-CoV-2 infection, we measured 

DNA content in infected or mock-infected cells by propidium iodide staining followed by 



 149 

flow cytometry analysis. Interestingly, we observed that the percentage of cells in S-phase 

significantly increased in SARS-CoV-2-infected cells with respect to control samples (Fig. 

2E,F) – this was confirmed by strongly reduced levels of CDT1, a marker of G1-phase which 

is rapidly degraded in S-phase (Higa et al. 2003; Hu et al. 2004; Sansam et al. 2006) (Fig. 

S2E,F). We additionally pulse-labelled cells with BrdU for 1 h prior to flow cytometry. We 

observed an increased percentage of BrdU-negative cells in S-phase in SARS-CoV-2-

infected samples (Fig. 2G). These results demonstrate an impaired S-phase progression 

following infection. 

We then probed which viral gene product could be responsible for CHK1 

downregulation. We therefore individually expressed in Huh7 cells 24 of the 26 annotated 

SARS-CoV-2 proteins (Gordon et al. 2020) (SARS-CoV-2 reference genome, 

NC_045512.2) and analysed their impact on CHK1 levels by immunoblotting and 

immunofluorescence. Among the SARS-CoV-2 gene products tested, ORF6 and NSP13 

were the factors with the strongest impact on CHK1 protein levels (Fig. 2H,I and S2G). Of 

note, the expression of these viral factors also reduced RRM2 levels and caused increased 

gH2AX and RPA phosphorylation (S4/8) (Fig. 2J,K). 

Overall, these results are consistent with a model in which SARS-CoV-2 gene products 

cause CHK1 loss, which reduces RRM2 levels and consequently the pool of available 

dNTPs, impairing DNA replication and proper S-phase progression. Defects in DNA 

replication following SARS-CoV-2 infection may subsequently lead to DNA damage 

accumulation, ultimately exacerbating the inflammatory response.  

 
 
CHK1 loss is sufficient to reduce RRM2 levels, cause DNA damage and contribute to 

inflammation. 

To determine a causative role of CHK1 for RRM2 altered expression and DNA replication 

defects, we depleted CHK1 in Huh7 cells by RNA interference and studied their cell-cycle 

profile by flow cytometry. Consistent with previous reports (Naruyama et al. 2008), we 

observed that cells knocked down for CHK1 accumulate in S-phase (Fig. 3A,B and S3A). 

Moreover, by pulse-labelling CHK1-depleted cells with BrdU for 1 h prior to flow cytometry 

analysis, we observed a much higher fraction of BrdU-negative cells compared to control 

samples (Fig. 3C). This indicates that CHK1-depleted cells fail to complete S-phase, 

recapitulating the phenotypes observed in SARS-CoV-2 infected cells (Fig. 2G). 

Next, we examined RRM2 protein levels in CHK1 knocked-down (siCHK1) and control 

(siCTRL) cells. We observed that CHK1 depletion was sufficient to reduce RRM2 levels 

and cause DNA damage, as indicated by increased pRPAS4/8 and gH2AX signals, and 



 150 

activation of P38/MAPK and STAT1 pathways (Fig. 3D,E). Notably, SARS-CoV-2 

infection also strongly elicited both P38 and STAT1 cascades (Bouhaddou et al. 2020) (Fig. 

S3B). These results suggest that CHK1 depletion, by triggering P38/MAPK and STAT1 

signalling, could contribute to the activation of the pro-inflammatory pathways. Therefore, 

to investigate the effects of CHK1 loss on inflammation, we transfected Calu-3 cells with 

siCHK1 or siCTRL and analysed by RT-qPCR the mRNA levels of pro-inflammatory 

cytokines. We observed that CHK1-depleted Calu-3 cells displayed higher levels of IL1b, 

IL6, CXCL9, CXCL10 and TNFa mRNAs (Fig. 3F), indicating that lack of CHK1 may be 

sufficient to trigger an inflammatory response.  

In sum, CHK1 loss is sufficient to recapitulate some events observed in SARS-CoV-2-

infecetd cells such as RRM2 reduction and impaired S-phase progression, and to activate 

inflammatory pathways.  
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Figure 2 
SARS-CoV-2 infection reduces CHK1 and RRM2 levels ultimately leading to dNTP shortage. 
A) Representative immunoblots on total protein lysates of SARS-CoV-2 infected Huh7 cells 
collected at the indicated time points post-infection. B) Histograms show the densitometric analyses 
of RRM1, CHK1 and RRM2 protein amounts normalized on H3 levels; values are the averages ± 
s.e.m. of three independent infections and shown as relative to mock-infected cells. C) Selected 
images of SARS-CoV-2 (V+) infected or mock-infected (V-) Huh7 cells fixed at 48 h post-infection 
and stained for CHK1 (green), RRM2 (yellow) and SARS-CoV-2 N protein (red); nuclei were 
counter-stained with DAPI (blue) (scale bar = 10 µm). D) dNTP concentration was measured in 48 
h and 24 h infected or mock-infected Huh7 (left) and Calu-3 (right) cell lines, respectively. Values 
are the means ± s.e.m. of at least two independent infections and shown as relative to mock-infected 
samples. E) cellular DNA content measured by flow cytometry in propidium iodide (PI)-stained 
infected- or mock-infected Huh7 cells fixed 48 h post-infection. F) Graphical representation of cell 
cycle phase distributions shown in E; values are the means ± s.e.m. of three independent infections. 
G) Bivariate plot showing DNA content (PI staining) and BrdU incorporation measured by flow 
cytometry in infected- or mock-infected Huh7 cells fixed at 48 h post-infection. H) Representative 
images of Huh7 cells expressing 2xStrep-tagged SARS-CoV-2 ORF6, NSP13 or GFP as a control, 
fixed at 48 h post-transfection and stained with anti-Strep-tag (green) and anti-CHK1 (red) 
antibodies; nuclei were stained with DAPI (blue) (scale bar = 10 µm). I) Histograms showing the 
percentage of CHK1-expressing cells (CHK1+) among transfected ones (STREP-Tag+) as 
determined in H; values are the averages ± s.e.m. of three independent experiments; at least 75 cells 
were scored for each condition. J) Analysis of RRM2, pRPAS4/8 and gH2AX levels by 
immunoblotting of whole lysates obtained from Huh7 cells transfected with plasmids expressing the 
indicated SARS-CoV-2 proteins. K) Quantification of protein amounts shown in J and normalized 
over vinculin: values are the means ± s.e.m. of three independent transfections; cells expressing GFP 
were used as a reference.     
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Figure S2 
A) Representative immunoblots of protein lysates from Calu-3 cells infected with SARS-CoV-2 at 
the indicated time points (hours). B) Histograms show the densitometric analysis of the protein 
amounts normalized over H3 levels; values are relative to mock-infected cells and represented as the 
averages ± s.e.m. of three independent infections. C,D) Profiling of CHK1 and RRM2 mRNA 
expression by RT-qPCR in infected (V+) or mock-infected (V-) Huh7 and Calu-3 cells, respectively, 
at the indicated time points post-infection; values are the means ± s.e.m. of three independent 
infections. E) CDT1 analysis by immunoblotting of the samples shown in Figure 1A. F) CDT1 
analysis by immunoblotting of the samples shown in A. G) Histograms represent the densitometric 
analysis of CHK1 protein levels as detected by immunoblots of Huh7 cells transfected with the 
plasmids encoding for the indicated SARS-CoV-2 proteins; values are normalized to either vinculin 
or b-actin protein amounts (house-keeper, HK) and shown as relative to the control-sample 
expressing GFP. 
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Figure 3 
CHK1 loss is sufficient to reduce RRM2 levels, cause DNA damage and induce pro-
inflammatory cytokines expression. A) Huh7 cells were transfected with siRNAs against CHK1 
mRNA (siCHK1) or with a non-targeting siRNA (siCTRL) and stained for propidium iodide prior to 
flow cytometry analysis. B) Histograms show the percentage of cells in each phase of the cell cycle; 
values are the means ± s.e.m. of three independent experiments. C) Samples in A were pulse-labelled 
with BrdU for 1 hour prior to bivariate analysis by flow cytometry. D) Representative immunoblots 
of protein lysates from Huh7 cells transfected with siCHK1 or siCTRL. E) Densitometric analyses 
of the protein levels shown in D. Values are the means ± s.e.m. of two independent experiments and 
shown as relative to the siCTRL-transfected sample. F) Study by RT-qPCR of the expression of the 
indicated pro-inflammatory cytokines in Calu-3 depleted for CHK1 (siCHK1). Values are relative to 
siCTRL-transfected cells. 
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Figure S3 
A) Samples described in Figure 3A were stained for CHK1 and propidium iodide prior to flow 
cytometry analysis. B) Immunoblots for the indicated proteins and protein phosphorylation events 
from samples described in Figure 1A. The asterisk marks an unspecific signal. 
 
 
 
SARS-CoV-2 N disrupts 53BP1 recruitment at DSB and inhibits DNA repair by NHEJ. 

While characterizing the non-canonical DDR triggered by SARS-CoV-2 infection (Fig. 1A-

D), we noticed that gH2AX foci accumulation was not accompanied by co-localizing 53BP1 

foci in both Huh7 and Calu-3 cell lines (Fig. 4A-B and S4A,B) – despite unaltered protein 

levels (Fig. S4C). To strengthen this conclusion, we infected human primary nasal epithelial 

cells (HNEpC). We confirmed that SARS-CoV-2 infection causes gH2AX foci 

accumulation, supporting the notion of DNA damage generation also in primary cells setting; 

however, also here we did not observe 53BP1 foci formation (Fig. 4C-D). 

SARS-CoV-2 nucleocapsid (N) protein is an RNA-binding protein that plays critical 

roles in viral replication and it is capable to undergo RNA-dependent liquid-liquid phase 

separation (LLPS) (Chen et al. 2020; Perdikari et al. 2020; Savastano et al. 2020; S. Wang 

et al. 2021; Jia Wang et al. 2021). Intriguingly, 53BP1 also phase-separates in an RNA-

dependent manner (Pessina et al. 2019). We thus transiently expressed the viral N-protein 

gene (Gordon et al. 2020) into Huh7 cells  and 48 h later we exposed them to ionizing 

radiations. We observed that irradiated cells expressing SARS-CoV-2 N, despite increased 

numbers of gH2AX foci per cell had fewer 53BP1 foci compared to control cells (Fig. 4E,F). 

To reduce the possibility of an indirect effect of N-protein mediated by altered gene 

expression, we generated purified recombinant SARS-CoV-2 N-protein and micro-injected 

it into the nuclei of irradiated U2OS cells that stably express 53BP1-GFP (Bekker-Jensen et 

al. 2005) to study the kinetics of 53BP1 foci by live-imaging within minutes after injection. 

We observed 53BP1 foci number decreasing with a faster (~8.5-fold) kinetic in cells injected 

with the N-protein compared to control cells injected with BSA (Fig. 4G and S4D), strongly 
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indicating that viral N-protein directly impairs 53BP1 focal accumulation at DNA damage 

sites.  

Next, we sought to elucidate the molecular mechanisms underlying N-protein impact on 

53BP1 functions. In co-immunoprecipitation experiments 53BP1 did not seem to 

biochemically interact with N-protein (Fig. S4E). Damage-induced long non-coding RNAs 

(dilncRNAs) generated at DSB drive LLPS of 53BP1 (Michelini et al. 2017; Pessina et al. 

2019). Intriguingly, both viral and cellular RNAs have been reported to associate with 

SARS-CoV-2 N-protein and promote its phase separation (Jia Wang et al. 2021) – indeed 

we observed that recombinant N-protein undergoes LLPS in vitro with RNA from uninfected 

or SARS-CoV-2 infected cells to a similar extent, as determined in turbidity assays (Fig. 

S4F). We therefore asked if SARS-CoV-2 N associates with cellular dilncRNAs. To test 

this, we performed RNA immuno-precipitation (RIP) against the N-protein in NIH2/4 cells 

which we previously characterized for the expression of dilncRNAs upon site-specific DSB 

induction by expression of I-SceI endonuclease and can be profiled by RT-qPCR(F 

Michelini et al. 2017). Therefore, following SARS-CoV-2 N gene expression into NIH2/4 

cells and DSB induction through I-SceI expression, we immunoprecipitated the N-protein 

and analysed the associated RNAs by RT-qPCR. We observed that immunoprecipitated 

SARS-CoV-2 N-protein was associated with dilncRNA upon DSB generation, but not with 

the mRNA encoding for H2AX used as a negative control (Fig. 4H). Next, we 

immunoprecipitated endogenous 53BP1 in cut (+ I-SceI) NIH2/4 cells expressing or not the 

viral N-protein, and monitored dilncRNAs association to 53BP1. We observed that 53BP1 

association with dilncRNAs was significantly reduced in cells expressing SARS-CoV-2 N 

protein, compared to cells transfected with an empty vector (Fig. 4I). Notably, such reduced 

binding was not due to reduced 53BP1 protein levels or its immunoprecipitation efficiency 

following N-protein overexpression (Fig. S4G). Since 53BP1 plays important DNA repair 

functions through non-homologous end-joining (NHEJ) (Zimmermann and De Lange 2014), 

we tested the impact of SARS-CoV-2 N protein in NHEJ. To study that, we took advantage 

of a U2OS cell line bearing an integrated GFP construct flanked by two I-SceI recognition 

sites (EJ5-GFP) (Gunn and Stark 2009). Following I-SceI expression, DSBs are generated 

at these sequences and repair through NHEJ can be examined by qPCR on genomic DNA 

(gDNA) with primers flanking the re-joined site (Gioia et al. 2019). Thus, EJ5-GFP U2OS 

were transfected with a plasmid expressing a HA-tagged version of I-SceI together with a 

vector encoding for the N-protein or an empty control vector. 72 hours post-transfection, 

gDNA was collected and analysed by qPCR. We observed that NHEJ efficiency in cells 

expressing SARS-CoV-2 N-protein was decreased compared to control samples (Fig. 4J). 

Such reduction was comparable to that previously observed by depleting 53BP1 in similar 
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settings (Shamanna et al. 2016; Gioia et al. 2019; Pessina et al. 2019).  Importantly, the 

expression of SARS-CoV-2 N did not affect I-SceI levels (Fig. S4H). Overall, these results 

show that SARS-CoV-2 N-protein interferes with 53BP1 focus formation at DSBs and 

impairs DNA repair by NHEJ. 

In sum, these results indicate that SARS-CoV-2 N competes with 53BP1 for dilncRNAs 

binding, and thus reduces 53BP1 focus forming ability at sites of DNA damage, ultimately 

hampering DNA damage repair.  
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Figure 4 
SARS-CoV-2 N protein suppresses 53BP1 activation and inhibits repair by NHEJ. A) 
Representative immunofluorescence images of SARS-CoV-2 infected (V+) or mock-infected (V–) 
Huh7 cells stained for N-protein (red), gH2AX (magenta) and 53BP1 (green); nuclei were counter-
stained with DAPI (blue) (scale bar = 10 µm). B) Quantification of 53BP1 foci pictured in A: each 
dot represents the number of 53BP1 foci per nucleus; horizontal red bars are the averages ± s.e.m. of 
three independent infections; at least 100 cells were scored in each condition. C) Image of infected 
cultured primary nasal epithelial cells in which SARS-CoV-2 mRNA detected by FISH is shown in 
red and DDR foci are detected by immunostaining against γH2AX (magenta) and 53BP1 (green); 
nuclei were counter-stained with Hoechst (blue). D) Quantification of DDR activation shown in C: 
the histograms show the percentage of nuclei with DDR foci (> 1) in cells expressing (+) or not (–) 
SARS-CoV-2 mRNA. E) Images of irradiated Huh7 cells expressing the viral N-protein: samples 
were stained for N-protein (red), gH2AX (magenta) and 53BP1 (green) at 1 h post-IR; nuclei were 
counter-stained with DAPI (blue) (scale bar = 10 µm). F) Quantification of DDR foci shown in E: 
the dot-plots show the number of gH2AX or 53BP1 foci per nucleus in samples transfected with a 
plasmid expressing N-protein (grey dots) or with an empty vector (EV) as control (black dots). 
Values are relative to irradiated cells transfected with EV; red bars represent the averages ± 95% CI 
of three independent experiments; at least 100 cells were scored for sample. G) Purified recombinant 
viral N-protein or BSA were microinjected into the nuclei of irradiated 53BP1-GFP U2OS cells. 
53BP1 focus formation over time were visualized and quantified in injected cells. The graph shows 
the foci count per nucleus over time in the presence of N-protein or BSA as a control; error bars 
represent s.e.m.; the experiment was repeated three times with similar results. H) NIH2/4 cells 
expressing or not I-SceI were transfected with a vector encoding for the viral N-protein. Whole cell 
lysates were incubated with anti-N-protein or with normal rabbit IgG and co-precipitated RNA 
analyzed by strand-specific RT-qPCR. H2AX mRNA was used as an unrelated transcript. Values are 
shown as percentage of input RNA and represent the means ± s.e.m. of at least two independent 
experiments. I) Endogenous 53BP1 was immunoprecipitated from cut NIH2/4 cells (+ I-SceI) 
transfected with a plasmid expressing the N-protein or with an empty vector (EV) as a control. The 
levels of transcripts bound to 53BP1 were monitored as in H and shown as percentage of input RNA. 
Values are the average ± s.e.m. of two independent experiments. J) EJ5-GFP U2OS cells were 
transfected with a plasmid expressing N-protein or with an empty vector (EV) along with or without 
a construct expressing I-SceI (± I-SceI). DSB re-joining events were evaluated by qPCR with primers 
spanning I-SceI cut sites carried out on gDNA isolated at 72 h post-transfection. Values are relative 
to I-SceI transfected cells not expressing N-protein and represented as the means ± s.e.m. of three 
independent experiments. 
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Figure S4 
A) Selected immunofluorescence images of SARS-CoV-2 infected (V+) or mock-infected (V–) 
Calu-3 cells; cells were stained for N-protein (red), gH2AX (magenta) and 53BP1 (green); nuclei 
were counter-stained with DAPI (blue) (scale bar = 10 µm). B) Quantification of DDR foci 
represented in A: the dot-plots show the number of gH2AX or 53BP1 foci per nucleus; horizontal 
red bars are the averages ± s.e.m. of three independent infections; at least 100 cells were scored in 
each sample. C) Analysis of 53BP1 protein expression by immunoblot on whole lysates from 
infected Huh7 samples shown in Figure 1A; tubulin was used as a loading control. The histograms 
below show the quantification of total 53BP1 levels; values are the means ± s.e.m. of three 
independent infections and shown as relative to mock-infected samples. D) Quantification of 53BP1 
foci in irradiated 53BP1-GFP U2OS cells upon micro-injection of purified recombinant N-protein or 
BSA as control: the graph shows 53BP1 foci number per nucleus immediately (0 min) or 50 min 
after micro-injection; bars represent the means ± s.e.m. of three independent experiments. E) Total 
protein lysates of Huh7 cells transfected with a plasmid encoding SARS-CoV-2 N or with an empty 
vector (EV), which were either irradiated (IR) or not irradiated (NI), were incubated with an anti-N-
protein antibody (IP: N) or with normal rabbit IgGs (IgG) and analysed by immunoblotting for the 
presence of 53BP1; samples were fractionated along with 1% of input lysates (IN). F) Turbidity 
associated with N-protein phase separation in presence of increasing concentrations of RNA from 
SARS-CoV-2 infected (V+ 48 h) or mock-infected (V–) Huh7 cells: the graph shows quantifications 
of solution’s turbidity, measured by absorbance at 350 nm, upon incubation at RT for 30 min, 2 h, 
or 24 h; data points represent the means ± s.e.m. of three replicates. G) Evaluation of 
immunoprecipitation efficiency of the RIP experiments shown in Figure 4H,I: 10% of lysates, 
incubated with either an anti-53BP1 (IP: 53BP1), -N-protein (N) or with normal rabbit IgGs (IgG), 
was analyzed by immunoblot for 53BP1 or N-protein levels along with 1% input lysates (IN). H) 
Representative immunofluorescence images of samples described in Figure 4J: fixed cells were 
stained for viral N-protein and for I-SceI using an anti-HA-tag antibody; nuclei were counter-stained 
with DAPI. 
 
 
 
SARS-CoV-2 infection causes DNA damage in vivo in mouse models and in COVID-19 

patients. 

We next sought to validate and extend our conclusions in vivo. We thus investigated markers 

of DDR activation in lung tissues of mice expressing human ACE2 (hACE2) upon infection 

by intranasal administration of SARS-CoV-2 (Fig. S5A,B) – wild type mice treated with 

PBS or exposed to IR were used as negative and positive control for DDR activation, 

respectively. Lung tissues from infected mice were stained for gH2AX and 53BP1 and 

showed strong gH2AX focal signals compared to mock-infected subjects. Instead, 53BP1 

foci did not augment (Fig. 5). These results, consistent with our observations in cultured 

cells (Fig. 4A-D), indicate that SARS-CoV-2 infection causes DNA damage accumulation 

but, differently from IR (Fig. 5), does not lead to 53BP1 focal accumulation. 

As SARS-CoV-2 infection has been recently shown to induce cellular senescence and 

contribute to inflammation in vivo (D’Agnillo et al. 2021; Lee et al. 2021; Lipskaia et al. 

2021), we asked if DNA damage accumulation observed in infected mice correlated with the 
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induction of senescence markers in their lungs. We therefore probed the same tissues for p16 

and p21, two markers of senescence, and found that both factors increased in infected murine 

lungs (Fig. S5C,D). Interestingly however, induced p21 expression was detected almost 

exclusively in pneumocytes and in the bronchial epithelium of the infected lungs, while p16 

induction was associated with inflammatory cells populating the lung parenchyma of SARS-

CoV-2 infected mice (Fig. S5C,D). 

We also analyzed human samples from postmortem lungs and nasal mucosa of COVID-

19 patients for gH2AX signals. We first considered a series of 31 lungs from patients who 

died with a clinical diagnosis of COVID-19, determined as a positive naso-pharyngeal swab 

or bronchoalveolar lavage during their last hospitalization (Bussani et al. 2020). In these 

samples we performed fluorescence in situ hybridization (FISH) or immunohistochemistry 

(IHC) to confirm the presence of SARS-CoV-2 mRNA and proteins (N and S), respectively. 

Out of 31 patients, 17 turned positive for either viral mRNA or viral proteins, while 14 were 

negative. We observed that the presence of gH2AX nuclear foci was significantly higher in 

lung epithelial cells of COVID-19 individuals that stained positive by either FISH or IHC 

for SARS-CoV-2 (COVID-19+), compared to patients that stained negative for the presence 

of SARS-CoV-2, or to subjects not diagnosed for the pathology (non-COVID) (Fig. 6A and 

S6A). We also performed the same analyses in samples of nasal mucosa from the same 

patients. We analyzed 29 samples (2 mucosae could not be harvested), out of which 18 

reacted positively for SARS-CoV-2. In this case, the presence of gH2AX nuclear foci was 

almost exclusively detected in the nasal epithelium infected by SARS-CoV-2, as very few 

foci were detected in samples that scored negative for viral RNA and proteins, and no foci 

were evident in non-COVID mucosae (Fig. 6B and S6B). Then, to probe at the cell level the 

correlation between gH2AX levels and viral infection, we extended the analyses in the lung 

and nasal mucosa tissues of COVID-19 patients by probing for both gH2AX and the presence 

of SARS-CoV-2 genome. We observed that epithelial cells positive for SARS-CoV-2 

mRNA exhibited a much higher number of gH2AX foci with respect to cells not infected by 

the virus (Fig. 6C-D), providing an additional strong correlation between viral infection and 

DNA damage generation. 

Furthermore, we monitored the levels of RRM2 in three lung and three nasal mucosal 

tissues of patients who scored positive for SARS-CoV-2 mRNA and we observed that RRM2 

expression was invariably and significantly lower in the infected epithelial cells compared 

to the not infected ones, consistent with our observations in cultured cells (Fig. 6E,F and Fig. 

2C).  
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Overall, these results indicate that SARS-CoV-2 infection causes an altered DDR 

activation in both mouse and human lungs and in human nasal mucosae. 

 
Figure 5 
SARS-CoV-2 infection causes DNA damage in hACE2-mouse lungs. A) Representative 
immunohistochemical images of lungs from SARS-CoV-2 infected hACE2-mice or mock-infected 
(PBS) wild-type mice that were stained for either gH2AX or 53BP1; lungs from irradiated (IR) or 
not irradiated (NI) wild-type mice were analyzed as controls of DDR activation. Scale bar = 20 µm. 
B) Quantification of cells with DDR foci (>1) as in A: values are the means ± s.e.m.; at least 500 
cells were scored for each set. 
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Figure S5 
SARS-CoV-2 infection triggers markers of cellular senescence in hACE2-mouse lungs. A) 
Mouse body weight was monitored daily for up to 7 days and expressed as the percentage of weight 
relative to the initial weight on day 0. Single values of PBS-control mice (black dots) and infected 
mice (red dots) are represented. B) Quantification of SARS-CoV-2 RNA in the lung of PBS control 
mice and infected mice measured 7 days post infection. RNA values are expressed as copy number 
per ng of total RNA. Data are expressed as means ± s.e.m. C) Selected immunohistochemical images 
of lungs from SARS-CoV-2 infected hACE2-mice or mock-infected (PBS) wild-type mice probed 
for p16 or p21; lungs from irradiated (IR) or not (NI) wild-type mice were also analyzed. D) 
Quantification of the fraction of p16 or p21 positive cells determined in C. Scale bar = 50 µm. 
Statistics as in Figure 5B. 
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Figure 6 
SARS-CoV-2 infection induces DNA damage in COVID-19 patients. A) Quantification of DNA 
damage in COVID-19 patients: histograms show the percentage of epithelial cells bearing gH2AX 
foci (> 1) in lungs of patients diagnosed for COVID-19 detected negative (–, n = 14) or positive (+, 
n = 17) for the presence of SARS-CoV-2; the same tissues from patients with no diagnosis of 
COVID-19 (non-COVID, n = 9) were analyzed as controls. B) Quantification of DNA damage as in 
A in the nasal tissue; between 5 and 18 individuals were studied per each group. C) Selected images 
of lung and nasal mucosal tissues of COVID-19 patients stained for SARS-CoV-2 mRNA (red) and 
gH2AX (magenta). Nuclei were counter-stained with Hoechst (blue). D) Quantification of gH2AX 
foci as in C: the histograms show the percentage of nuclei with gH2AX foci (> 1) in epithelial cells 
containing (+) or not (–) SARS-CoV-2 mRNA; n = 17. E) Representative images of lung and nasal 
tissues of COVID-19 patients stained for SARS-CoV-2 mRNA (red) and RRM2 (yellow). Nuclei 
were counter-stained with Hoechst (blue). F) Quantification of RRM2 levels determined in E: the 
graph shows the intensity of RRM2 signal in epithelial cells non-infected (-) or infected (+) with 
SARS-CoV-2; values are relative to uninfected cells; n = 18. 
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Figure S6 
A,B) Representative images of lung and nasal mucosal tissues, respectively, of COVID-19 patients 
stained for gH2AX (green), CK-18 (red) and SARS-CoV-2 mRNA (white). Nuclei were counter-
stained with Hoechst (blue). 
 
 
 

 
 

 
Figure 7 
Schematic model of the impact of SARS-CoV-2 infection on genome integrity.
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DISCUSSION 

Viruses are known to hijack cellular activities, including the DNA damage signalling and 

repair pathways as a strategy to promote their replication (Weitzman, Lilley, and 

Chaurushiya 2010; Ryan, Hollingworth, and Grand 2016). This may have deleterious effects 

on the cell, including its DNA, potentially leading to genome instability (Weitzman, Lilley, 

and Chaurushiya 2010). SARS-CoV-2 infection has been reported to alter different host 

pathways (Banerjee et al. 2020; Blanco-Melo et al. 2020; Bouhaddou et al. 2020) and to 

correlate with the activation of some DDR markers and senescence (Ren et al. 2021; Zhou 

et al. 2021; Jiang and Mei 2021; Lipskaia et al. 2021; D’Agnillo et al. 2021; Lee et al. 2021; 

Bouhaddou et al. 2020; Victor et al. 2021). However, when studied, a correlation of DNA 

damage has been mainly drawn with reactive oxygen species (D’Agnillo et al. 2021; Lee et 

al. 2021), although likely only partly contributing (Lee et al. 2021). The observation that 

some DDR inhibitors could reduce SARS-CoV-2 replication (Garcia et al. 2021) further 

hints at a mutual interplay.  

Here, we show that SARS-CoV-2 causes DNA damage (Fig. 1E,F) and triggers DDR 

activation (Fig. 1A-D and S1B,C). However, the DDR pathways are engaged in a non-

canonical manner. For instance, although the master kinase ATM is activated by viral 

infection, its downstream effector kinase CHK2 is not (Fig. 1A,B); instead KAP1, another 

ATM target that plays multiple roles besides DDR (Cheng 2014), is strongly phosphorylated 

(Fig. 1A,B). This indicates that SARS-CoV-2 interferes with ATM target selection, and the 

mechanisms and viral product involved will need to be further probed.  

Our study revealed at least two potential mechanisms leading to DNA damage 

accumulation following SARS-CoV-2 infection: one impacting on cellular dNTP 

metabolism, which leads to DNA replication defects; another impeding 53BP1 activation 

and causing reduced DNA repair (Fig. 7) 

Although SARS-CoV-2 infection has been shown to influence negatively the expression 

of several cellular proteins in different ways (Stukalov et al. 2021; Burke et al. 2021; Blanco-

Melo et al. 2020; Banerjee et al. 2020; Bouhaddou et al. 2020), the abundance of most of the 

DDR proteins tested was unaffected (Fig. 1A and S4C). An interesting exception is CHK1, 

that, together with P53, decreases following SARS-CoV-2 infection (Fig. 1A; 2A-D and 

S2A-D). Degradation of factors involved in DDR is a strategy shared by different viruses to 

override host defences for their advantage (Turnell and Grand 2012; Ma-Lauer et al. 2016; 

Lilley et al. 2010; Weitzman, Lilley, and Chaurushiya 2010). Notably, suppression of P53 

activity has been also observed following infection with SARS-CoV, whereas 

overexpressing P53 in infected cells significantly reduced viral replication (Ma-Lauer et al. 

2016).  



 170 

CHK1 is known to control the expression of different members of the E2F family of 

transcription factors, which are important regulators of cell cycle progression (Trimarchi and 

Lees 2002) and control the transcription of the RRM2 gene, ultimately allowing cells to 

accomplish DNA synthesis in S-phase (Gong et al. 2016; Zhang et al. 2009; Naruyama et al. 

2008). Here, we demonstrated that SARS-CoV-2 infection, likely through the viral factors 

ORF6 and NSP13, leads to CHK1 loss and consequent RRM2 decrease (Fig. 1A and 2A-

C,H-K), causing dNTP shortage and a prolonged S-phase (Fig. 2D-G), consistent with the 

generation of DNA replication stress and eventually DNA damage accumulation. What 

would be the advantage for a virus to cause all that? We propose that this is likely an unmeant 

consequence of the dire need for rNTP of SARS-CoV-2. The observation that a staggering 

two-thirds of the total RNA in SARS-CoV-2 infected cells is of viral origin (Kim et al. 2020) 

indicate that an infected cell needs to triple its normal RNA synthesis capacity. Thus, the 

virus has been under selective pressure to boost rNTP levels. Apparently, one way evolution 

found was to reduce CHK1 levels, causing decreased RRM2 activity and consequent 

accumulation of rNTP at the expenses of dNTP. Thus, a drop in dNTP is likely the unmeant 

consequence (“collateral damage") of the viral need for rNTP. Viruses are not new to hijack 

the NTP machinery. For instance, a similar yet opposite mechanism was observed in the 

DNA virus HPV31 which was reported to boost the function of RRM2 by stimulating the 

ATR-CHK1-E2F1 signalling axis to increase dNTPs levels and favour its genome 

replication (Anacker et al. 2016).  

In addition to the induction of DNA damage by the above-described mechanism, we 

provide evidence that SARS-CoV-2 inhibits DNA repair.  We observed a strikingly reduced 

ability of 53BP1 to form DDR foci, despite unaltered protein levels, in infected cells (Fig. 

4). We propose that SARS-CoV-2 N, an avid RNA binding protein, impairs 53BP1 

condensation at DSB by competing for dilncRNAs binding. Indeed, both 53BP1 and N 

protein are known to undergo LLPS in an RNA-dependent manner and here we demonstrate 

that N-protein, just like 53BP1(F Michelini et al. 2017) binds to dilncRNA. The observation 

that microinjected purified recombinant N protein quickly disassembles 53BP1 foci supports 

its direct role this model (Fig. 4G).  

Intriguingly, enoxacin, a small molecule that we previously showed to boost RNA-

mediated 53BP1 foci assembly and DNA repair through NHEJ (Gioia et al. 2019), has been 

recently proposed to reduce SARS-CoV-2 infection (Ahmadi and Moradi 2021). It is 

therefore tempting to speculate that enoxacin, by enhancing 53BP1 activities, could reduce 

the negative impact of SARS-CoV-2 N protein on DNA damage repair.  

Also, to the best of our knowledge, this represents the first evidence of a nuclear role of 

SARS-CoV-2 N-protein. Although both SARS-CoV and SARS-CoV-2 N-proteins are 
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equipped with functional nuclear localization signals (NLSs), they localize to the nucleus 

only in part (Timani et al. 2005; Rowland et al. 2005; Gussow et al. 2020) (e.g., Fig. 1C, 

S1D and 4A,E). Interestingly however, recent phylogenetic studies have correlated 

the enhancement of motifs that promote nuclear localization of viral N-proteins with the 

pathogenicity and virulence of coronaviruses (Gussow et al. 2020). 

Hyperactivation of the inflammatory pathways is responsible for fatal COVID-19 cases 

worldwide(P. Mehta et al. 2020). DNA damage accumulation and chronic DDR activation 

are potent inducers of inflammation in both cell autonomous and non-autonomous manners 

(Li and Chen 2018). Consistent with previous studies (Zhou et al. 2021; Ren et al. 2021), we 

observed that SARS-CoV-2 infection of cultured lung epithelial cells activates the 

cGAS/STING pathway, which senses damaged DNA and triggers the expression of 

inflammatory cytokines (Fig. S1D-F). 

We also show that CHK1 loss is sufficient to activate stress and inflammatory cascades 

(Fig. 3). Since disruption of the CHK1-RRM2 pathway was previously reported to trigger 

cellular senescence (Aird et al. 2013), we propose that SARS-CoV-2-mediated CHK1 loss 

may promote a pro-inflammatory transcriptional program akin to the so called senescence-

associated secretory phenotype (SASP), which includes the production of pro-inflammatory 

cytokines like IL6 (Fig. 3F), ultimately able to spark the cell extrinsic inflammation (Rodier 

et al. 2009).  

In this regard, a role for SARS-CoV-2 induced senescence in promoting macrophage 

infiltration and inflammation in vivo has been recently proposed (Lee et al. 2021). Here, we 

observed that SARS-CoV-2 infection causes DNA damage accumulation that correlates with 

markers of cellular senescence (Fig. 5, 6 and S5). In particular, infected pneumocytes express 

high levels of p21, while polymorphonuclear and monocytoid inflammatory elements have 

elevated amounts of p16, consistent with a model of two waves of inflammatory response: 

an initial cell-intrinsic one and a second triggered by the host immune system.  

Taken together, our results suggest that SARS-CoV-2 infection-induced DNA damage 

can trigger a cell-intrinsic pro-inflammatory program that, in concert with the known 

activation of the immune response system, causes the strong inflammatory response 

observed in COVID-19 disease. 

Finally, by generating the evidence and proposing an underlying mechanism for the 

generation of DNA damage, the activation of DDR pathways and of a pro-inflammatory 

programme, we provide a model to support the notion of SARS-CoV-2 induced cellular 

senescence (Lee et al. 2021; Lipskaia et al. 2021). In this regard, it will be interesting to 

determine if persistent DNA damage and DDR activation, feature of cellular senescence 

(Fumagalli et al. 2012; Rossiello et al. 2014), following SARS-CoV-2 infection may be 
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responsible for the chronic manifestations of the pathology known as long COVID 

(Nalbandian et al. 2021). 

 

 

METHODS 

Cell culture and treatments. Vero E6 cells (ATCC-1586), human hepatocarcinoma Huh7 

cells (kindly provided by Ralf Bartenschlager, University of Heidelberg, Germany) and lung 

adenocarcinoma Calu-3 (ATCC HTB-55), were cultured in Dulbecco’s modified Eagle’s 

medium (DMEM, ThermoFisher, Paisley, UK) supplemented with 10% foetal bovine serum 

(FBS, ThermoFisher, Paisley, UK) and 50 µg/mL gentamicin. 53BP1-GFP U2OS, EJ5-GFP 

U2OS and NIH2/4 cell lines were cultured as already described(Gioia et al. 2019; Pessina et 

al. 2019; F Michelini et al. 2017). Cell cultures were maintained at 37°C under 5% CO2. 

Cells were routinely tested for mycoplasma contamination. DNA damage was induced in 

cultured cells by 6 mM hydroxyurea (HU) treatment for 4 hours, or by exposure to ionizing 

radiation (IR: 2 Gy) and analyses 15 or 60 min post-IR.  

 

SARS-CoV-2 propagation and in vitro infection. Working stocks of SARS-CoV-2 

ICGEB-FVG_5 isolated and sequenced in Trieste, Italy(Danilo Licastro, Sreejith 

Rajasekharan, Simeone Dal Monego, Ludovica Segat and Alessandro Marcello 2020), were 

propagated on semiconfluent Vero E6 cells. Plaque assay was performed by incubating 

dilutions of SARS-CoV-2 on Vero E6 monolayers at 37°C for 1 h, which were then washed 

with phosphate buffered saline (PBS) and overlaid with DMEM 2% FBS containing 1.5% 

carboxymethylcellulose (CMC, Sigma-Aldrich, St Louis, USA) for 3 days. Cells were then 

fixed with 3.7% paraformaldehyde (PFA, Sigma-Aldrich, St Louis, MO, USA) and stained 

with crystal violet 1%. Cultured Huh7 and Calu-3 cells were infected at 0.1 MOI, after 1 h 

the non-bound virus was rinsed off with PBS 1X and fresh DMEM containing 2% of heat-

inactivated FBS was added to the cells. Mock-infected cells were included in all 

experiments. Uniformity of viral infection in all experiments was confirm by viral titration, 

RNA detection and IF. At different hours post-infection, cell supernatants were collected 

and used for virus titration by plaque assay as described above and for viral RNA 

quantification as previously described(Rajasekharan et al. 2021). 

 

Immunoblotting. Whole cell extracts were obtained by lysing Huh7 and Calu-3 cell lines 

in 1X Laemmli Buffer (2% SDS, 10% glycerol, 60 mM Tris pH 6.8). Prior to fractionation 

on 4-12% gradient SDS-PAGE (Thermo Fisher), whole extracts were sonicated 10 times for 

30 sec ON and 30 sec OFF at high intensity using Bioruptor™ Next Gen (Diagenode) in a 
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water bath at 4 °C. Proteins were then transferred onto nitrocellulose membrane and 

analyzed as described before(Gioia et al. 2019) with the antibodies listed in Supplementary 

Table 1. 

 

Quantitative immuno-fluorescence analysis in cultured cells. Quantitative immuno-

fluorescence assays were carried out in cultured cells as described(Gioia et al. 2019), with 

minor modifications. Specifically, Calu-3 cells were fixed with 4% PFA and permeabilized 

first with methanol/acetone (1:1) for 2 min at RT and then with Triton 0.2% in PBS 1X for 

10 min at RT The antibodies used are listed in Supplementary Table 1. 

 

RNA extraction and RT-qPCR analysis. SARS-CoV-2 infected or mock-infected Huh7 

and Calu-3 cells were harvested in TriFast™ (EMR507100, Euroclone) and total RNA 

extracted using RNeasy™ Kit (Qiagen). RNA from siRNA-transfected Calu-3 was purified 

with Maxwell® RSC miRNA Tissue Kit (Promega). DNase I was added during RNA 

purification, following manufacturers’ protocols. Purified total RNA was reverse transcribed 

with SuperScript™ VILO™ cDNA Synthesis Kit (Thermo Fisher) and cDNA analyzed by 

qPCR using SYBR Green I Master Mix (Roche) with the primers listed in Supplementary 

Table 2. 

 

Comet assay. Alkaline comet assay was performed on 48 h SARS-CoV-2 infected or mock-

infected Huh7 cells using CometAssay Reagent Kit for Single Cell Gel Elec- trophoresis 

Assay (Trevigen, 4250-050-K), following manufacturer’s instructions. Tail moment was 

measured using CometScore 2.0 software. 

 

dNTP quantification.  dNTP pools were extracted from mock-infected and infected cell 

cultures. Briefly, cell plates were carefully washed free of medium with cold PBS and 

extracted with ice-cold 60 % methanol. Methanolic extract was centrifuged, boiled for 3 min, 

brought to dryness by centrifugal evaporation (Savant, SC100 SpeedVac Concentrator and 

RT100A Refrigerated Condensation Trap) and stored at -80°C until use. Cells left on the 

plate were dried and dissolved on 0.3 M NaOH and the absorbance at 260 nm of the lysates 

was used as an index of cell mass, in turn an approximation for cell number(Frangini et al. 

2013). The dry residue was dissolved in water and used to determine the size of dNTP pools 

by the DNA polymerase-based assay as described(Ferraro et al. 2010). Two different 

aliquots of each pool extract were analyzed and pool sizes were normalized by the A260 nm 

of the NaOH lysates.  
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BrdU staining and flow cytometry analysis. For cell-cycle analysis, cells were fixed first 

in formaldehyde 2% and then in 75% ethanol. Cells were probed with anti-BrdU primary 

antibody (Supplementary Table 1) diluted in PBS 1% BSA at RT for 1h. After washing, cells 

were incubated with the secondary antibody, diluted 1:400, at RT for 1h in the same buffer. 

Finally, cells were stained with Propidium Iodide (PI) (Sigma-Aldrich, 50 µg ml−1) in PBS 

1% BSA and RNase A (Sigma-Aldrich, 250 µg ml−1). Samples were acquired with Attune 

NxT (Thermofisher) using a 561 nm laser and 695/40 filter for PI; 488 nm laser and 530/30 

filter for BrdU. Analysis was carried out using FlowJo 10.7.1 (BD Biosciences). At least 104 

events were analyzed for each sample. 

 

Plasmid and siRNA transfection. pLVX-EF1a-2xStrep-IRES-Puro vectors encoding for 

SARS-CoV-2 proteins are a kind gift from Professor Nevan J. Krogan(Gordon et al. 2020). 

pcDNA™3.1 (+) Mammalian Expression Vector (Thermo Fisher) was used as a control 

empty vector where indicated. Plasmids were transfected with Lipofectamine™ 2000 

Transfection Reagent (Thermo Fisher) in Opti-MEM™ (Thermo Fisher). Short-interfering 

RNAs (siRNAs) were purchased from Dharmacon™ (Horizon) and transfected into Huh7 

or Calu-3 cells with Lipofectamine RNAiMAX Transfection Reagent (Thermo Fisher) in 

Opti-MEM™. Cells were harvested for analyses at 48 hours post-transfection. 

 

Isolation and SARS-CoV-2 infection of human primary nasal epithelial cells (HNEpC). 

HNEpC were harvested from healthy adult volunteers. Nasal cavities were anesthetized 

using lidocaine and nasal epithelial cells were harvested by repeatedly scraping turbinates 

with a disposable bronchial cytology brush (CONMED). The tissue was resuspended in 

DMEM supplemented with 10% fetal bovine serum (FBS) and centrifuged at 300 x g for 5 

minutes. The pellet was digested in a solution containing 1000 U of Accutase (Sigma, 

A6964), 5000 U of Dispase (Corning, 354235) and 1 mg/ml DNAse II (Sigma, D8764) for 

8 minutes at 37°C. The digestion was stopped by adding an equal volume of Pneumacult 

medium (Stem Cell technologies, 5050) supplemented with 10% FBS and filtered through a 

100 µm cell strainer. The cell suspension was centrifuged at 300 x g for 5 minutes and the 

pellet resuspended in red blood cell lysis solution (150 mM NH4Cl and 10 mM KHCO3) for 

2 minutes. Cells were centrifuged at 300 x g for 5 minutes, resuspended in medium and 

seeded on 8-well chambers (Ibidi) at a concentration of 5*105 cells per well. After 48 hours, 

cells were infected with SARS-CoV-2(Danilo Licastro, Sreejith Rajasekharan, Simeone Dal 

Monego, Ludovica Segat and Alessandro Marcello 2020) at 1 MOI as described above. Cells 

were cultured for 48 hours and fixed in 4% PFA for 15 minutes at room temperature for 

staining. 
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Immunofluorescence and fluorescence in situ hybridization on HNEpC. Fixed HNEpC 

were washed once with PBS and permeabilized with 0.5% Triton X-100 (Sigma, T8787) in 

PBS for 15 minutes at room temperature. Fluorescence in situ hybridization (FISH) to detect 

SARS-CoV-2 genome was performed using a kit by Molecular Instruments, following 

manufacturer instruction. After FISH, samples were incubated with a blocking solution 

(0.5% Triton X-100, 10% horse serum in PBS) for 30 minutes and incubated with the 

following primary antibodies diluted 1:100 in blocking solution for 16 hours at 4°C: anti-

γH2AX and anti-53BP1 (Supplementary Table 1). After three washes in PBS, samples were 

incubated with the appropriate alexa-fluor© conjugated secondary antibody (Invitrogen) 

diluted 1:500 in blocking solution. After three washes in PBS, nuclei were counterstained 

using Hoechst 33342 thrihydrochloride (Invitrogen, h3570) and samples mounted using 

Mowiol© (Sigma, 81381). 

 

SARS-CoV-2 Nucleocapsid (N) protein expression and purification. pET28 plasmid 

bearing SARS-CoV-2 N-protein fused to a C-terminal His6-tag was a kind gift from S. 

Pasqualato (European Institute of Oncology, Milan). N-protein was expressed in E. coli 

BL21-CodonPlus (DE3)-RP (Agilent) upon induction with 500 µM isopropyl-ß-D-1-

thiogalactopyranoside (IPTG) for 16 h at 18 °C. Harvested cells were resuspended in 

resuspension buffer (25 mM Tris pH 8, 500 mM NaCl, 5% glycerol, 2 mM ß-

mercaptoethanol, 10 mM imidazole), supplemented with protease inhibitors and 

TurboNuclease, and then disrupted by sonication. Polyethyleneimine (PEI) was added 

dropwise to the lysate (final 0.2%) in order to get rid of nucleic acids. After centrifugation, 

the clarified supernatant was applied onto Ni-NTA Agarose beads (Qiagen) and the His6-

Nucleocapsid protein was eluted in elution buffers containing 250 mM and 500 mM 

imidazole. The eluted protein was applied on a HiTrap Heparin HP column (Cytiva), eluted 

using a salt gradient, concentrated and then loaded on a Superdex 200 Increase 10/300 GL 

(Cytiva) pre-equilibrated in SEC buffer (25 mM Tris pH 8, 500 mM NaCl, 2 mM ß-

mercaptoethanol). Protein-containing fractions were pooled, concentrated and stored in SEC 

buffer. Protein purity was assessed by Comassie blue SDS-PAGE and resulted in > 90%. 

 

Micro-injection and live imaging analysis. Before micro-injection experiments, the 

purified viral N-protein was dialyzed overnight against microinjection buffer (25 mM Tris 

pH 8, 150 mM NaCl) in order to remove ß-mercaptoethanol and decrease NaCl 

concentration to the physiological value. Acetylated-BSA (Thermofisher) that was used as 

a control for microinjection, was dialyzed as well against microinjection buffer. Micro-
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injection experiments were performed as already described(Pessina et al. 2019), with some 

minor changes. An UltraVIEW VoX spinning-disk confocal system (PerkinElmer) equipped 

with a motorized Luigs & Neumann SM7 micromanipulator was used. Glass borosilicate 

capillaries were pulled to a diameter of 0.7 mm and loaded with 6 mg/mL Nucleocapsid 

protein solution or BSA solution as a control, in presence of Rhodamine B Dextran 

(Thermofisher) as a marker for microinjected cells. Samples were injected into U2OS cell 

nuclei 30 min after irradiation (2 Gy) using a FemtoJet pump (Eppendorf) at a constant 

pressure of 20 hPa. Immediately after injection, a z-stack was acquired every minute for 100 

min total using a X60 oil-immersion objective (Nikon Plan Apo VC, 1.4 NA). 488 nm and 

561 nm lasers were used to excite GFP and Rhodamine B respectively. Quantification of 

53BP1-GFP foci per nucleus per single frame was performed using the software Cell 

Profiler. Foci number per nucleus was plotted along time and the corresponding curve was 

fitted to an exponential function to determine the decay rate (k) using Prism software. 

Statistical analysis on k values was performed using t-test.      

 

Turbidity assay. Purified recombinant N-protein (5 mM) in micro-injection buffer (25 mM 

Tris pH 8, 150 mM NaCl) was mixed in vitro with increasing concentrations of RNA 

extracted from SARS-CoV-2 infected (48 hpi) or mock-infected Huh7 cells. Turbidity of the 

solutions was measured at 350 nm using a Nanovue plus Spectrophotometer (Cytiva) after 

30 min, 2 h and 24 h of incubation at RT. The obtained values were plotted versus the RNA 

concentration using the software Prism. 

 

SARS-CoV-2 N immuno-precipitation. Huh7 cells were transfected with the plasmid 

encoding for SARS-CoV-2 N protein(Gordon et al. 2020) or with an empty vector as a 

control. 48 h post-transfection, cells were irradiated or not. 1 h post-IR, cells were harvested 

by trypsinization and washed twice in ice-cold 1X PBS. Cell pellets were lysed in IP Buffer 

(25 mM Tris-HCl, pH 7.4; 150 mM KCl; 5% Glycerol; 0.5% NP40; 10 mM MgCl2; 1 mM 

CaCl2) supplemented with 1X Protease Inhibitors (Roche), 0.5 mM DTT, 40 U ml-1 

RNaseOUT and 1000 U ml-1 DNase I (Roche), and incubated at RT for 15 min and at 4 °C 

for extra 15 min with gentle rotation. Lysates were cleared by centrifugation at max speed 

for 20 min at 4 °C. After addition of 5 mM EDTA (pH 8), lysates were incubated overnight 

at 4 °C with 5 µg of anti-N-protein (40588-T62 Sino Biological) or with normal rabbit IgGs 

(Cell Signaling), which were previously bound to Dynabeads™ Protein G (Thermo Fisher). 

After 5 washes with 1 ml of IP Buffer, immuno-precipitated proteins were analyzed by 

immunoblotting. 
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RNA immuno-precipitation and analysis. RNA immuno-precipitation (RIP) and 

dilncRNA analysis was carried out in NIH2/4 cells as previously described(F Michelini et 

al. 2017), with minor modifications. Briefly, I-SceI-GR-expressing NIH2/4 cells were 

transfected with the plasmid encoding for SARS-CoV-2 N or with an empty vector as a 

control at 24 hours prior to triamcinolone acetonide 0.1 µM (TAA, Sigma-Aldrich) 

administration. Immuno-precipitation was performed using 5 µg of anti-N-protein (40588-

T62 Sino Biological), or 10 µg of anti-53BP1 (Novus), or with normal rabbit IgGs (Cell 

Signaling). 

 

Non-homologous end-joining (NHEJ) repair assay. Evaluation of repair efficiency by 

NHEJ following viral N-protein expression was conducted as shown previously(Gioia et al. 

2019), with minor modification: HA-I-SceI expressing plasmid was transfected along with 

the plasmid encoding for SARS-CoV-2 N-protein. 

 

Mice and in vivo SARS-CoV-2 infection and treatments. Experiments involving animals 

have been carried out in accordance with the Italian Laws (D.lgs. 26/2014), which enforce 

Directive 2010/63/EU (Directive 2010/63/EU of the European Parliament and of the Council 

of 22 September 2010 on the protection of animals used for scientific purposes). 

Accordingly, the project has been authorized by the Italian Competent Authority (Ministry 

of Health). B6.Cg-Tg(K18-ACE2)2Prlmn/J mice were purchased from The Jackson 

Laboratory. Mice were housed under specific pathogen-free conditions and K18-hACE2 

heterozygous mice were used at 6-10 weeks of age. All infectious work was performed in 

designed BSL-3 workspaces. The SARS-CoV-2/human/ITA/Milan-UNIMI-1/2020 

(GenBank: MT748758.1) isolation was carried out in BSL-3 workspace and performed in 

Vero E6 cells, which were cultured at 37°C, 5% CO2 in complete medium (DMEM 

supplemented with 10% FBS, MEM non-essential amino acids, 100 U/ml penicillin, 100 

U/ml streptomycin, 2 mM L-glutamine). Virus stocks were titrated using Endpoint Dilutions 

Assay (EDA, TCID50/ml). Vero E6 cells were seeded into 96 wells plates and infected at 

95% of confluency with base 10 dilutions of virus stock. After 1 h of adsorption at 37°C, the 

cell-free virus was removed, cells were washed with PBS 1X, and complete medium was 

added to cells. After 48h, plates were evaluated for the presence of a cytopathic effect (CPE). 

TCID50/ml of viral stocks were then determined by applying the Reed–Muench formula. 

Virus infection of K18-hACE2 mice was performed via intranasal administration of 1 x 105 

TCID50 per mouse under Isoflurane 2% (# IsoVet250) anesthesia. Mice were monitored to 

record body weight, clinical and respiratory parameters. Mice were euthanized by cervical 
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dislocation. At the time of autopsy, mice were perfused through the right ventricle with PBS. 

Lung tissues were collected in liquid nitrogen or in Zn-formalin and transferred into 70% 

ethanol 24 h later. For irradiation experiments, an eleven-month-old C57BL/6 J mouse was 

irradiated with 2 Gy TBI using GADGIL– X Ray irradiator. An age and sex matched mice 

were used as control. Mice were euthanized by CO2 inhalation at 1 h post-IR and lungs 

collected for fixation in 10% neutral buffered formalin overnight, washed in water and 

paraffin-embedded for histological analysis. 

 

Immunohistochemical (IHC) staining of murine lungs. Haematoxylin/Eosin (Diapath) 

staining was performed to assess histological features according to standard protocol and 

samples were mounted in Eukitt (Bio-Optica). For IHC analysis, paraffin was removed with 

xylene and the sections were rehydrated in graded alcohol. Antigen retrieval was carried out 

using pH6 preheated target retrieval solution for 30 minutes. Tissue sections were blocked 

with FBS serum in PBS for 60 min and incubated overnight with the primary antibodies 

(Supplementary Table1). The antibody binding was detected using a polymer detection kit 

(GAR-HRP, Microtech) followed by a diaminobenzidine chromogen reaction (Peroxidase 

substrate kit, DAB, SK-4100; Vector Lab). All sections were counterstained with Mayer's 

hematoxylin and visualized using a bright-field microscope. 

 

Patients diagnosed for COVID-19 and subjects without COVID-19. Histological 

analysis was performed by expert technicians and pathologists at the Pathology Unit of 

Trieste University Hospital. The same pathologists analyzed all samples considered in this 

study, excluding operator-dependent biases. This study was approved by the Joint Ethical 

Committee of the Regione Friuli Venezia Giulia, Italy (re. 0019072/P/GEN/ARCS). 

 

Immunofluorescence, fluorescence in situ hybridization on human paraffin-embedded 

tissue and imaging analysis. Paraffin-embedded tissues from biopsies of lung and nasal 

mucosae of COVID-19 patients were cut in 4 µm-thick sections. To remove paraffin, 

sections were kept at 60°C for 30 minutes, then in Xylene for 15 minutes and rehydrated 

using serial dilutions of water:ethanol (0:100, 10:90, 30:70, 50:50 and 100:0), for 3 minutes 

each. For antigen retrieval, samples were boiled for 20 minutes in a basic pH solution (10 

mM Tris, 0.05% Tween20© pH 9.0) and cooled down in ice for 1 hour. Sections were then 

permeabilized with 0.5% Triton X-100 in PBS for 15 minutes at RT, followed by FISH, as 

described before. After FISH, samples were incubated with a blocking solution (0.5% Triton 

X-100, 10% horse serum in PBS) for 30 minutes and then with the following primary 

antibodies diluted 1:100 in blocking solution for 16 hours at 4°C: anti-γH2AX, anti-RRM2 
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(Supplementary Table 1) and anti-Human Cytokeratin 8/18 (Dako, Clone EP17/EP30, 

M3652). After three washes in PBS, samples were incubated with the appropriate Alexa-

fluor© conjugated secondary antibody (Invitrogen) diluted 1:200 in blocking solution. After 

three washes in PBS, nuclei were counterstained using Hoechst 33342 thrihydrochloride 

(Invitrogen, h3570) and samples were mounted using Mowiol© (Sigma, 81381). Tissues 

were imaged using a Nikon Ti-Eclipse fluorescence microscope using a 20X objective. 

Images were analyzed using ImageJ (NIH). To evaluate DNA damage in tissue samples, 

epithelial cells with γH2AX nuclear foci were manually counted using the cell counter plugin 

of ImageJ. Cells displaying a cytoplasmic staining positive for both cytokeratin and SARS-

CoV-2 mRNA were considered as infected epithelial cells. The remaining cytokeratin-18 

positive cells were considered as non-infected epithelial cells. To evaluate the levels of 

RRM2 expression in the same tissues, the signal was quantifying by manually drawing 

cellular masks around FISH signal. RRM2 levels were calculated upon application of a 

common threshold, obtained in unstained samples, to remove any unspecific signal. 

 

Statistical Analysis.  

One-way or two-way ANOVA was used for multiple comparisons between samples, unless 

stated otherwise. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. 
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Supplementary Table 1 
 
  

Antibody Company Catalogue number 
gH2AX (Ser139) Millipore 05-636 
53BP1 Bethyl A303-906A 
Cleaved Caspase-3 (Asp 175) Cell Signaling 9661 
pDNA PKcs (Ser2056) (EPR5670) Abcam ab124918 
ATM Abcam ab32420 
pATM (Ser1981) Rockland 200-301-400 
ATR Santa Cruz sc-1887 
pATR (T1989) Abcam ab223258 
KAP1 Abcam ab10484 
pKAP1 (S824) Bethyl A300-767A 

CHK1 (2G1D5) Cell Signaling #2360 
CHK1 (ST57-09) ThermoFisher MA532180 
pCHK1 (S317) Cell Signaling #2344 
CHK2 Millipore 05-649 
pCHK2 (Thr68) Cell Signaling #2661 
P53 Abcam ab1101 
pP53 (Ser15) Cell Signaling #9284 
RPA Calbiochem NA18-100UG 
pRPA (S4/S8) Bethyl A300-245A 
Histone H3 Abcam ab10799 
SARS-CoV2 nucleocapsid (1A6) ThermoFisher MA5-35941 
SARS-CoV2 nucleocapsid Sino Biological 40588-T62 
Tubulin Sigma-Aldrich T5168 
STAT1 (9H2) Cell Signaling #9176 
pSTAT1 (Tyr 701) (58D6) Cell Signaling #9167 
RRM1 Santa Cruz sc-11733 
RRM2 Santa Cruz sc-10844 
BrdU BDbioscience 347580 
CDT1 Cell Signaling #8064 
PCNA Bio Rad MCA1558 
P38 MAPK Cell Signaling #9212 
pP38 MAPK (Thr180/Tyr182) Cell Signaling #9211 
Strep-tag II epitope Qiagen 34850 
ISceI (FL-86) Santa Cruz sc-98269 

Human Cytokeratin 8/18 (EP17/EP30) Dako M3652 

p16 Abcam ab51243 

p21 Abcam ab188224 
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Supplementary Table 2 
 
 

primer name primer sequence 
Human RPLP0 FW TTCATTGTGGGAGCAGAC 
Human RPLP0 RV CAGCAGTTTCTCCAGAGC 
Human CXCL9 FW GGACTATCCACCTACAATCCTTG 
Human CXCL9 RV TTTTAATCAGTTCCTTCACATCTGC 
Human CXCL10 FW GCATCAGCATTAGTAATCAACCTG 
Human CXCL10 RV TGGCCTTCGATTCTGGATTC 
Human TNF FW ACCTCTCTCTAATCAGCCCTC 
Human TNF RV CTACAGGCTTGTCACTCGG 
Human IL-1B FW  ATGCACCTGTACGATCACTG 
Human IL-1B RV ACAAAGGACATGGAGAACACC 
Human IL-6 FW  CCACTCACCTCTTCAGAACG 
Human IL-6 RV CATCTTTGGAAGGTTCAGGTTG 
Human IL8 FW TTGGCAGCCTTCCTGATTTC 
Human IL8 RV TCTTTAGCACTCCTTGGCAAAAC 
Human CHK1 FW CAACAAACCCCTCAAGAAAGG 
Human CHK1 RV TGGATTGAATGTGCTTAGAAAATC 
Human RRM2 FW AAGGACATTCAGCACTGGG 
Human RRM2 RV AGCGGGCTTCTGTAATCTG 
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