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Abstract

Establishment and maintenance of transcriptional identity is the cornerstone of tis-

sue organization and normal development in multicellular organisms. By establish-

ing facultative heterochromatin, Polycomb Repressive Complex 1 (PRC1) and Poly-

comb Repressive Complex 2 (PRC2) constitute the main dynamic and plastic mech-

anism to maintain gene repression in eukaryotic cells. PRC1 and PRC2 modify his-

tones by depositing H2AK119Ub1 and H3K27me3, respectively, and both can be fur-

ther subdivided in multiple sub-complexes based on their biochemical composition.

In particular, PRC1 can be subdivided in 6 different sub-complexes depending on

which PCGF interacts with its catalytic subunits RING1A/B (PCGF1-6). It is not clear

if these sub-complexes act redundantly to maintain PRC1 function or if instead they

have specific activities. It is also under debate which is the role of its catalytic prod-

uct, H2AK119Ub1, in establishing PcG-mediated gene repression. Here, by combin-

ing the use of engineered mouse embryonic stem cell lines (mESC) and transgenic

mice, we have been able to delete individual PRC1 sub-complexes in vitro and in vivo

to assess their roles in orchestrating PRC1 function. Our data show that individual

PRC1 sub-complexes regulate distinct biological processes and are able to maintain

binding specificity both in vitro and in vivo. We also demonstrate that PRC1.1 and

PRC1.2/4 are responsible for the maintenance of most of H2AK119Ub1 levels asso-

ciated with promoter regions, however, the residual PRC1 activity from PRC1.3/5

and PRC1.6 is enough to maintain low H2AK119Ub1 levels and PcG-mediated gene

repression. Finally, by using a fully catalytic inactive PRC1 in mESC, we demon-

strate that H2AK119Ub1 constitutes the central hub of PcG-mediated gene repres-

sion. Complete loss of H2AK119Ub1 abolishes PcG-mediated gene repression and

induces the disassembly of PcG chromatin domains by displacing PRC2.2 and cPRC1

1
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from chromatin. Importantly, removal of PRC2 and H3K27me3 does not phenocopy

H2AK119Ub1 loss, demonstrating that H2AK119Ub1 is central to PcG system func-

tion.
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1 Introduction

1.1 Transcription initiation and control of gene

expression

The development of multicellular organisms and establishment of cellular identity

relies on the capacity of single cells to activate and maintain specific gene expres-

sion programs. The genetic information contained in the DNA, as if it was a how

to book, contains the protein-coding and non-coding regulatory sequences that will

determine when, where and to which level every region of the genome will be tran-

scribed [1].

Transcription usually initiates at a defined position, which is called Transcription

Start Site (TSS). At this position, the transcription machinery -RNA polymerase II

(Pol II) and general transcription factors (GTFs)- is recruited to the core promoter,

which consists of a short sequence around 50bp located upstream and downstream of

the TSS.The core promoter is associatedwith a basal level of transcription, which can

be enhanced by distally located regulatory elements called enhancers. Enhancers

can boost transcription at core promoters by binding transcription factors (TFs),

which then recruit transcription cofactors that will potentiate the recruitment of

Pol II. Contrary to core promoters, enhancers are not position- and orientation-

3



1 Introduction

dependent, which allows them to boost transcription independently of their location

respect to their target genes [2, 3].

Figure 1.1: Recruitment of transcription machinery to core promoters. Adapted from [4].

1.1.1 CpG islands and their role in transcription initiation

In vertebrates, around 70% of all promoters are associated with CpG islands (CGIs)

[5]. CGIs are genomic regions of around 1kb with a high frequency of CpG dinu-

cleotides and high GC content, as opposite to most of the genome, which is CpG-

deficient [6]. The methylation of vertebrate genomes is mainly accumulated at CpG

dinucleotides, however, CGIs very frequently are depleted of DNA methylation [6].

Around 50% of CGIs are associated with TSS, while the other half, located within

or between promoters, are named orphan CGIs and seem to be also related with

transcription initiation [6].

CGIs do not contain sequence promoter elements such as TATA box, but are still

correlated with promoter function. The high density of CpG dinucleotides and CG

in CGIs seems to be related with higher affinity for TF binding, since many TFmotifs

are enriched in CpG dinucleotides, such as Sp1, Nrf-1, E2F and ETS [7]. In the same

way, those motifs are enriched in the promoters of housekeeping genes [8].

4



1.2 Chromatin: A template for transcriptional regulation

CGIs have been shown to be able to stimulate the deposition ofH3K4me3, H3K27me3

and H2AK119Ub1, which correlate with both active and repressed transcription [9].

Also, although just in specific contexts, CGIs can also be DNAmethylated (for exam-

ple, during development [10] or in cancer [11]), and thus, silenced. Overall it seems

that these CGIs provide a tethering point with high affinity for different mechanisms

of gene regulation, which can both activate and repress transcription. In this sense,

CGIs would be like a battlefield where different complexes will compete with each

other to ”conquer” CGIs and determine the transcriptional status of gene promoters.

The competition of these complexes for CGIs will be also determined by the activity

of other TFs, which will be activated in specific cellular contexts, and will determine

the final transcriptional status and identity of a cell [9].

1.2 Chromatin: A template for transcriptional

regulation

In order to regulate the transcriptional state of target promoters, TFs have to inter-

act with regulatory elements. However, the complexity of eukaryotic genomes and

their transcriptional programs require more than site-specific binding of TFs to be

governed. In the recent years, it has been more and more clear that the physical and

biochemical structure of chromatin, the template where transcription occurs, plays

a key role in the regulation of gene expression. A question that arises now is how

these DNA-binding proteins interact with other enzymes that chemically and phys-

ically modify chromatin, in order to determine, in specific cellular contexts, which

areas of the genome will be transcribed [12]. The main mechanisms by which chro-

matin participates in the regulation of transcription can be generally divided in [12]:

5



1 Introduction

1. DNA accessibility, which regulates the access of TFs to regulatory elements.

2. Long-range interactions, which determine the contacts between regulatory

elements (enhancers) and target promoters.

3. Specific histone modifications, which can both stimulate and repress tran-

scription.

During the following pages of this thesis I will discuss which are the character-

istics of the chromatin template, and which are the resources that eukaryotic cells

have in order be able to mold chromatin to their will to regulate gene expression.

1.2.1 Characteristics of chromatin

For eukaryotic cells, the organization of genomic information represents a dilemma.

On one side, they need to be able to have easy and precise access to their DNA se-

quences for replicative and transcriptonal purposes, but at the same time, they need

it to be tightly compact and structured due to space limitations and the need to finely

regulate gene expression. In order to satisfy these needs, eukaryotic DNA iswrapped

around an octameric protein complex termed nucleosome, which corresponds to the

basic unit of the chromatin fiber [13]. 147bp of DNA hug each nucleosome, which

is composed by 2 copies of each core histone (H2A, H2B, H3, and H4). The positive

net charge of nucleosomes allows for a very stable interaction with DNA since the

last one is negatively charged [14].

The structure of chromatin is very important for the regulation of the accessibil-

ity to DNA. Nucleosomes can force the DNA to bend and acquire 3D conformations

that can reduce its accessibility to the transcription machinery and TFs, and also by

themselves can physically block the interaction of those elements with DNA (Fig-

ure 1.2). By modifying biochemically and physically the structure of nucleosomes,

6



1.2 Chromatin: A template for transcriptional regulation

eukaryotic cells can regulate the interaction of nucleosomes with DNA and alter the

chromatin structure to regulate gene expression [15].

Figure 1.2: Chromatin structure and organization. Adapted from [16].

1.2.2 Chromatin accessibility

Chromatin is not structured in the same way across the whole genome. Different

topological organizations of nucleosomes define regions of low and high nucleo-

somal density (Figure 1.3). Regions corresponding to facultative and constitutive

heterocromatin are associated with very dense arrays of nucleosomes, meanwhile

regions corresponding to euchromatin are more enriched in genes and are lightly

packed. Then, regulatory regions such as enhancers and gene promoters are de-

pleted of histones [17]. As a curiosity, just between 2 and 3 percent of the human

genome correspond to accessible regions (depleted of nucleosomes) but it accounts

for 90% of all the genomic loci bound by transcription factors [18]. This highly dy-

namic reorganization of nucleosomes, which allows to quickly change form acces-

7



1 Introduction

sible to close chromatin, is at the basis of chromatin organization and function, and

the regulation of this elements constitute the basic toolkit for any eukaryotic cell to

regulate access to DNA.

Figure 1.3:Different topological organization of nucleosomes define regions of low and high
nucleosomal density. Adapted from [15].

The physical determinants of chromatin accessibility depend on multiple factors,

in particular nucleosome occupancy and the activity of TFs and structural proteins.

Nucleosome occupancy depends on its turnover rate, which depends on DNA se-

quences, TFs, histone variants, histone chaperones and local chromatin context [19,

20]. Nucleosomes are physically removed or displaced from chromatin by chromatin

remodeling complexes, but those proteins usually lack DNA sequence recognition,

thus, they need the action of TFs that first bind chromatin and then recruit the re-

modeling machinery to alter nucleosome organization [18]. TFs, which usually bind

already open chromatin, can interact with DNA to destabilize histone-DNA inter-

actions and create a local environment that can promote the binding of other TFs

and cofactors to stabilize open chromatin. Passive competition with histones (which

involves binding directly to DNA associated to nucleosomes, which seems to be tran-

siently accessible [17]), displacement of linker histones (binding to linker -accessible-

DNA sequences and then displacing H1 histones), distant interactions in trans or the

8



1.2 Chromatin: A template for transcriptional regulation

activity of pioneer TFs are thought to be themainmechanisms (reviewed in [15]). On

top of that, the recruitment of TFs can be altered by the presence of non-canonical

histone variants, which are enriched in regulatory regions such as promoters and

enhancers and seem to be associated with different nucleosome turnover rates [21].

1.2.3 Chromatin long-range interactions

Packaging around 2m of DNA into a 15 µm nucleus in eukaryotic cells is expected to

produce non-specific chromatin interactions across distant genomic regions. How-

ever, thanks to functional and unbiased mapping studies [22], we know that in a

wide range of organisms exist many functionally relevant high-frequency interac-

tions that can’t be explained stochastically [23]. Then, which are the biological ad-

vantages of having nonrandom spatial organization in 3D space?

Long-range interaction can be divided into intra and interchromosomal interac-

tions. Intrachromosomal interactions, which occur between regions located in the

same chromosome, usually correspond to interactions between promoters and reg-

ulatory elements (enhancers) or isulator-mediated contacts [24]. On the other side,

interchromosmal interactions, which happen between different chromosomes, are

less frequent, but still seem to be important for gene regulation and chromosomal

translocations [23].

Long-range interactions play a key role in nuclear architecture, allowing the com-

partmentalization of eukaryotic genomes into different ”areas” that play a key role in

the regulation of gene expression [25]. For example, regions in the periphery and re-

gions that are in contact with the nuclear lamina -called lamina-associated domains

(LADs)- are associated with poor gene expression [26], meanwhile genes recruited

to transcription factories, which are nuclear structures consisting of multiple genes

9



1 Introduction

and copies of hyperphosphorylated Pol II, are associated with high gene expression

[27]. Interactions between distant genomic elements are also important to bring en-

hancers in contact with promoters. One of the most famous cases is the gene sonic

hedgehog, which is regulated by an enhancer located 1Mb away [28]. TheHoxD locus

is another example of the role of long-range interactions in the regulation of gene

expression, where a single locus is regulated by many different enhancers, and those

contacts occur in very controlled specific moments during development [29].

1.2.4 Histone modifications

Histone post-translational modifications (PTMs) are known to participate in the

regulation of gene expression more than 50 years ago [30]. Since then, many hi-

stone PTMs have been discovered, such as acetylation, methylation, phosphoryla-

tion, sumoylation, ADP ribosylation, and deamination [31]. Until recently, research

has been focused primarily on histone PTMs located at the N-terminal tail of hi-

stones, which are separated from the central structured histone domains and are

potentially more accessible to be recognized by binder proteins than modifications

in the globular part of the protein [32]. Novel globular modifications have recently

demonstrated to play important roles in the definition of the chromatin state and

regulation of gene expression [33]. In this introduction we will focus on the most

studied PTMs located at the N-terminal region of histone, the tail.

Usually proteins that recognize histone PTMs are called readers, meanwhile pro-

teins that modify the amino acids of histones are calledwriters. Following the guide-

lines from Henikoff and his team [34], in this thesis we will talk about modifiers

(proteins that modify one amino acid at a time) and binders (proteins that bind one

residue at a time) instead of writers and readers which are less accurate adjectives.
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1.2 Chromatin: A template for transcriptional regulation

Another misleading way of referring to histone PTMs is to call them activating or

repressive, which implies causality.Histone PTMs are not essential for transcription,

for example, removing H3 or H4 terminal tails in budding yeast produces a viable

phenotype [35]. The fact that histone PTMs are correlated with different transcrip-

tional states does not mean that they are the direct cause of that state (although they

can be important to potentiate or reduce it), and thus, the terminology that refers to

histone PTMs should be more accurate.

1.2.4.1 Histone acetylation

Histone acetylation was the first histone PTM to be described [36]. This modifica-

tion reduces the overall positive charge of histone tails by neutralizing the lysines

where it is incorporated, which decreases the affinity of histone tails for DNA. Prin-

cipal sites of acetylation across the tails of histone H3 are K9, K14, K18, K23 and K27

[37]. Histone acetylation is usually associated with active transcription and con-

centrated at promoters and enhancers. The dynamics of histone acetylation depend

on two families of proteins, histone acetyltransferases (HATs) and histone deacety-

lases (HDACs) [31]. Histone acetylation can be recognized by the bromodomain of

chromatin remodelling complexes [38], which links acetylation to the regulation of

nucleosome stability and gene expression. However, as discussed before, this does

not mean that acetylation is essential for transcriptional activation [35].

1.2.4.2 Histone methylation

As opposed to acetylation, histone methylation doesn’t change the net charge of the

histone tail. The methylation of lysine occurs at the primary amine of the amino

acid by replacing its hydrogen/s, which allows the formation of monomethyl (me1),
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dimethyl (me2) and trimethyl (me3) lysines. Arginines can also be mono, symmet-

rically and assymetricallt methylated [39].

Contrary to acetylation, methylation of lysines at the histone H3 can be corre-

lated with both active and repressed transcription based on the aimo residue and

the amount of methylation [37]. For example, monomethylation of H3K4 usually is

associated with the presence of enhancers, trimethylation of H3K4 with active tran-

scription and trimethylation of H3K9 or H3K27 with repressed transcription [31].

The addition of methyl groups is performed by a family of lysine methyltransferases

(HKMT), in particular by their catalytic SET domain. Differently respect to HATs,

HKMTs are very residue specific, for example, SET7/9 is just able to monomethylate

H3K4 meanwhile DIM5 can mono, di and trymethylate H3K9 [31].

H3K4me3, which is usually accumulated at gene promoters, is associated with

active transcription [40]. This histone PTM has a very interesting pattern deposition

across gene bodies. TheTSS of active genes is enriched inH3K4me3, then, if wemove

into the gene bodies, there is an enrichment of H3K4me2 and then of H3K4me1. So,

there is a gradient from H3K4me3 to H3K4me1 from the TSS until the first half of

the gene body. Then, opposite to H3K4, an increasing gradient of H3K36me3 starts

from the beginning of the gene body (3’) until the TES (5’). This intriguing gradient

of methylation is explained by the affinity of HKMT for the CTD of Pol II. Set1,

which catalyzes the methylation of H3K4, has high affinity for the initating form of

Pol II (Ser-5 phosphorilation) [41] meanwhile Set2 (which methylates H3K36) could

have higher affinity for the elongating form (Ser-2 phosphorilation). This is another

example of how different histone modifications can be correlated with transcription

without activating or inhibiting transcription.

Contrary to H3K4me3, H3K9me3 and H3K27me3 are correlated with repressed

transcription. H3K9me3 is found mainly in constitutive heterochromatin, mean-
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while H3K27me3 is enriched in facultative heterochromatin [40]. It is very interest-

ing the fact that both histone PTMs seem to be mutually exclusive although both

of them are associated with gene repression. One potential explanation to this phe-

nomena is that H3K9me3 highly correlates with DNA methylation, which excludes

Polycomb Repressive Complex 2 (PRC2) from chromatin (which is the protein com-

plex that catalyzes the mono- di- and trimethylation of H3K27) and could explain

the absence of H3K27me3 in H3K9me3+ regions [42].

1.2.4.3 The bivalent genome

There are characteristic genomic domains that are particularly interesting for being

decorated with histone PTMs associated with both active and repressed transcrip-

tion, H3K4me3 and H3K27me3 [43]. These regions, which are enriched (but are not

exclusive) in embryonic stem cells (ESCs), usually correspond to promoters and en-

hancers of key developmental genes. Bivalent domains are in a state termed poised,

with low levels of basal transcription. It is thought that this poised state protects

these genes from de novo DNA methylation and allows them to be quickly activated

upon differentiating stimuli (Figure 1.4), moment in which one of the two histone

marks will prevail over the other and will define a gene or enhancer as definitely

activated or repressed [44].

Bivalent domains are defined by the activity of both Polycomb Repressive Com-

plex 1 and 2 (PRC1 and PRC2, both termed as PcG) and SWI/SNF and COMPASS

complexes (which form part of the Thritorax gene family, TrxG). PRC2 catalyzes the

deposition of H3K27me3 and COMPASS the deposition of H3K4me3 [45]. Many of

these bivalent domains are located at promoter regions (termed bivalent promoters),

which are rich in CpG islands. The high affinity of PcG and TrxG for CpG-rich re-

gions is what allows to drive the activity of both complexes at bivalent promoters[44].
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Figure 1.4: Development of bivalent genes upon differentiation. Adapted from [44].

It is important to note that the overlap of H3K27me3 and H3K4me3 at bivalent pro-

moters is not an artifact of analyzing in bulk two different populations of cells, but

that they are physically on the same nucleosome in opposite histone tails [46].

1.3 Polycomb Group Proteins

More than 70 years ago, Pam Lewis discovered the first PcG gene in Drosophila

melanogaster, called Polycomb (Pc) [47], which caused partial sex combs on the sec-

ond and third pairs of legs of adult males. 30 years later, using the mutant that

Pam Lewis found, Ed Lewis proposed that Pc could be a repressor of Homeotic (Hox)

genes, since mutations in Pc induced their ectopic expression [48],which set the path

for the future investigations about PcG genes. As years passed, other groups started

to find mutations in different genes that caused similar phenotypes to Polycomb, and

finally they were defined as Polycomb Group (PcG) proteins [49].

Based on their catalytic activity, PcG proteins are divided in two main groups:

PolycombRepressive Complex 1 (PRC1) and PolycombRepressive Complex 2 (PRC2).

With time we have learned that these two complexes are actually much more com-
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plex than it was expected, and they can be further subdivided in many different

sub-complexes, in particular PRC1. Both complexes will be further described in the

following sections of this thesis. Since all the work that will be presented in this

thesis has been performed using mouse models and mouse-derived cell lines, mam-

malian PRC1 and PRC2 complexes will be introduced.

1.3.1 Polycomb Repressive Complex 1

As stated previously, PRC1 is actually subdivided in different sub-complexes. All

of them share 2 core subunits conserved in mammals and plants [50]. In mammals,

they consist in the mutually exclusive catalytic subunits RING1A or RING1B and

one of the the six Polycomb group ring-finger domain proteins (PCGF1–PCGF6) [51].

RING1A and RING1B catalyze the mono-ubiquitination of the lysine 119 of the hi-

stone H2A (H2AK119Ub1), which is associated with gene repression [50]. Based on

which PCGF is forming the complex with RING1A/B a different PRC1 subcomplex

will be assembled, since each PCGF will interact with different ancillary proteins.

Thus, in total, there are 6 different PRC1 complexes (PRC1.1-6). PCGF2 and PCGF4

form what is called the canonical PRC1 complex (cPRC1) meanwhile PCGF1-3-5-6

form variant PRC1 complexes (vPRC1). PCGF2/4 and PCGF3/5 form biochemically

identical complexes, so, biochemically speaking, we can actually distinguish 4 dif-

ferent types of PRC1 complexes (PRC1.1, PRC1.2/4, PRC1.3/5 and PRC1.6) [51].

1.3.1.1 Canonical PRC1

Canonical PRC1 subcomplexes are characterized by the presence of PCGF2 or PCGF4

and one ancillary subunit from the Chromobox Homolog Protein family (CBX2,

CBX4, CBX6, CBX7 or CBX8) and a Polyhomeotic Homolog (PHC1, PHC2, PHC3).
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Although PCGF2 and PCGF4 have also been detected forming complexes with RYBP,

which is present in all vPRC1 complexes, RYBP and CBX+PHC proteins seem to be

mutually exclusive [51], making PCGF2 and PCGF4 the only PCGF proteins being

able to form cPRC1 complexes.

CBX proteins, through their chromodomain, are able to bind H3K27me3, which

is deposited by PRC2. In fact, this constitutes the main known mechanism by which

cPRC1 complexes are able to be recruited to chromatin [52]. This fact led to the

development of the canonical model of recruitment and establishment of polycomb

domains, which will be discussed later in the following sections.

PHC proteins contain a specific domain called SAM, which allows the interaction

with other SAM domains from different PHC proteins (so, the establishment of inter-

actions between different cPRC1 complexes). This domain is key for the repressive

activity of cPRC1 complexes since its removal causes the upregulation of a subset of

PRC1 target genes [52].

Overall, thanks to PHC and CBX proteins, cPRC1 is able to regulate chromatin

structure, in part independently of its catalytic activity, which is important to estab-

lish transcriptional repression in specific genomic loci [53, 54, 55].

1.3.1.2 Variant PRC1

PRC1 complexes containing PCGF1, PCGF3/5 or PCGF6 form the variant PRC1.

vPRC1, respect to cPRC1, is characterized by the presence of the ancillary subunits

RYBP and YAF2 (which are mutually exclusive). vPRC1 complexes are more effi-

cient at depositing H2AK119Ub1 than cPRC1 thanks to RYBP, which stimulates the

E3 ligase activity of RING1A and RING1B [56] and is able to recognize H2AK119Ub1

[57, 58]. Contrary to PCGF2 and PCGF4, which have been found (in low amounts)
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to interact with RYBP, PCGF1, PCGF3/5 and PCGF6 have not been found to interact

with CBX and PHC proteins [51].

vPRC1 is more heterogeneous than cPRC1 since the complex is formed by differ-

ent proteins based on which PCGF (1, 3/5, 6) is interacting with RING1A/B. In Figure

1.5 you can find the main proteins forming each vPRC1 and cPRC1 complex.

One particularity of vPRC1 complexes (except PRC1.3/5) is that they contain pro-

teins with DNA binding capabilities, meanwhile cPRC1 can just be recruited by

H3K27me3 (so, PRC2 activity). PRC1.1 has the H3K36 demethylase KDM2B, which

recognizes unmethylated CpG islands [59]. In the case of PRC1.6, there are many

TFs that recognize E-box and E2F motifs (MAX, MGA, L3MBTL2, E2F6, for exam-

ple). It has been demonstrated that many of these PRC1.6 subunits are important for

its recruitment to chromatin, and it seems that each of them confers different target

specificity [60]. In the case of PRC1.3/5, how is it recruited to chromatin remains

an open question because none of the proteins forming the complex has DNA or

histone binding capabilities.

1.3.2 Polycomb Repressive Complex 2

PRC2, which catalyzes the mono-, di- and trimethylation of the lysine 27 of the

hisotne H3 (H3K27me1, H3K27me2, and H3K27me3), although not as heterogeneus

as PRC1, can also be subdivided in different subcomplexes. The core components of

PRC2 consist in its mutually exclusive catalytic subunits enhancer of zeste homolog

1 1 and 2 (EZH1 and EZH2), embryonic ectoderm development (EED), suppressor of

zeste (SUZ12), and the CAF1 histone-binding proteins RBBP4 and RBBP7.

Based on which accessory proteins will interact with the core subunits, we can

distinguish 2 subtypes of PRC2 (Figure 1.6): PRC2.1 and PRC2.2. These 2 classes
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Figure 1.5: Biochemical composition of PRC1. Adapted from [61].
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of PRC2, as it happens between cPRC1 and vPRC1, will be recruited to chromatin

by different mechanisms determined by the accessory proteins. PRC2.1 is charac-

terized by the presence of polycomb-like subunits (PHF1, MTF2, and PHF19) that

stimulate EZH2 trimethylation activity and provide affinity for unmethylated CpG

islands [62]. Also, one of the two mutually exclusive subunits, EPOP and PALI1, will

form part of the complex. In the case of PRC2.2, it is composed by the accesory pro-

teins JARID2 and AEBP2 and, in the case of JARID2 [63, 64], they provide affinity for

the H2AK119Ub1 that is deposited by PRC1. So, as it happens for cPRC1 and vPRC1,

we have two different groups of PRC2 complexes that are recruited to chromatin

by directly binding DNA (PRC2.1) or by recognizing the catalytic product of PRC1,

H2AK119Ub1 (PRC2.2).

Figure 1.6: Biochemical composition of PRC2. Adapted from [61].
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1.3.3 Recruitment of PcG proteins to chromatin

As we have seen during the previous sections, there are different groups of proteins

that provide affinity for chromatin to PRC1 and PRC2. Some of them are able to

directly recognize DNA sequences, meanwhile others are able to recognize nucleo-

somes. In Drosophila melanogaster, PcG proteins recognize specific DNA elements

called PREs (Polycomb Responsive Elements) [65], however, this elements do not

seem to have clear mammalian orthologues [66] and the recruitment of PcG pro-

teins seem to have evolved and become more complex from invertebrates to ver-

tebrates [66]. PcG proteins are recruited to chromatin, in mammals, by 3 different

mechanisms: Recognition of specific DNA sequences by TFs, recruitment by RNA-

dependent mechanisms and recognition of unmethylated CGIs.

1.3.3.1 Recognition of specific DNA seqences by TFs

As shown in Figure 1.5, PRC1.6 contains many proteins that recognize specific DNA

sequences. For example, MAX and MGA provide affinity for E- and T-box motifs,

meanwhile E2F6 and DP1 for E2F6-DP1 motifs. This characteristic allows PRC1.6,

based on the cellular context, to be recruited to specific targets and regulate specific

pathways that do not overlap with classical PcG targets. This specific recruitment

of PRC1.6 has an important role in the regulation of germline-related genes [60].

1.3.3.2 Recruitment by chromatin-associated RNAs

Recently it has been postulated that in some cases PcG proteins could be tethered to

chromatin by long non-coding RNAs (lncRNAs) [67]. The most studied case is the

recruitment of PRC1 and PRC2 during X chromosome inactivation by the lncRNA

Xist. This mechanism involves vPRC1.3/5, that if deleted, causes female-specific em-
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bryo lethality (in mice) and also attenuates the X-chromosome silencing induced by

Xist [68]. A 600nt region of Xist, called XR-PID, is recognized by the RNA-binding

protein HNRNPK, which interacts with vPRC1.3/5 and mediates its recruitment to

Xist, which then tethers vPRC1.3/5 to chromatin. This allows the establishment of

megabase-sizedH2AK119Ub1 domains, which thenwill be recognized by the PRC2.2

ancillary subunit JARID2 and will induce the deposition of H3K27me3 that, at the

same time, will recruit cPRC1 through its CBX subunit. This mechanism allows the

formation of large PcG domains that will be crucial to establish transcriptionally

repressed genomic domains during the X chromosome inactivation [69].

Recently there have been also some evidences about the participation of R-loops

in the recruitment of PcG proteins to chromatin. R-loops are DNA-RNA hybrids that

are usually formed during transcription between nascent mRNA and DNA [70]. It

has been demonstrated that a subset of PcG target genes form R-loop structures that

contribute to PRC1 genome-wide recruitment and synergyze with PcG proteins to

mediate transcriptional silencing at those specific subset of genes [71]. Still, the un-

derlying biochemical mechanisms of PcG and R-loop gene regulation are unknown

and need further investigation.

1.3.3.3 PcG affinity for CGIs

TFs and RNAs participate in the recruitment of PcG to a subset of targets, however,

in mammals, the main mechanism of PcG recruitment to chromatin is through the

recognition of unmethylated CGIs [50]. PcG proteins bind primarily promoter re-

gions, which usually (around 70% in mammals [5]) are rich in CGIs. This affinity of

PcG complexes for CGIs is explained by the presence subunits that recognize un-

methylated CpG dinucleotides. vPRC1.1 is able to bind CGIs through its subunit
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KDM2B (which contains a zinc-finger-CXXC domain) [72] meanwhile PRC2.1 de-

pends on its PCL subunits (which has a winged-helix domain) [62].

Figure 1.7: Recruitment of PcG proteins to chromatin. Adapted from [61].
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1.3.4 Establishment and maintenance of PcG domains

PcG proteins are able to create very large PcG domains to regulate transcription. This

is accomplished by the cooperation and establishment of positive feedback loops

between PRC1 and PRC2, which allows the deposition of high levels of H3K27me3

and H2AK119Ub1 and also a high occupancy of PcG complexes on chromatin, which

permits the establishment of repressive PcG domains [61].

1.3.4.1 Canonical hierarchical model

The first model that explained the establishment of PcG domains is also known as

the Canonical model, which is based on the activity of PRC2. As explained in sec-

tions 1.3.3.3 and 1.3.2, through its PCL subunits PRC2 can directly bind unmethylated

CGIs and methylate H3K27. H3K27me3 is then recognized by the PRC2 subunit EED

through aWD40-repeat domain, and this interaction also stimulates the catalytic ac-

tivity of the complex. Also, when EED interacts with H3K27me3 the catalytic SET

domain of EZH1/2 is placed exactly on the H3K27 of the next nucleosome, allowing

an efficient spreading anf formation of H3K27me3 domains [73]. These H3K27me3

domains will then tether cPRC1 to chromatin, which interacts with them through

the chromodomain of its CBX subunit. Interestingly, this recruitment of cPRC1 by

PRC2 does not seem to play an important role in increasing H2AK119Ub1 levels,

probably due to the low catalytic activity of cPRC1 [74]. However, the recruit-

ment of cPRC1 seems to be important to establish high-order chromatin interactions

and compaction [54]. cPRC1 complexes can polymerize even when located several

megabases away through the SAM domains of its PHC subunits [54], allowing the

formation of chromatin condensates with very high PcG occupancy called Polycomb

bodies [75].
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1.3.4.2 Variant hierarchical model

Following a similar mechanism as in the canonical model, where PRC2.1 deposits

H3K27me3 and then cPRC1 is recruited, vPRC1 can deposit H2AK119Ub1 (indepen-

dently of PRC2) that can be recognized by PRC2.2 [74]. Very similarly to the role of

EED in stimulating PRC2 binding to H3K27me3, the vPRC1 subunit RYBP/YAF2 is

able to recognize H2AK119Ub1 through its zinc-finger domain allowing the propa-

gation of H2AK119Ub1 to near nucleosomes [76]. Once chromatin is decorated with

H2AK119Ub1, PRC2.2 can recognize it thanks to its subunits JARID2 and AEBP2

which contain a ubiquitin binding motif and tandem C2H2 zinc-fingers, respectively

[63, 64]. Also, the interaction of JARID2 and AEBP2 with H2AK119Ub1 reduces the

inhibitory effect of H3K4me3 and H3K36me3 on PRC2 [64]. Contrary to the canoni-

cal model, which was lacking high enzymatic PRC1 activity, this mechanism is more

efficient at depositing high levels of H3K27me3 and H2AK119Ub1 and establishing

PcG chromatin domains.

The variant and canonical models do not have to be interpreted as two indepen-

dent mechanisms of PcG domain formation, but as a whole. The combination of

both is what allows the formation of large PcG domains with very high occupancy

of PRC2.1, PRC2.2, vPRC1 and cPRC1, which allows the establishment of very stable

and reliable repressive chromatin domains.

Figure 1.8: Canonical and Variant establishment of PcG domains. Adapted from [50].

24



1.3 Polycomb Group Proteins

1.3.4.3 Fighting for chromatin control

PcG complexes bindmost CGI-containing promoters, however, not all of thempresent

high levels of PcG occupancy, H2AK119Ub1, H3K27me3 and transcriptional repres-

sion. This suggests that probably PcG proteins have to compete with other biochem-

ical systems for the control of chromatin in order to establish stable and repressive

PcG domains. This is also supported by the fact that many PcG domains seem to be

cell-type specific and to change during development/differentiation, which means

that they should depend on the activity of other nuclear proteins such as TFs and

the transcription machinery [61].

A mechanism that explains how just a subset of potential PcG targets show very

high occupancy of PcG proteins is the transcriptional activity of target genes. Ge-

nomic regions decorated by PcG domains (high levels of H2AK119Ub1 andH3K27me3)

show very low transcriptional activity, which can be interpreted as a consequence of

PcG binding, but could also represent the cause of PcG binding. Studies have demon-

strated that a reduction in transcriptional activity with inhibitors can stabilize PRC2

and H3K27me3 [77], meanwhile tethering experiments have shown that PcG can es-

tablish de novo domains at CGIs just if they are depleted of TF activity [78, 79]. At

the same time, PRC2 seems to be able to bind promiscuously to nascent RNAs, who

would displace PRC2 from chromatin in very active transcriptional environments

[80, 81]. And finally, H3K4me3 and H3K36me3, two histone PTMs that are deposited

during transcription [41], seem to reduce the catalytic activity of PRC2. Summing

up, there are many evidences that suggest that TF activity and active transcription

counteract PcG binding, and would be their absence what would allow the estab-

lishment of PcG domains at CGI-containing loci.
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Based on this idea, the role of PcG proteins would not be to induce de novo re-

pressive domains to shut down transcription at target genes, but to keep ”safe” and

”defend” loci that do not have to be active in specific cellular contexts by fighting

against aberrant activation of gene expression.

Figure 1.9: Maintenance of PcG domains on chromatin. Adapted from [61].

1.3.5 Role of PRC1 and PRC2 in gene repression

70 years after the discovery of the first PcG protein still is not very clear how these

complexes are able to repress gene expression. Many advances have arrived in the

last 20 years, and although we are closer than before in understanding how repres-

sion is established by PcG proteins, there is still a lot of research to do. There has

been a lot of debate about who is responsible for the PcG-mediated gene repression.

H2K119Ub1? H3K27me3? Chromatin compaction by PRC2-cPRC1? There is a lot of

literature about this topic that could seem somewhat contradictory at first glance,

which will be now discussed.

At first it was thought that PcG mediated repression was accomplished primarily

by compacting chromatin via PRC2 and cPRC1 [53, 75, 82, 83]. In line with this, other

groups claimed that PRC1-mediated repression could be independent ofH2AK119Ub1
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[54, 84] and that a catalytic null version of PRC1 delayed embryonic lethality of

PRC1KO in mouse embryonic development [85]. This idea was challenged by the

fact that removing PRC2 (and in consequence, also cPRC1) from mESC, which was

in theory mediating gene repression through compaction, did not cause a strong

gene derepression [86]. Also, other studies showed that there was not a clear re-

lationship between PcG activity and increased chromatin compaction [87, 88] Also,

removal of vPRC1 complexes in mice had a more severe phenotype than removing

cPRC1 [89, 90].

This amount of ”contradictory” data highlights the possibility that there is not a

specific mechanism by which PcG proteins establish gene repression but, that de-

pending on the cellular context, some mechanisms could play more important roles

than others. In our lab we have been very interested during the recent years in

understanding better the role of individual PRC1 subcomplexes in mediating PRC1

function, in particular the roles of vPRC1 and H2AK119Ub1 in establishing gene re-

pression, that as discussed above, is still not very clear. Later on in this thesis our

data regarding this topic will be shown and deeply discussed.

1.4 Intestinal homeostasis and PcG proteins

During my PhD I have invested most of my time studying the role of PRC1 in mESC,

however, in the recent years we have also been very interested in the role of PcG

proteins in adult stem cells, particularly in the intestine and hair follicles [91, 92, 93].

Since some of the data presented in this thesis will be about the role of PRC1 inmouse

intestinal tissue, some pages of this introduction will be dedicated to introduce the

intestinal tissue.
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1.4.1 The intestinal epithelium

In humans, the intestinal epithelium is the second largest tissue by area after the

lungs. Its main functions, absorption of metabolites and protection against external

insults, have to be performed in a high-stress environment (pH variation, mechanical

damage, presence of many different bacteria). In this context, the intestinal tissue

is able to perform these functions thanks to a high proliferating rate and a spatial

organization called crypt-villus structure [94].

The crypt-villus structure is a very smart way of compartmentalizing the intesti-

nal tissue in two different domains that allows an efficient nutrient uptake (which

takes place at the villus) and a maintenance of a high proliferating cell rate (which

take place at the crypt). This division is very important due to the nature of the

intestinal environment [95]. Cells in the intestine are exposed to high mechanical

stress and environmental hazards, reason for which there is a very high cell turnover

(lifetime of a cell averages between 3 and 5 days [96]). Proliferating stem cells are

safely located at the crypts, which are invaginations of the intestinal tissue that keep

them isolated from environmental hazards. On the other side, the villus is a protu-

berance of the intestinal wall that allows to maximize the amount of intestinal tissue

in contact with nutrients. This allows for an efficient metabolite absorption at the

expenses of being more exposed to hazards of the digestive tract [94].

The main populations of cells forming the intestine, which will be presented in

the following lines, can be divided in two main groups based on their function: ab-

sorptive cells and secretory cells. In the absorptive category we find the enterocytes,

meanwhile the more diverse secretory group consists in paneth, goblet, enteroen-

docrine and tuft cells. The production of new intestinal cells has to maintain correct

balance between cell populations in order to ensure a correct intestinal homeostasis.
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Figure 1.10: Structure of the intestinal epithelium. Adapted from [94].

1.4.2 Cell populations of the small intestine

1.4.2.1 Crypt base columnar cells

A pool of highly proliferating stem cells at the base of intestinal crypts, termed crypt

base columnar cells (CBCs), keeps a constant flow of cells across the crypt-villus

axis. These cells are characterized by the expression of the LGR5 protein, which is a

target of the WNT signaling pathway [97]. Tracing experiments with reporter mice

targeting CBCs (Lgr5EGFP−IRES−CreERT2-R26R–lacZ) have demonstrated that after 5 days

of tamoxifen injection, blue ribbons of LacZ+ cells can be dectected from the bottom

of the crypts to the villi, marking all cell types present in the intestine. This was the

experiment that demonstrated that CBCs had the capacity to generate multiple cell

lineages and to maintain a long-term self renewal potential. These features are what

define CBCs as intestinal stem cells [97].

When CBCs asymmetrically divide they give rise to new progenitor cells that

start to push their neighbour cells towards the tip of the villi. These cells, named

29



1 Introduction

transit-amplifying cells, proliferate rapidly and move towards the villi in order to

become a mature intestinal cell. The first fate decision they will have to make is be-

tween becoming secretory or absorptive cells, which will depend on their exposure

to Notch signals.

1.4.2.2 Absorptive cells

Absorptive cells consist in enterocytes and M cells. Enterocytes represent around

80% of the total intestinal cells, meanwhile M cells are very rare. M cells are located

at lymphoid follicles in the intestine, where high concentrations of T an B cells can

be found [98]. Enterocytes are responsible for the uptake of nutrients [99] and their

fate is determined by the activity of Notch signaling. If transit-amplifying cells are

in contact with DLL+ cells (Paneth cells) high Notch levels will be maintained and

they will become enterocyes [100].

1.4.2.3 Secretory cells

Contrary to absorptive cells, transit-amplifying cells need low levels of Notch to

start their journey towards the secretory lineage. The lack of Notch signalling allows

the expression of ATOH1, a transcription factor that drives transit-amplifying cells

towards the secretory fate [100]. The main secretory lineages are:

• Paneth cells: Paneth cells are particular secretory cells because they stay at

the bottom of the crypt instead of moving towards the villus as all the other cell

populations of the intestine [101]. Their main role is antimicrobial (production

of defensines and lysozyme) and to sustain the stem cell niche by providing

Notch ligands [102].
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• Goblet cells: They are the most abundant secretory cell population, and their

role is to protect the intestinal tissue by producing a protective mucus layer

[103].

• Enteroendocrine cells: These cells participate in the regulation of themetabolism

by secreting hormones into the bloodstream upon activation [104]. The main

driver of enterocyte specification is NEUROG3, which deletion abolishes all

enterocyte cells from the intestine [105].

• Tuft cells: They are to the most rare secretory cell population of the intes-

tine. They seem to be important against helimnth infections by regulating the

immune response by secreting IL-25 and stimulaing ILC2s [106, 107]. A very

particular characteristic of this cell population is that its specification is in-

dependent of ATOH1, or at least, there is an independent ATOH1 pathway

(which depends on the TF POUF2F3) [108, 109].

1.4.3 Signaling pathways in the small intestine

Intestinal homeostasis and cell fate decisions depend on the equilibrium of different

signaling pathways. Themost relevant ones in the small intestine areWNT, NOTCH,

EGF and BMP.

1.4.3.1 WNT

The WNT pathway is primarily involved in the maintenance of the stem cell niche.

There is a decreasing gradient of WNT from the bottom of the crypts towards the

villi, which creates a perfect flux of differentiation signaling that allows the forma-

tion of the cypt-villus structure. The main downstream effector of the WNT path-

way is CTNNB1, which becomes stabilized when WNT ligands bind to the Friz-
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zled–LRP5–LRP6 receptor complex. This blocks the degradation of CTNNB1 by the

APC destruction complex, and allows the accumulation of high CTNNB1 levels in

the cytoplasm that will then move towards the nucleus and enhance the expression

of its target genes [110]. Deletion of Tcf4 (main effector of canonical WNT signal-

ing) in adult mice induces the loss of the stem cell population [111]. WNT ligands

are primarily produced by paneth cells in the form of WNT3, which is transmitted

to the stem cells that are next to the paneth cells in the form of cell-to-cell contacts

[102].

Figure 1.11: Regulatory signals of the small intestinal epithelium. Adapted from [94].

32



1.4 Intestinal homeostasis and PcG proteins

1.4.3.2 Notch

In the intestine, Notch is the main signaling pathway that determines if a progenitor

cell will become secretory or absorptive. The activation of this pathway requires di-

rect contact between cells, one that expressed notch ligands (DLL1 and DLL4, such

as paneth cells) and other that expressed the receptor (NOTCH1, as it happens in the

stem cells) [112]. The activation of this pathway will activate HES1, which represses

ATOH1, the main driver of secretory differentiation. Thus, meanwhile Notch signal-

ing is active, ATOH1 will be repressed and progenitor cells will differentiate towards

the absorptive lineage [112].

1.4.4 EGF

The EGF pathway is key for the proliferation of stem cells and turnover rate of the

small intestine, however, in contrast to WNT and Notch, is no required to maintain

stem cell identity [113]. CBCs express the EGF receptor ERBB1, meanwhile paneth

cells secrete the ligands (TGFα and EGF) [102].

1.4.5 BMP

The decreasing WNT gradient and increasing BMP gradient from the bottom to the

top of the crypts is what drives the differentiation path of intestinal cells across the

crypt-villus axis. If WNT has a role in potentiating and maintaining the stem cell

niche, BMP acts an antagonist promoting cell differentiation [114]. When BMP lig-

ands contact their type II receptors SMAD1, SMAD5 or SMAD8 gets phosphorilated

and translocated to the nucleus with SMAD4, activating the expression of their tar-

get genes [115]. Stem cells are protected from the BMP ligands by the mesencymal

niche in contact with them, which secretes BMP antagonists [116].
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1.4.6 Role of PcG proteins in the small intestine

PRC1 and PRC2 play important roles in the maintenance of intestinal homeostasis

and intestinal regeneration upon injury [91, 117]. In particular, our group demon-

strated that PRC1 is critical for CBCs to maintain their cellular identity. Without

altering H3K27me3 levels (thus, independent of PRC2), PRC1 and H2AK119Ub1 loss

produced a strong upregulation of non-intestinal related genes, which caused CBCs

to lose their transcriptional identity and stemness. On top of that, PRC1 removal

caused the upregulation of ZIC1 and ZIC2 transcription factors, which interacts with

the CTNNB1/TCF complex inhibiting its function. This inhibition of WNT signal-

ing plus the overexpression of non-intestinal TFs caused a loss of stem cells that

totally disrupted intestinal homeostasis. Very importantly, these phenotype was in-

dependent of the activation of Cdkn2a [91]. Contrary to loss of PRC1, loss of PRC2

in the small intestine is compatible with intestinal homeostasis. The reduction in

H3K27me3 levels didn’t affect the deposition of H2AK119Ub1, meaning that in adult

mouse intestinal stem cells PRC1 activity does not heavily depend on PRC2. How-

ever, loss of PRC2 negatively affected intestinal architecture and unbalanced the

proportion of absorptive and secretory cells. Loss of H3K27me3 levels on Atoh1 and

Spdef promoters led to the uprergulation of these TFs, which unbalanced the transit-

amplifying cell fate towards goblet cells, causing a goblet hyerplasia. PRC2 and

H3K27me3 loss also induced a strong reduction in cell proliferation in the transit-

amplifying compartment, caused by an upregulation of CDKN2A. The upregulation

of CDKN2A was also the cause for the failure of PRC2-null small intestine to regen-

erate upon irradiation-induced damage [117].
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The data that will be presented in this thesis is the result of the collaboration with

multiple members of my laboratory. In particular, Andrea Scelfo, Karin Ferrari, Si-

mone Tamburri, Elisa Lavarone, Simona Amato and Annachiara del Vecchio have

been the main contributors. All the figures and analyses regarding computational

techniques -analysis of next-generation sequencing (NGS) data- have been devel-

oped and produced by me, meanwhile the figures regarding wet lab techniques

(western blot, immunohistochemical analyses and qRT-PCR) as well as the prepa-

ration of all the sequencing libraries (RNA-seq and ChIP-seq) have been performed

by these other members of our laboratory. I would like to thank all my colleagues

for allowing me to participate in these amazing projects and involving me in all the

scientific discussions that allowed us to move forward and generate and curate all

the data that will be presented here, without them this thesis would have not been

possible.

2.1 Landscape of PCGF proteins in mESC

In this first section of the results chapter, I will present our findings regarding the

roles and functions of the different PRC1 sub-complexes in mESC. As discussed dur-

ing the introduction, none of the PCGFs is able to reproduce the loss of RING1A/B
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activity during development, which leaves an open question about which is the spe-

cific role of each PRC1 sub-complex, if they are able to compensate each other, and

if they are functionally overlapped by regulating related biological pathways.

In order to answer these questions, my laboratory has developed a series of genet-

ically engineered mESC lines that allowed us to specifically delete each of the differ-

ent PCGFs in those cells (thus, removing specific PRC1 sub-complexes). With these

cell lines, coupled with the development of specific custom antibodies to recognize

each individual PCGF, we were able to perform a series of experiments that allowed

us to better understand which are the specific roles of each PRC1 sub-complex, and

how these roles may converge to orchestrate a PRC1 function that, as time goes on,

is proving to be way more complex than initially expected.

2.1.1 Expression and genomic localization of PCGF proteins

To understand which PCGFs are expressed and which PRC1 sub-complexes are pre-

dominant in mESC, we measured their mRNA and protein levels using RNA-seq

and mass spectrometry techniques. As shown in Figure 2.1 (left panel), PRC1.6

(PCGF6) and PRC1.2 (PCGF2) were the most abundant PRC1 sub-complexes, fol-

lowed by PRC1.1 (PCGF1) and PRC1.3 (PCGF3). Instead, PRC1.4 (PCGF4) and PRC1.5

(PCGF5) were barely detected. Although the expression of PCGF1-3-4-5 was very

similar in terms of mRNA (Figure 2.1, right panel), the amount of protein interacting

with RING1B was significantly lower for PCGF3-4-5 respect to PCGF1, which may

suggest that not all PCGFs bind to RING1B with the same affinity. Since PCGF2/4

and PCGF3/5 form biochemically identical complexes, we can confirm that, form the

functional perspective, all PRC1 sub-complexesa are present in mESC.
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Figure 2.1: Expression of PCGF1-6 relative to RING1B. A) Relative abundance based
on intensity Based Absolute Quantification (iBAQ) values of PCGF peptides identified in
RING1B-Flag-bio tandem purifications coupled to mass-spectrometry experiment. B) Rela-
tive mRNA expression of each Pcgf relative to RING1B expression (RPKM).

By using custom antibodies developed in my laboratory, we were able to map

the genome-wide localization of the most abundant PCGF proteins (PCGF1-2-3-6) in

mESC.The use of specific stable mESC lines where each Pcgf was deleted (in the case

of Pcgf2/4 and Pcgf3/5 both Pcgfs were removed to avoid any potential compensatory

effects) allowed us to asses the specificity of each antibody, as they showed very little

background signal when used on the KO cell lines, as shown in Figure 2.2. Also, any

peaks called in the KO cell lines were used to filter any potential false positive found

in the WT samples. With this setup, we have the right tools to study the specific

activities of PCGF proteins in mESC and to understand how do they behave in the

absence of other PRC1 sub-complexes.

Figures 2.2 (panel A) and 2.3 (panel A) show different binding profiles across PRC1

sub-complexes. PCGF1 and PCGF2 presented amore broad binding pattern (closer to

the shape of H2AK119Ub1 and H3K27me3 deposition patterns), meanwhile PCGF3

and PCGF6 were narrower and more similar to a TF-like profile. Also, as expected,

most PCGF binding sites are located in CpG rich regions, as is the case for RING1B.
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Figure 2.3: Peak width and CpG occupancy of PCGF binding sites. A) Peak width (bp)
of WT PCGF binding sites. B) CpG occupany of WT PCGF binding sites. The dashed line
indicates the threshold of to determine if the ratio of observed vs expected CpG occupancy
that defines a CpG island (0.6).
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2.1 Landscape of PCGF proteins in mESC

Figure 2.4 shows that more than 75% of the binding sites of all PCGFswere located

at promoter regions (+/- 2500bp from TSS), which is in accordance with the distri-

bution of RING1B. From now on, all the analyses regarding the target sites of the

PCGFs will be referred to these regions (promoter regions targeted by PCGFs, distal

regions won’t be included in the analyses). The motivation behind this decision is to

perform more reliable analyses. It is already known that PcG proteins bind mainly

unmethylatyed CpG-rich promoters [61], and mapping distal regions to target genes

is not trivial. At the same time, it is possible to find more than 1 peak for a particular

PCGF in the same promoter region. By working with genomic windows obtained

with a peak caller, this situation would be counted as 2 binding sites, while by an-

notating those peaks as TSS instead, would be counted as 1, which to our view, is

closer to reality from a functional point of view. Another reason for this decision is

the definition of genomic loci bound by multiple PCGFs. By working with genomic

windows, there are cases in which a peak from a TF could overlap other 2 TFs, but

those 2 TFs not overlap between them. By having a common unit (TSS), which is

the same for all the ChIP-seq samples, we also avoid this problem.

RING1B

PCGF6

PCGF3

PCGF2

PCGF1

0 25 50 75
100

percentage of peaks

3' UTR

5' UTR

Distal Intergenic
Downstream

Exon
Intron

Promoter

Figure 2.4: Genome-wide distribution of PRC1 sub-complexes binding sites. Regions
annotated as downstream correspond to those that are <10kb form the TES, regions annotated
as distal intergenic are those that are >10kb from TES and do not overlap with any promoter
or gene body.
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Figure 2.5: Overlap of genome-wide PCGFs target genes. A) Barchart showing the %
of each PCGF target genes that overlap with the other PCGF proteins. B) VennDiagram’s of
PCGF1, PCGF2, PCGF3 and PCGF6 target genes.

By looking at the number of target genes in Figure 2.5, we can see that PCGF1, de-

spite not being themost abundant PRC1 complex, showed the highest number of tar-

get genes (5261). This was followed by PCGF2 (3522) and PCGF6 (2882), while PCGF3

(185) showed the lowest number of binding sites by more than an order of magni-

tude. The predominance of PCGF1 regarding the number of binding sites could be

explained by the fact that forms complex with KDM2B, which recognizes unmethy-

lated CGIs [59],which would allow for a broader set of potential binding sites respect

to PCGF2 and PCGF6, which are more limited to H3K27me3+ regions (PCGF2) [51]

and E-BOX and E2F binding sites (PCGF6) [60]. Figure 2.5 shows that PCGFs, de-

spite sharing an important amount of target genes, still retain binding specificity,

in particular PCGF1 and PCGF6 (red color). We can also notice that the most fre-

quent combination of PCGFs targeting the same genes are PCGF1-2-6 followed by

PCGF1-2. Actually, around 80% of PCGF2 target genes overlap with PCGF1. Based

on Figure 2.5, we defined for further analyses the following genomic loci based on

the binding of different PCGFs: genes targeted by a single PCGF (red), genes tar-

geted by PCGF1-2-6 (yellow), genes targeted by PCGF1-2 (green) and genes targeted
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2.1 Landscape of PCGF proteins in mESC

by PCGF3-6 (blue). The rest of combinations were not included in the analyses due

to the reduced number of genes that they represented (less than 14% of the total

targets).

2.1.2 Association of PCGF proteins with different chromatin

domains

PCGF1 PCGF2 PCGF3 PCGF6 RING1B SUZ12 WDR5KDM2BRYBPCBX7 H3K4me3

PCGF2
PCGF3
PCGF6

PCGF1/2/6

PCGF1/2

PCGF2/6
PCGF3/6

H2Aub1 H3K27me3 H3K36me3

PCGF1

4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS 4-4 TSS TSS TES

gene distance (kb)

Figure 2.6: Chromatin properties of PCGF target genes. Heatmaps representing the
normalized ChIP-seq intensities for the indicated PCGF proteins over ±4 kb around the TSS
of the indicated loci stratified for PCGF co-occupancy in wild-type (WT) mESCs. H3K36me3
intensity was analyzed over the entire gene length (from TSS to TES). CBX7 and RYBP
datasets from mESCs were obtained from Morey et al. (2013) and KDM2B from Farcas et
al. (2012).

In order to better understand the functional properties of the different groups of

PCGF targets that we defined, we represented in Figure 2.6 the signal of different

general components of PcG (SUZ12, RING1B, H2AK119Ub1 and H3K27me3), com-

ponents of vPRC1 (RYBP, KDM2B, WDR5), cPRC1 (CBX7), the catalytic product of

TrxG (H3K4me3) and H3K36me3, which is associated with active transcription.
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We noticed that the presence of PCGF2 was always correlated with very high

accumulation of RING1B, SUZ12, H3K27me3 and H2AK119Ub1 (Figure 2.7 and 2.6)

and low levels of H3K36me3 and mRNA expression (Figure 2.8), which are classic

characteristics of PcG domains. In other words, the presence of cPRC1 was always

associated to the presence of PcG domains and repressed transcription.
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Figure 2.7: Correlation of PcG
proteins and transcriptional
associated hPTMs at PCGF
target genes. Pearson correla-
tion of ChIP-seq signal over the
promoter regions (±4 kb from
TSS) of annotated RefSeq coding
genes.

On the other side, the presence of just PCGFs from vPRC1 complexes (PCGF1,

PCGF3 and PCGF6) was associated with permissive transcription (Figure 2.8, PCGF1

and PCGF6 targets) or high levels of transcription (Figure 2.8, PCGF3 and PCGF3/6

targets). Also, interestingly, the strongest ChIP-seq signal for RYBP, which is able to

recognize H2AK119Ub1 [76], was across PCGF6 unique targets, where H2AK119Ub1

levels were very low.

We also analyzed whether PCGF targets shared functional features or if each

PCGF was targeting a specific type of genes. For that, we performed GO enrich-

ment analyses of the different PCGF target categories, shown in Figure 2.9. We no-
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2.1 Landscape of PCGF proteins in mESC

ticed that targets from PCGF1 and PCGF2 were very often related to developmental

processes and neuron development, which are classical pathways regulated by PcG

proteins [50]. On the other side, PCGF3 and PCGF6 targets were enriched in dis-

tinct pathways, such as authophagy and germ cell specific processes, respectively.

Based on these data, and regarding the functional role of target genes, we could

group PCGFs in two modules: PCGF1/2, associated with developmental pathways,

and PCGF3/6, associated with more diverse and ”niche” biological processes.
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Figure 2.8: H3K36me3 and mRNA expressoin of PCGF targets. A) Average deposi-
tion profile of H3K36me3 in WT mESCs over the gene body (from TSS to TES) of PCGF
unique bound promoters (left panel) or promoters co- occupied by at least two PCGF proteins
(right panel), as indicated. B) Boxplots showing the expression levels obtained from RNA-
seq analyses performed in WT mESC for the indicated PCGF target genes. H3K27me3- and
H3K4me3-positive loci served as controls for repressed and active promoters, respectively.
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Figure 2.9: GO enrichment analysis of PCGF target genes. Gene ontology analysis for
the indicated PCGF unique and co-occupied target genes. The most represented categories
are highlighted. Dot size is proportional to the number of genes corresponding to that gene
ontology category, color scale indicates statistical significance (adjusted p-value < 0.01 and
q-value < 0.01).
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2.1.3 Compensation between PRC1 sub-complexes

We have already seen that, although retaining unique sets of targets, PCGF proteins

share a proportion of them, in particular PCGF1, 2 and 6. Based on this, another

question that we wanted to answer was whether PRC1 sub-complexes were able to

compensate each other activity and act redundantly, or instead, if the functions of

RING1B were the sum of individual and non-overlapping PRC1 sub-complex activ-

ities. For that, we took advantage of different mESC cell lines where each different

Pcgf was deleted (WT, Pcgf1KO, Pcgf24KO, Pcgf35KO, and Pcgf6KO). We quantified

by ChIP-seq signal the binding of PCGF1, PCGF2, PCGF3 and PCGF6 in each of those

cell lines, as shown in Figure 2.11.
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Figure 2.10: Snapshots of ChIP-seq signal of PCGF proteins in different Pcgf-null
backgrounds. Genomic snapshots of the indicated ChIP-seq profiles at selected target gene
loci, performed in WT and in the indicated Pcgf KO mESC clones.

Generally speaking, we didn’t see a particular compensation across PCGFs in

the different KO cell lines. There were some minor changes (although interesting),

such as a minor global reduction in PCGF3 signal in Pcgf1KO cells and a very slight

increase in genome-wide PCGF1 signal in Pcgf35KO cells. However, due to the small

magnitude of the changes and the semi-quantitative nature of ChIP-seq, the readout

that we interpret from these data is that PCGF proteins do not compensate each

45



2 Results

other regarding chromatin occupancy (so, when one PCGF is deleted, there is not an

increase in the occupancy across its target genes).

Figure 2.11: Genome-wide ChIP-seq signal of PCGF proteins in different Pcgf-null
backgrounds. Heatmaps of the input subtracted normalized intensity profiles of ChIP-seq
analyses for PCGF1, PCGF2, PCGF3, or PCGF6 performed in WT mESCs, Pcgf1, Pcgf2/4,
Pcgf3/5, or Pcgf6 KO ESC clones. The regions plotted correspond to ±4 kb around TSS of
unique and co-occupied target genes, as indicated.

46



2.1 Landscape of PCGF proteins in mESC

Next, we proceeded to analyze the chromatin occupancy of core components

of PRC1 and PRC2 (RING1B and SUZ12, respectively) and their catalytic products,

H2AK119Ub1 andH3K27me3. Figure 2.12 shows thatmost RING1B signal was lost in

Pcgf24KO mESC, meanwhile SUZ12, H3K27me3 and H2AK119Ub1 maintained their

WT signal across all KOs. Interestingly, the strong reduction in RING1B signal did

not translate into a reduction in H2AK119Ub1, meaning that PRC1 sub-complexes

do not compensate each other regarding chromatin occupancy, but they do it re-

garding their catalytic activity. This is also in line with vPRC1 being more active

than cPRC1 at depositing H2AK119Ub1 [74]. The strong reduction in RING1B signal

probably is due to cPRC1 complexes being more stable than vPRC1 on chromatin,

which usually account for 80% of RING1B signal [118]. In Pcgf6KO cells, RING1B

signal and H2AK119Ub1 were completly lost, meaning that PRC1.6 is the only PRC1

complex that is able to maintain H2AK119Ub1 at those loci, in line with its specific

role in regulating specific biological process, such as germ cell related genes [60].
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Figure 2.12: Genome-wide ChIP-seq signal of PcG proteins in different Pcgf-null
backgrounds. Heatmaps of the input subtracted normalized intensity profiles of ChIP-seq
analyses for RING1B, SUZ12, H3K27me3 or H2AK119Ub1 performed in WT mESCs, Pcgf1,
Pcgf2/4, Pcgf3/5, or Pcgf6 KO ESC clones. The regions plotted correspond to ±4 kb around
TSS of unique and co-occupied target genes, as indicated.
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2.1.4 PCGF1/2/4 and PCGF3/5/6 modules

2.1.4.1 Transcriptome of Pcgf KO mESCs

Based on their potential functional role (Figure 2.9) and their genome-wide co-occupancy

(Figure 2.5), we decided to define two different PCGF modules: PCGF1/2/4 and

PCGF3/5/6, forwhichwe developed Pcgf124KOand Pcgf356KOmESC lines. Pcgf124KO

cells were viable and didn’t present any morphological defects when compared to

WT cells (Figure 2.13), however, for Pcgf356KO cells we observed a strong effect on

the morphology, since they acquired a fibroblast-like shape (Figure 2.13).

wild type Pcgf1/2/4 KO Pcgf3/5/6 KO

ph
as
e
co
nt
ra
st

Figure 2.13: Phase contrast of WT, Pcgf124KO and Pcgf356KO mESC. Representative
phase-contrast field of WT, Pcgf124 and Pcgf356 triple KO mESCs. Scale bars correspond to
200 µm.

We performed bulk RNA-seq for all Pcgf KOs (1, 2/4, 3/5, 6, 1/2/4 and 3/5/6) and

then applied Principal Component Analysis (PCA) (Figure 2.14). In line with the

phase contrast images (Figure 2.13), Pcgf124KO cells didn’t show big transcriptional

differences compared to WT cells, as happened for Pcgf1KO and Pcgf24KO cells. In-

stead, Pcgf356KO cells suffered stronger changes in their transcriptome (in partic-

ular a strong derepression, as seen in Figure 2.15), which were already evident in

Pcgf6KO cells, in line with previous reports [60]. When looking at the results from

GO enrichment (Figure 2.16), we found biological processes in Pcgf356KO cells re-

lated to extracellular matrix and muscle contraction, which could be associated with
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the observed morphological phenotype. In line with this, there were also many up-

regulated collagen and keratin related genes (Figure 2.17).
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Figure 2.14: Principal Component
Analysis of PcgfKOs transcriptomes.
Principal component analysis of gene
expression levels from RNA-seq analysis
performed in WT mESCs and in the
indicated KOs. Dashed lines enclose
experimental replicates.

Figure 2.15: Volcano plots of Pcgf124 and Pcgf356KO mESC. A) Volcano plots of
– log10(pvalue) against log2(foldchange) representing the differences in gene expression
between Pcgf1/2/4 and Pcgf3/5/6 KO mESC clones and WT for all protein coding genes. B)
Same as A but for PCGF1 and PCGF2 targets or PCGF3 and PCGF6 targets, respectively.

In general there was a very weak correlation between differentially expressed

genes and PCGF targets (Figure 2.18). The highest correlation was for PCGF6 tar-

gets (around 20% were upregulated) in Pcgf6KO cells. This low correlation between

differentially expressed genes and PCGF targets could be expected since we have
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Figure 2.16: GO enrichment analyses of PcgfKOs. Gene ontology analysis for the dif-
ferentially expressed genes in the indicated Pcgf KOs. The most represented categories are
highlighted. Dot size is proportional to the number of genes corresponding to that Gene
ontology category, color scale indicates statistical significance (adjusted p-value < 0.01 and
q-value < 0.01).
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Figure 2.17: Heatmap of collagen-related in Pcgf124 and Pcgf356KO mESC. Z-score
expression heatmaps for collagen related genes from RNAseq analyses performed in WT,
Pcgf1/2/4 or Pcgf3/5/6 triple KO mESCs.
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shown that, enzymatically, PCGFs were able to compensate each other (except a for

a subset of PCGF6 targets).

Figure 2.18: Volcano plots of Pcgf1, Pcgf24, Pcgf35 and Pcgf6KOmESC. Volcano plots
of – log10(pvalue) against log2(foldchange) representing the differences in gene expression
between each Pcgf KO mESC clone and WT for all protein coding genes (upper panels) and
for their corresponding target genes, respectively (bottom panels).
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2.1.4.2 PcG genome-wide occupancy in Pcgf124 and Pcgf356KO mESCs

Chromatin occupancy of PRC1 (RING1B) in Pcgf124KOacross PCGF1/2 and PCGF1/2/6

loci was lost (Figure 2.19). There was a residual RING1B signal at PCGF1/2/6 loci,

probably due to the presence of PCGF6. Indeed, RING1B signal was unaltered at

PCGF6 unique loci (which was lost upon Pcgf6KO, as shown in Figure 2.12). How-

ever, since H2AK119Ub1 levels were almost completely lost at those loci, we can

conclude that although PCGF6 can have a role in recruiting PRC1 to chromatin at

PCGF1/2/6 loci, most of the catalytic activity of PRC1 at those regions depends on

PCGF1 and PCGF2, and not on PCGF6. Signal of PRC2 (SUZ12) and H3K27me3 was

also reduced in Pcgf124KO cells, probably due to the loss of H2AK119Ub1, which

is recognized by the ancillary protein JARID2 from PRC2.2 [63]. It is interesting to

note that the strong reduction of H2AK119Ub1 did not correlate with gene expres-

sion upregulation (Figure 2.15).

RING1B, SUZ12, H2AK119Ub1 andH3K27me3 levelsweremaintained in Pcgf356KO

cells, except across PCGF6 and PCGF3 loci. Paradoxically, these cells showed a

strong gene upregulation (Figure 2.12), although just 22% of PCGF6 and PCGF3 tar-

gets were among upregulated genes. Probably most upregulated genes were indirect

effects related to the acquisition of a fibroblast-like identity, however, these data are

also in accordance with potential PRC1 roles that are indipendent of H2AK119Ub1

[84, 85].
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Figure 2.19: ChIP-seq signal quantification of RING1B, H2AK119Ub1, SUZ12 and
H3K27me3 in Pcgf124KO mESCs.. Boxplots of normalized ChIP-seq intensity profiles
of RING1B, H2AK119ub1 (H2Aub1), SUZ12, and H3K27me3 performed for WT or Pcgf1,
Pcgf2/4, and Pcgf1/2/4 KO mESC clones, over ±500 bp (or ±4 kb for H2Aub1 and H3K27me3)
around the TSS of target genes unique for PCGF3 or PCGF6, or common to PCGF1/2 or
PCGF1/2/6.
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wild type Pcgf3/5 KO Pcgf3/5/6 KOPcgf6 KO

Pcgf KO:

Pcgf KO:

Pcgf KO:

Pcgf KO:

ChIP
RING1B

ChIP
H2Aub1

ChIP
SUZ12

ChIP
H3K27me3

PCGF1/2 loci

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

PCGF3 loci

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

PCGF1/2/6 loci

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

PCGF6 loci

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

wt 3/5 3/5/66

max

min

max

min

max

min

max

min

Figure 2.20: ChIP-seq signal quantification of RING1B, H2AK119Ub1, SUZ12 and
H3K27me3 in Pcgf124KO mESCs.. Boxplots of normalized ChIP-seq intensity profiles
of RING1B, H2AK119ub1 (H2Aub1), SUZ12, and H3K27me3 performed for WT or Pcgf3/5,
Pcgf6, and Pcgf3/5/6 KO mESC clones, over ±500 bp (or ±4 kb for H2Aub1 and H3K27me3)
around the TSS of target genes unique for PCGF3 or PCGF6, or common to PCGF1/2 or
PCGF1/2/6.

55



2 Results

2.1.5 PRC1 complex assembly in the absence of RING1A/B

Figure 2.21: vPRC1 complexes can bind chromatin in the absence of RING1B. A)
Percentage of occupancy of the different PCGF proteins at RING1B-bound promoters. B)
Percentage of overlap of RING1B, SUZ12, CBX7, and RYBP at the indicated PCGF-bound
promoters.

Overlapping RING1B and PCGF targets showed that 70% of RING1B targets over-

lap with at least 1 PCGF protein(Figure 2.21A). On the other side, some PCGFs, such

as PCGF1 and PCGF3, had more than 50% of their targets not overlapping with

RING1B (Figure 2.21B). These regions not overlapping with RING1B were always

correlated with low H2AK119Ub1 and H3K27me3 and high levels of histone marks

associated with active transcription (H3K4me3, H3K36me3) (Figure 2.23). The ab-

sence of RING1B binding and the high transcriptional activity at those sites were

strong indicators showing that probably RING1B was indeed not present at those
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regions, suggesting that PCGFs could be able to form RING1B-independent com-

plexes that bind chromatin. To test that, we profiled the genome-wide occupancy of

PCGF1, PCGF2, PCGF3 and PCGF6 in the absence of RING1A/B. This was achieved

by using a Ring1A–/–; Ring1Bfl/fl; Rosa26::CreERT2 conditional mouse ESC line [119],

which will be referred as R1A KO-R1B FL. Our results showed that all PCGFs were

able to retain binding at chromatin except PCGF2, which was degraded in R1A KO-

R1B FL cells (Figure 2.22). PCGF1, although was able to still bind chromatin, was

significantly displaced, as well as PCGF6 across RING1B+ targets. However, we

think that this displacement is primarily due to the strong gene derepression caused

by RingdKO and due to the fact that mESC without PRC1 are not viable [119]. So,

we conclude that PCGF1, PCGF3 and PCGF6 are able to bind chromatin and from

complex in the absence of RING1B.

- 12 24 48 72OHT (hrs)

Ring1a KO - Ring1b FL

VINCULIN

PCGF1

PCGF2

RING1B

CBX7

PCGF3

PCGF6

Figure 2.22: Protein levels of PCGFs
in R1A KO-R1B FL. Western blot
analysis with the indicated antibodies of
protein lysates prepared from Ring1A–/–
;Ring1Bfl/fl;Rosa26::CreERT2 (R1A KO-
R1B FL) mESC treated with 4-OHT at the
indicated time points. Vinculin served as
loading control. *, unspecific signal.
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Figure 2.23: PCGF-RING1B bound loci are associated with transcriptional repres-
sion. Heatmap analysis representing the input subtracted normalized ChIP-seq intensities
over ±8 kb centered at TSS of PCGF1 (A), PCGF2 (B), PCGF3 (C), PCGF6 (D) target loci strat-
ified for RING1B co-occupancy in WT mESCs. H3K36me3 intensities are shown along the
entire gene length (from TSS to TES).
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Figure 2.24: Chromatin features of RIN1B positive and negative PCGF targets.
Heatmap showing the normalized signal of each PCGF ChIP-seq in R1A KO-R1B FL and R1A
KO-R1B KO mESC over ±2.5 Kb across their target genes split into RING1B+ and RING1B-.
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2.1 Landscape of PCGF proteins in mESC

2.1.6 Different DNA-binding activities orchestrate PRC1.6

recruitment to chromatin

Motif enrichment analyses of PRC1.6 targets (PCGF6) revealed that E-box and E2F

motifs were present in many PCGF6-bound loci (Figure 2.25A), which is in agree-

ment with the fact that E2F6-DP1 (E2F) andMAX-MGA (E-box) proteins form part of

the PRC1.6 complex [51]. Recently it was published that theMAX-MGA heterodimer

was required for PRC1.6 recruitment to chromatin, since their downregulation us-

ing shRNAs let to a total displacement of PRC1.6 from chromatin [60], in accor-

dance with the fact that almost all PCGF6 targets overlap with MGA (Figure 2.25B).

However, the fact that other DNA-binding proteins form part of PRC1.6 and that we

were able to find their motifs enriched across PCGF6 targets, made us to hypothesize

that, maybe, MAX-MGA were not the only important subunits that mediate PRC1.6

chromatin recruitment. To test that, we quantified the genome-wide occupancy of

PCGF6 across different mESC lines: WT, Pcgf6KO, shMga, Mga∆HLH, shE2F6 and

Mga∆HLH-shE2F6 (Figure 2.27). We found, according to [60], that downregulation

of MGA let do a displacement of PCGF6 binding similar to Pcgf6KO. However, if in-

stead of knocking-down MGA, just the C-terminal HLH DNA-binding domain was

removed (Mga∆HLH), then PCGF6 was just slightly displaced from chromatin. This

indicates thatMGA is not dispensable for PRC1.6 recruitment, but probably, on top of

its DNA-binding ability, it works as a scaffold protein that maintains PRC1.6 assem-

bled. Indeed, western blot analyses of PCGF6 immunoprecipitations showed that in

absence of RING1A/B (Figure 2.26A) or inMga∆HLH cells (Figure 2.26B) PCGF6was

able to associate with its ancillary proteins (except RYBP). However, donwregulation

of Mga dissasembled the complex (Figure 2.26B). shE2F6 also produced a displace-

ment of PCGF6 binding, and the combination of Mga∆HLH-sh and shE2F6 further
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displaced PRC1.6 from chromatin. These data strongly suggests that the recruitment

of PRC1.6 is the result of the cooperation between different DNA-binding proteins

that form PRC1.6, and not just the MAX-MGA dimer.

Figure 2.25: PCGF6 interacts with E-box and E2F motifs. A) De novo motif discov-
ery analysis performed underneath the summit of PCGF6 peaks. Sequence weight matrices
of predicted compared to match DNA binding motifs are shown together with relative p-
values.B) Venn diagram of PCGF6 (blue) and MGA (red) target genes.

Figure 2.26: MGA is required for PRC1.6 complex assembly. A) Western blot analyses
using the indicated antibodies in PCGF6 immunoprecipitations from nuclear extracts pre-
pared from the indicated mESC lines. Input served as loading control. B) Same as A) but in
Mga∆HLH and shMga mESCs.
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Figure 2.27: PCGF6 Requires Cooperative E2F and E-Box Recognition for Target
Recruitment. Normalized intensity profiles and heatmap of PCGF6 binding in WT mESCs
or Pcgf6 KO, a shMga, MgaΔHLHmutant, shE2f6, and a shE2f6 in MgaΔHLHmutant around
±2.5 kb of the TSS of common and unique target loci.
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2.1.7 Recruitment to of PRC1.3 is mediated by USF1/2

PRC1.3/5 are the only PRC1 sub-complexes that do not contain a clear ancillary

protein that mediates its recruitment to chromatin, contrary to PRC1.2, PRC1.2/4

and PRC1.6 [51]. By performing motif enrichment analysis on PCGF3-bound loci,

we found just 1 very enriched motif, which was a type of E-box very similar to

USF1/USF2 motifs (Figure 2.28A). USF1/USF2 are transcription factors with an HLH

domain that form a dimer very similar to MAX-MGA [120].

Figure 2.28: USF1 motif is enriched in PCGF3 target loci. A) De novo motif discovery
analysis performed underneath the summit of PCGF3 peaks. Sequence weight matrices of
predicted compared tomatch DNA bindingmotifs are shown together with relative p-values.
B) Input subtracted normalized intensity profiles and heatmap of USF1 binding inWTmESCs
around ±2.5 kb of the TSS of USF1-Pcgf3 common and USF1 unique target loci. C) Relative
(percentage) of the different PCGF target genes co-occupied by USF1.
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By performing a ChIP-seq for USF1 in WT mESC, we found that there was a

strong signal enrichment across PCGF3 loci (Figure 2.28B). Also, 88% of PCGF3-

bound loci overlappedwith USF1, meanwhile other PCGFs did not overlapmore than

20%, suggesting a strong specific link between USF1 and PRC1.3 (Figure 2.28C). To

test this potential dependency of PCGF3 on USF1, we performed ChIP-seq analyses

for PCGF3 in mESC after shUsf1 treatment. Two independent biological replicates

showed a strong displacement of PCGF3 from chromatin upon Usf1 knock-down

(Figure 2.29), strongly suggesting that USF1 could participate in the recruitment of

PRC1.3 to chromatin.

Figure 2.29: A) USF1 is required for PRC1.3 recruitment or chromatin. Relative nor-
malized ChIP-seq intensity profiles for two biological replicates (right panels) over a ±2.5 Kb
region at PCGF3 target loci. B)Western blot analysis with the indicated antibodies of protein
lysates from cells described in (C). Vinculin served as loading control. C) Wstern blot anal-
yses using the indicated antibodies in PCGF3 immunoprecipitations from nuclear extracts
prepared from WTmESCs. Rabbit IgG served as an unrelated control antibody. Inputs are
shown as loading control.
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2.2 Role of H2AK119Ub1 in PRC1-mediated gene

repression

For many years, the establishment of PcG chromatin domains was thought to start

based on the canonical recruitment model. In this model, first PRC2 binds unmethy-

lated CpG islands through its PCL proteins, decorates chromatin with H3K27me3,

cPRC1 recognizes and binds toH3K27me3, and finally PRC1 starts to deposit H2AK119Ub1

[121, 122, 123]. However, we have shown that by removing cPRC1, gene repression of

PcG targets is maintained (Figure 2.18), which is in line with the absence of strong

gene upregulation upon PRC2KO [86]. We have also shown that, in the absence

of PCGF6, PRC1 is not able to maintain H2AK119Ub1 levels at PCGF6-loci, which

causes an upregulation of PCGF6 specific target genes. These data, at least, challenge

the idea of PRC2 and cPRC1 being the central hub of PcG mediated gene repression.

Different studies tried to give some insights about the role of PRC1 andH2AK119Ub1

in gene repression, however, contradictory results from different laboratories still

left this topic as an open question. On one side, studies in vivo and in vitro, in mice

and mESC respectively, proposed that PRC1 activity was dispensable for gene re-

pression in mESC and early development in mice [82, 85]. The problem with these

studies is that just RINGB was removed, leaving PRC1-RING1A complexes, which

can deposit H2AK119Ub1, intact and active. Indeed, upon full removal of PRC1

(RING1A/B KO) [124, 125], it was shown that PcG gene repression was severely com-

promised. However, by introducing inactive point mutations in PRC1, other labora-

tories showed in flies that H2AK118Ub1 activitywas not required for PRC1-mediated

repression [84] and that embryonic lethality of PRC1KO was extended from E10.5 to

E15.5 in mice [85]. These data were then challenged by the fact that I53A RING1B

mutation is not sufficient to fully block H2AK119Ub1 deposition in vivo [54].
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Based on literature, PRC1 is required to maintain PcG-mediated gene repression,

however, the role of H2AK119Ub1 in this process is not clear. In our laboratory

we wanted to answer this question by developing a conditional mESC model in

which PRC1 catalytic activity is truly achieved (Figure 2.30). The model, developed

in my laboratory by Simone Tamburri and Elisa Lavarone, consists in a Ring1A–/–;

Ring1Bfl/fl; Rosa26::CreERT2 conditional mouse ESC line [119] -that will be called

parental from now on- with an integrated vector that stably expresses a WT version

of RING1B (called WT from now on) or RING1B with I53S point mutation, which

renders PRC1 unable to deposit H2AK119ub1 [126, 127] (called I53S from now on).

Both theWT and I53S RING1B are FLAG-HA-tagged, which allows us to specifically

pull-down the PRC1 complexes using the exogenous RING1B version.

Parental ESC: Rosa26 Cre-ERT2 Ring1A KO Ring1B fl/fl

F/HA-RING1B F/HA-RING1B
expression

F/HA-RING1B
expression

expression of endogenous
RING1B

loss of endogenous
RING1B

72h OHT

stable clones

parental Ring1B
conditional ESC

parental Ring1B
conditional ESC

F/HA-RING1B
I53S

F/HA-RING1B I53S
expression

F/HA-RING1B I53S
expression

expression of endogenous
RING1B

loss of endogenous
RING1B

72h OHT

stable clones

A

Figure 2.30: Model to uncouple PRC1 activity from H2AK119Ub1. Schematic repre-
sentation of the strategy used for the generation of Ring1A–/–; Ring1Bfl/fl; Rosa26::CreERT2
conditional mESCs stably expressing FLAG-HA (F/HA)-tagged RING1B WT or I53S.

2.2.1 Uncoupling PRC1 function from H2AK119Ub1

Upon 4-hydroxy tamoxifen (OHT) treatment on our 3 cell lines (parental, WT and

I53S) the following happens: the parental cell lines remain without any RING1A/B
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activity, and then the WT and I53S mESC lines express only the exogenous normal

or inactive RING1B versions, respectively. Following previous work done in our

lab [86], we chose 72h after OHT treatment to perform all the experiments since all

endogenous RING1B and H2AK119Ub1 are lost at that time. Western blot analyses

revealed that indeed all RING1B and H2AK119Ub1 levels were lost after 72h of OHT

treatment in both parental and I53S samples, meanwhile WT samples were able to

rescue the non-treated (-OHT) parental H2AK119Ub1 levels. We also checked by

mass spectrometry (MS/MS) analyses that WT and I53S models were able to assem-

ble all PRC1 subcomplexes (Figure 2.31), both variant and canonical. Confirming the

western blot data, ChIP-seq analyses of H2AK119Ub1 showed no signal after 72h of

OHT in the parental and I53S samples (Figure 2.32). WT cells were able to rescue

H2AK119Ub1 levels compared to -OHT parental cells. With these tools, we are able

to uncouple PRC1 from H2AK119Ub1 function, allowing us to analyze which is the

role of this histone mark in establishing gene repression.
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Figure 2.31: WT and I53S mESC lines are able to assemble all PRC1 sub-complexes.
A) Western blot analysis with the indicated antibodies of total protein extracts obtained
from the specified cell lines upon 72 h of treatment with OHT (+OHT) or EtOH (-OHT).
Vinculin and histone H2A were used as loading controls. B) Values of the LFQ ratios of
the RING1B WT and I53S obtained by tandem mass spectrometry (MS/MS) analyses in the
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conditional mESCs stably expressing FLAG-HA (F/HA)-tagged RING1B WT or I53S upon 72
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Figure 2.32: H2AK119Ub1 is lost in I53S RING1BmESC. A) Heatmaps representing nor-
malized H2AK119ub1 ChIP-seq intensities ±8 kb around the center of RING1B target loci in
the indicated cell lines. B)Scatterplot showing the relationship between H2AK119ub1 CPMK
levels (counts per million per kilobase) between parental EtOH treated (?OHT) and RING1B
WT OHT-treated (+OHT) cells in RING1B target loci. R2 represents the coefficient of deter-
mination of linear regression. C)Boxplots representing H2AK119ub1 ChIP-seq CPMK levels
in the indicated cell lines at RING1B target loci.

2.2.2 PRC1-mediated gene repression depends on H2AK119Ub1

To test whether H2AK119Ub1 is important to maintain PcGmediated repression, we

performed RNA-seq in parental, WT and I53S samples. First, we checked that the co-

existence of endogenous RING1B and the exogenous versions (WT and I53S) was not

causing any changes in gene expressionn due a dominant-negative effect. As shown
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in Figure 2.33 (panel A), there were no differentially expressed genes between the

parental and WT/I53S lines when treated with the vehicle (EtOH), neither between

I53S and WT cells. Upon 72h of OHT treatment, parental cells without RING1A/B

showed a strong upregulation of gene expression, in line with previous reports [124]

(Figure 2.33, panel B) and the role of PRC1 in maintaining gene repression. Interest-

ingly, meanwhile WT samples were able to rescue the lose of endogenouse RINGA

and RING1B, this gene de-repression was phenocopied by the I53S mutant, which

forms PRC1 complexes that are not able to deposit H2AK119Ub1. The differentially

expressed genes in parental and I53S were reproducible, as well as the extent of their

up- and downregulation (Figure 2.34, panel A,B,C). Also, consistent with the repres-

sive nature of PRC1, around 70% of upregulated genes were H2AK119Ub1 targets,

meanwhile just 10% of downregulated genes were targets (Figure 2.34, panel D). Very

importantly, this gene de-repression caused by the absence of H2AK119Ub1 was not

phenocopied by the removal of PRC2, in line with previous data from our lab [86]

(Figure 2.34, panel E).

2.2.3 Absence of H2AK119Ub1 alters H3K27me3 deposition

There has been a lot of discussion about which recruitment model, the canonical or

the variant, is the starting point for the formation of PcG domains [50, 61]. Using this

system, we are able to analyze what happens to PRC2 recruitment and H3K37me3

deposition in the absence of H2AK119Ub1. First, we checked that H2AK119Ub1-

null mESC didn’t alter the abundances of main PRC2 components, which include

core components (EZH2, EED, SUZ12), PRC2.2 (JARID2) and PRC2.1 (MTF2) (Figure

2.35). Loss of H2AK119Ub1 produced a reduction in genome-wide H3K27me3 levels,

in line with a displacement of SUZ12 from chromatin (Figure 2.36, A and B panels).
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Figure 2.33: H2AK119Ub1 is required for PRC1-mediated gene repression (I). A) Vol-
cano plots of –log10 (p value) against log2 fold change representing the differences in gene
expression, related to RNA-seq analysis, in the indicated cell lines upon EtOH treatment (-
OHT). Upregulated (red) and downregulated (green) genes are highlighted. As in (A) upon
OHT treatment (+OHT).

This demonstrates that H2AK119Ub1 is important to maintain high levels of PRC2

chromatin occupancy as well as H3K27me3.

2.2.3.1 PRC2.1 and PRC2.2 are differentially affected by H2AK119Ub1

PRC2.1 and PRC2.2 are recruited to chromatin by different mechanisms. Meanwhile

PRC2.1 recognizes unmethylated CpG islands through its PCL subunits [62], PRC2.2

can interact with H2AK119Ub1 through its JARID2 and AEBP2 subunits [63, 64].

Also, PRC2 can recognize its own catalytic product H3K27me3 [73]. Thus, we asked

ourselves if the absence of H2AK119Ub1 would have different effects on PRC2.1

and PRC2.2 recruitment. To test this, we profiled by ChIP-seq the genome-wide

occupancy of PRC2.1 and PRC2.2 specific ancillary proteins (MTF2 and EPOP for

PRC2.1, JARID2 and AEBP2 for PRC2.2). We profiled JARID2 and MTF2 in a small

time course, 48h and 72h after OHT treatment, to see the kinetics of PRC2 displace-
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Figure 2.34: H2AK119Ub1 is required for PRC1-mediated gene repression (II). A)
Venn diagrams showing the overlap of upregulated genes between the indicated cell lines.
B) As in (A) for downregulated genes. C) Scatterplot showing the relationship between log2
fold changes (FC) between the indicated cell lines at RING1B target loci. R2 represents the
coefficient of determination of linear regression. Geneswith promoters (±2.5 kb around tran-
scription start site [TSS]) containing H2AK119ub1 peaks are highlighted in red. D) Barplots
showing the percentage of upregulated (left) or downregulated (right) genes with promoters
(±2.5 kb around TSS) containing H2AK119ub1 peaks in the indicated cell lines. E) Volcano
plots of –log10 (p value) against log2 fold change representing the differences in gene ex-
pression, related to RNA-seq analysis, in EEDfl/fl versus EED-/- ESCs. Upregulated (red) and
downregulated (green) genes are highlighted.
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ment from chromatin. Displacement of both PRC2.1 (MTF2) and PRC2.2 (JARID2)

was evident 48h after OHT treatment, and was stronger at 72h (Figure 2.37). The

displacement of JARID2 was stronger at 48 and 72h compared to MTF2 (median of

-4 log2FC and -2, respectively), according with its role in recognizing H2AK119Ub1

[63]. We observed the same trend when analyzing the genome-wide occupancy of

other PRC2.1 and PRC2.2 subunits (EPOP and AEBP2, respectively) 72h after OHT

treatment (Figure 2.38). In fact, AEBP2 ChIP-seq in I53S and parental cells showed

no signal, making more evident the fact that PRC2.2 is differentially affected by loss

of H2AK119Ub1. These data demonstrate that H2AK119Ub1 is required to recruit

PRC2.2 to chromatin and also to stabilize PRC2.1 binding.
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Figure 2.36: H3K27me3 and SUZ12 are partially displaced from chromatin in the
absence of H2AK119Ub1. A) Heatmaps and their corresponding boxplots representing
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in the indicated cell lines. B) Same as A but for SU12 ChIP-seq.
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Figure 2.37: PRC2.2 is more affected by H2AK119Ub1 loss than PRC2.1 (I). (A)
Heatmaps representing normalized MTF2 ChIP-seq intensities ±8 kb around the center of
RING1B target loci in the indicated cell lines at the indicated time point post OHT induc-
tion. (B) Heatmaps representing normalized JARID2 ChIP-seq intensities ±8 kb around the
center of RING1B target loci in the indicated cell lines at the indicated time point post OHT
induction. (C) Boxplot representing MTF2 ChIP-seq CPMK levels in the indicated cell lines
at RING1B target loci at the indicated time point post OHT induction. (D) Boxplot repre-
senting JARID2 ChIP-seq CPMK levels in the indicated cell lines at RING1B target loci at the
indicated time point post OHT induction. (E) Boxplot representing the log2 ratio of MTF2
CPMK levels at RING1B target loci between RING1B WT- and I53S-expressing cells at the
indicated time point post OHT induction. (F) Boxplot representing the log2 ratio of JARID2
CPMK levels at RING1B target loci between RING1B WT- and I53S-expressing cells at the
indicated time point post OHT induction.
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Figure 2.38: PRC2.2 is more affected by H2AK119Ub1 loss than PRC2.1 (II). (A)
Heatmaps representing normalized EPOP ChIP-seq intensities ±8 kb around the center of
RING1B target loci in the indicated cell lines. (B) Heatmaps representing normalized AEBP2
ChIP-seq intensities ±8 kb around the center of RING1B target loci in the indicated cell lines.
(C) Boxplot representing AEBP2 (top) or EPOP (bottom) ChIP-seq CPMK levels in the indi-
cated cell lines at RING1B target loci.

2.2.3.2 PRC2.1 maintains residual PRC2 binding in the absence of

H2AK119Ub1

To further demonstrate that the residual PRC2 binding uponH2AK119Ub1 loss is due

to PRC2.1, we decided to remove MTF2 (PRC2.1) from our cell conditional system.

Removal of RING1A/RING1B in the parental line or expression of I53S RING1B in

the absence of MTF2 reduced H3K27me3 levels almost to zero, as shown in Figure

2.39. This was confirmed by profiling the genome-wide binding of PRC2 (SUZ12),

which was totally displaced from chromatin upon MTF2 removal and absence of

H2AK119Ub1 (Figure 2.40).
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Figure 2.40:MTF2 is required for SUZ12 recruitment in the absence ofH2AK119Ub1.
Heatmaps representing normalized SUZ12 ChIP-seq intensities ±8 kb around the center of
RING1B target loci in the indicated cell lines.

2.2.4 Displacement from chromatin of PRC1 in the absence of

H2AK119Ub1

We have shown that around 80% of RING1B signal in mESC is maintained by cPRC1

(Figure 2.11), which depends on H3K27me3 [43]. Based on that, we wanted to see

if the reduction in H3K27me3 levels caused by the loss of H2AK119Ub1 was affect-

ing also RING1B recruitment to chromatin. As expected, due to the absence of en-

dogenous and exogenous RING1B, parental cells treated with OHT didn’t show any
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RING1B signal. WT cells were able to maintain physiological RING1B occupancy

on chromatin, meanwhile in I53S it was severely displaced (Figure 2.41, panels A

and B). It is important to note that the reduction in RING1B binding in I53S cells is

not due to an intrinsic problem of the mutant, since in the absence of OHT treat-

ment RING1B is able to bind chromatin in those cells (Figure 2.41, panel C). Also,

supporting the thesis that RING1B displacement in I53S is due to reduced levels of

H2AK119Ub1 and H3K27me3, PRC2KO (and thus, absence of H3K27me3) [86] was

able to phenocopy the lose of RING1B binding in I53S cells.

2.2.4.1 cPRC1 is preferentially displaced upon H2AK119Ub1 loss

To further demonstrate that PRC1 displacement from chromatin in the absence of

H2AK119Ub1 ismainly due toH3K27me3 loss, we profiled cPRC1 and vPRC1 (PCGF2

and PCGF6) in our models. As we have shown previously (Figure 2.22), the absence

of RING1A/B to interact with PCGF2 produces a destabilisation of the protein, which

now we show that can be rescued by the WT and I53S versions of RING1B (Figure

2.42). Still, in I53S cells, PCGF2 and CBX7 chromatin localization was strongly com-

promised in the absence of H2K119Ub1 due to the strong reduction in H3K27me3

levels (Figure 2.43). Surprisingly, PCGF6 and RYBP (vPRC1) binding to chromatin

was also reduced, but to a lesser extent respect to cPRC1, supporting the idea that

PRC1 displacement from chromatin is mainly due to a reduction of H3K27me3 lev-

els (Figure 2.44). In particular, RYBP levels were almost unaltered. This can be bet-

ter observed when looking at the log2(foldchange) of the signal between untreated

parental and treated I53S cells (Figure 2.45). We think that these data suggest that the

PRC1 displacement observed upon H2AK119Ub1 loss is a secondary effect produced

by the previous destabilization of PRC2 and the consequent reduction in H3K27me3

levels.
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B served as a negative control.
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Figure 2.43: cPRC1 binding is strongly compromised upon H2AK119Ub1 loss. A)
Heatmaps representing normalized PCGF2 and CBX7 ChIP-seq intensities ±8 kb around the
center of RING1B target loci in the indicated cell lines. (B) Boxplots representing PCGF2
ChIP-seq CPMK levels (top panel) and CBX7 (bottom panel) in the indicated cell lines at
RING1B target loci.
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2.3 Landscape of PCGF proteins in mouse intestine

mESC are a very good in vitro system to study PcG proteins, however, they do not

fully resemble the environment present in an in vivo tissue. Cells within a tissue

are exposed to external stimuli, differentiation signals, stress conditions, and insults

that constantly activate signaling cascades that trigger changes in gene expression.

Thus, replicating in vitro observations using in vivo models would be very impor-

tant to validate our data from mESC. Also, in vivo models would allow us to assess

the role of different PRC1 sub-complexes in maintaining cell identity in challenging

environments. Previous data from our lab showed that double deletion of Ring1a

and Ring1b in mouse intestinal stem cells leads to intestinal stem cell exhaustion

and eventually death [91], similar to what happens in mESC in the absence of PRC1

[119] -they are not viable-. Instead, PRC2 is dispensable for intestinal homeostasis

[117] and does not phenocopy the loss of PRC1, as it occurs in mESC [86]. Instead,

PRC2 seems to compromise the regenerative capacity of the intestinal epithelium

upon irradiation damage and also produces a strong suppression of stem cell and

transit amplifying cells’ proliferation, which is driven by the activation of CDK2NA

[117].

The aim of this section of the thesis is to try to understand if PCGFs’ behaviour in

vivo resembles our in vitro data, if the phenotype caused by the loss of PRC1 can be

phenocopied by specific PRC1 sub-complexes and if the PRC2 phenotype depends

on the activity of cPRC1. For that, our lab has developed different mouse models

that allow the acute deletion of specific PRC1 sub-complexes specifically in mouse

intestinal stem cells (Lgr5EGFP−IRES−CreERT2-R26R–lacZ models) or across the whole in-

testinal tract (AhCre models). These are still ongoing projects, so the data that will

be presented from now on are preliminary results that still need to be further elab-

82



2.3 Landscape of PCGF proteins in mouse intestine

1158

758

171 168 167
127

45 38 22 16 14 11 9 3 3 2 2 1
0

500

1000

# 
of

 o
ve

rla
pp

in
g 

ta
rg

et
s

  PCGF6
  PCGF4
  PCGF3
  PCGF2
  PCGF1

   

050010001500

Number of targets

Figure 2.46: PCGF proteins retain binding specificity in mouse intestinal tissue. Up-
set plot showing the overlap between different PCGF targets genes. A gene is considered
target when there is at least 1 peak associated with its promoter region (±2.5kb from TSS).

orated, validated and completed. Still, they offer a novel, general and preliminary

overview of the PRC1 sub-complexes landscape in the mouse intestinal tissue.

2.3.1 Genome-wide occupancy of PCGF proteins correlates

with different transcriptional states

To analyze the genome-wide occupancy of PRC1 sub-complexes in the WT mouse

intestine, we performed ChIP-seq analyses across all PCGF proteins inmouse intesti-

nal crypts. We obtained positive results for all PCGFs except PCGF5, from which we

were not able to detect any enriched loci during the peak calling (Figure 2.46). Our

results showed that PCGFs can also retain binding specificity in adult tissues, in

particular PCGF1 and PCGF6, which resembles very well our previous data in mESC

(Figure 2.5). PCGF1was again the PCGFwithmore binding sites, followed by PCGF6

and PCGF2/4. Contrary to mESC, PCGF4 played a relevant role in the recruitment of
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cPRC1 to chromatin, since exhibited a similar number of binding sites than PCGF2.

Still, they shared most the their target genes, which is consistent with the biochem-

ical redundancy of PRC1.2 and PRC1.4 complexes. Another interesting difference

respect mESC was that the overlap between vPRC1 and cPRC1 in terms of shared

loci was much lower. In mESC PCGF2 overlapped more than 80% with PCGF1 (Fig-

ure 2.5), and PCGF6 overlapped also around 60% with PCGF2. Instead, in intestinal

crypts PCGF6 did not overlap with cPRC1, and less than 50% of cPRC1-bound loci

contained PCGF1 (Figure 2.46).
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By representing the signal of each PCGF and main PcG core units (RING1B,

SUZ12, H2AK119Ub1 and H3K27me3) across the main loci defined in Figure 2.46

(PCGF1-2-3-4-6 unique loci and PCGF2/4, PCGF1/2/4 and PCGF1/6 loci), we ob-

served that, as inmESC, cPRC1 occupancywas always correlatedwith high PRC1/PRC2

occupancy and high H3K27me3 and H2AK119Ub1 levels. We think that it was also

interesting the fact that for vPRC1 complexes, it was possible to detect signal traces
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2.3 Landscape of PCGF proteins in mouse intestine

across all their binding sites (so, weak PCGF1 signal across unique PCGF6 peaks, and

the same for PCGF6), but not for cPRC1 across vPRC1-bound loci. This high levels

of H2AK119Ub1 and H3K27me3 across cPRC1-bound loci were also correlated with

a repressive transcriptional state, meanwhile vPRC1-bound loci (except if there was

also cPRC1) were correlated with permissive transcription and low H2AK119Ub1

and H3K27me3 levels (Figure 2.48, panel A). Regarding the functional annotation

of PCGF target genes, GO enrichment analyses revealed that, as in mESC, PCGF1-

2-4 targeted mainly genes regarding to development and differentiation and PCGF3

bound authophagy-related genes (Figure 2.48, panel B). However, enrichment results

for PCGF6 target genes were not related to germ cell specific processes, as it hap-

pened in mESC, but to cell cycle and regulation of metabolism, which are processes

also regulated by MYC (which recognizes the same E-box motifs than PCGF6) [128].
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Figure 2.48: cPRC1 is correlated with repressed transcription. A) Boxplot showing the
mRNA expression of different groups of PCGF target genes. B) Gene ontology analysis for
the indicated PCGF target genes. The most represented categories are highlighted. Dot size
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2.3.2 Individual PRC1 sub-complexes are dispensable for

intestinal homeostasis

One of the main goals of the characterization of PRC1 sub-complexes in the small in-

testinal epithelium was to understand if the phenotype of PRC1-null small intestine

could be recapitulated by specific PRC1 sub-complexes. Using our Lgr5 transgenic

mice, we were able to acutely delete each of the different PRC1 sub-complexes in

adult mice, specifically in the intestinal stem cells. This model allows a precise phe-

notypical analysis of the tissue because the expression of CreERT2 is not uniform.

This means that just some intestinal crypts will suffer the allele deletion, leaving

intact the global integrity of the tissue, just producing local alterations that can be

analyzed using imaging techniques, for example [97]. Lineage tracing analyses of

PRC1-null intestinal stem cells showed that they were exhausted after 3 days of

OHT injection, producing a collapse of the intestinal tissue integrity [91]. We per-

formed the same experiments but removing specific PRC1 sub-complexes, as shown

in Figure 2.49. We didn’t observe any impairment in the ability of intestinal stem

cells to maintain tissue homeostasis and give rise to differentiated cell populations

in any of the different KOs. This indicates that the phenotype observed in PRC1-null

intestinal stem cells has to be due to the loss of multiple PRC1 sub-complex activ-

ities. Indeed, by performing RNA-seq on sorted intestinal stem cells (LGR5+) after

deletion of each specific PRC1 sub-complex, we observed that none of the KOs was

able to resemble the transcriptional changes observed in PRC1-null cells. We were

also able to perform RNA-seq on new generated mice models where multiple PRC1

sub-complexes were deleted (PRC1.1/2/4 and PRC1.3/5/6) and they neither were able

to resemble the loss of PRC1 (Figure 2.50).
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Figure 2.49: Individual PRC1 sub-complexes are dispensable for intestinal home-
ostasis (I). In vivo ISC lineage tracing. R26lSl-LACZ mice with the indicated genotypes
were injected with tamoxifen and sacrificed after 15 days. For each sample, the small intes-
tine was stained with X-GAL. Nuclei were counterstained using Nuclear Fast Red.
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Wealso analyzed byChIP-seq the genome-wide occupancy of RING1B,H2AK119Ub1

and H3K27me3 upon deletion of specific PRC1 sub-complexes. As explained above,

since the Lgr5EGFP−IRES−CreERT2-R26R–lacZ models are not homogeneous, we used AhCre

mice in order to delete PRC1 sub-complexes across all intestinal cells (except paneth

cells) to avoid having contamination from non floxed cells. RING1B occupancy re-

mained unaltered across all Pcgf-null backgrounds except in Pcgf2/4KO mice, where

the signal was strongly reduced, as we already observed in mESC (Figure 2.51).

Again, this displacement of RING1B from chromatinwas not correlatedwith a reduc-

tion in H2AK119Ub1 or H3K27me3 levels, meaning that despite most RING1B ChIP-

seq signal is cPRC1-dependent, the deposition of H2AK119Ub1 is mainly performed

by vPRC1 complexes. We observed a strong reduction of H2AK119Ub1 in Pcgf3/5KO

intestinal crypts. PRC1.3/5 has been recently described, by our lab and others, as

complex with low affinity for specific chromatin regions, that instead interacts tran-

siently with chromatin and deposits a genome-wide ”stratum” of H2AK119Ub1 [118,

129, 130]. In particular it seems to be important to maintain intergenic H2AK119Ub1

[130]. To test this, we calculated the reduction in H2AK119Ub1 levels across pro-

moter and distal H2AK119Ub1-enriched regions, as shown in Figure 2.52, panel A.

This results showed that PRC1.3/5 mainly maintains intergenic H2AK119Ub1 levels,

meanwhile PRC1.1 and PRC1.6 were able to maintain H2AK119Ub1 at promoters in

the absence of PRC1.3/5. Indeed, H3K27me3 levels were also moderately reduced

across intergenic regions in the absence of PRC1.3/5, probably due to a displace-

ment of PRC2.2 from chromatin, which recognizes H2AK119Ub1 through its subunit

JARID2 [63, 64].

Histological analyses of AhCre mice lacking the different vPRC1 sub-complexes

showed completely unaltered homeostasis (Figure 2.53), since the structure of the

epithelium (panel A) and cell proliferation (panel B) were comparable to WT mice.
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2.3 Landscape of PCGF proteins in mouse intestine

These data suggest that intergenic levels of H2AK119Ub1 are not relevant for the

maintenance of PcG-mediated gene repression in mouse intestinal crypts. Also,

these histological results are in accordance with the unaltered H2AK119Ub1 lev-

els in Pcgf1, 2/4 and 6 KO samples (Figure 2.51). On the same line, absence of cPRC1

did not phenocopied PRC2 and H3K27me3 loss [117], neither regarding cell prolifer-

ation (Figure 2.54, A) or expansion of goblet cells (Figure 2.54, B). This means that,

contrary to what we observed in mESC, H3K27me3 levels could be important to

maintain gene repression at specific PcG target genes independently of cPRC1.

In summary, our data showed that PRC1 sub-complexes, with some exceptions,

behaved very similarly in embryonic and adult tissues. The phenotype of PRC1-null

intestine can’t be explained by the lack of a particular PRC1 sub-complex, not even

by the lack of multiple (PRC1.1/2/4 and PRC1.3/5/6), meaning that, as it happens

in mESC, PRC1 function is the results of a combined and cooperative activity of

multiple PRC1 sub-complexes.
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Figure 2.51: H2AK119Ub1 levels are maintained by the cooperative effect of differ-
ent PRC1 sub-complexes. Heatmaps representing the normalized ChIP-seq intensities
for the indicated samples (RING1B, H2AK119Ub1 and H3K27me3) over ±2.5 kb around the
TSS of the indicated loci stratified for PCGF co-occupancy in WT, P1KO, P24KO, P35KO
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Figure 2.52: PRC1.3/5 maintains intergenic H2AK119Ub1. A) Boxplots showing the
fold change of H2AK119Ub1 levels between control samples (WT mice) and Pcgf3/5KO in-
testinal crypts across intergenic and promoter H2AK119Ub1 peaks (called in WT samples).
B) Same as A but for H3K27me3.
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Figure 2.53: Individual PRC1 sub-complexes are dispensable for intestinal home-
ostasis (II). A) HE staining on intestinal sections from the indicated AhCre mice prepared
15 and 30 days after induction. B) Immunostaining using anti-Ki67 on intestinal sections
from the indicated AhCre mice prepared 15 days after induction.
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Figure 2.54: cPRC1 does not phenocopy the loss of PRC2. A) HE staining (top panels)
and immunostaining using anti-Ki67 (bottom panels) of the indicated AhCre mice 15 days
after induction. B) Lyz1 (top panels) and Alcian Blue (bottom panels) stainings prepared
from small intestinal sections of the indicated AhCre mice 15 days after β-naphthoflavone
injection.

2.3.3 PRC1.6 loss induces tuft hyperplasia

AhCre Pcgf6-/- mice did not show any alteration in proliferation or tissue integrity,

consistentwith the unmodified occupancy of RING1B andmaintenance ofH2AK119Ub1

levels. Also, RNA-seq analyses of thesemice didn’t show big changes in gene expres-

sion (around 200 differentially expressed genes) (Figure 2.55, A). However, across the

162 upregulated genes, we consistently found genes specifically related to tuft cells.

By performing enrichment analyses on downloaded cell signatures from the intesti-

nal epithelium [131], we found out that the tuft signature was extremely enriched

across AhCre Pcgf6-/- upregulated genes (Figure 2.55, B). These data were confirmed

also by GSEA analysis, which also showed a strong enrichment of this signature

across upregulated genes (Figure 2.55, C). We performed western blot analyses to

validate these data, which showed a strong upregulation of the Tuft marker DCLK1

(Figure 2.56, A). Then, to further validate that this increase of DCLK1 corresponded

to an increase in the number of tuft cells, and not just an upregulation of the marker
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2.3 Landscape of PCGF proteins in mouse intestine

gene, we validated by immunohistochemical analysis that indeed there was an in-

crease in the number of tuft cells in (Figure 2.56, B) AhCre Pcgf6-/- mice compared

to the controls. These data suggest that PRC1.6 may participate in the regulation of

tuft cell differentiation, potentially by RING1B andH2AK119Ub1 independentmech-

anisms since removal of PRC1.6 didn’t have any impact in PRC1 and H2AK119Ub1

occupancy (Figure 2.51).
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Figure 2.55: PRC1.6 loss induces the upregulation of tuft cell-related genes. A) Vol-
cano plots of – log10(pvalue) against log2(foldchange) representing the differences in gene
expression between Pcgf6KO and WT intestintal crypts for all protein coding genes. B)
Enrichment analyses of different gene signatures corresponding to intestinal cell lineages.
Dashed line indicates significance threshold (p-value < 0.05). C) GSEA analysis of the tuft
cell signature between CTT (WT) and P6KO intestinal crypts.

93



2 Results

DCLK1

ACTIN

PCGF6

H3

Ah
Cr
e

Ah
Cr
e
Pc
gf
6-
/-

Ah
Cr
e
Pc
gf
6-
/-
2

82 KDa

120 KDa

52 KDa

18 KDa

35 KDa

VINCULIN

D
CK

L1

AhCRE AhCRE PCGF6 fl/fl

A B
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3.1 Workflow managment with snakemake and

docker

Organization and reproducibility are the basis of any large and successful bioinfor-

matic project. Multiple command line applications and pipelines are chained to-

gether to create an analytical workflow. To be able to reproduce the analyses of any

given bioinformatic project, it is very important to be able to re-execute all the code

in any given machine, by any given person, and to be able to replicate the same

results. To achieve this, in this thesis I have used two main toolkits:

• Snakemake [132]: A workflow management system that allows to automate

pipelines and to re-execute all the code in the exact same order, with the exact

same inputs and outputs by any person, in any machine, in any place.

• Docker (https://www.docker.com/): This open-source project allows the

creation of containers, in which all the required software to run a specific work-

flow can be installed, saved, and shared with anyone. Docker is very useful in

the management of bioinformatic workflows by facilitating reproducibility.

By combining a workflow managment system (snakemake) and the use of con-

tainers (docker) that contain all the software required to run the workflow, it is very
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easy to create bioinformatic pipelines that can be shared to everybody and executed

in any machine, allowing to reproduce exactly the same results.

All the snakeamke pipelines described and used for this thesis are publicly avail-

able in a github repository:

• ChIP-seq pipeline: https://github.com/dfernandezperez/ChIPseq-snakemake.

• RNA-seq pipeline: https://github.com/dfernandezperez/RNAseq-Snakemake.

• Docker images: https://github.com/dfernandezperez/Docker.

By downloading these snakemake pipelines with their corresponding docker im-

ages (and raw data), any person should be able to reproduce the ChIP-seq and RNA-

seq data presented in this thesis (peak files, bigwig files and gene differential expres-

sion results).

3.2 R, tidyverse and bioconductor

All of the analyses presented in this thesis have been produced using the R program-

ming language [133]with tidyverse [134] and bioconductor [135] packages. Tidyverse

is a language to solve data science problems in R. It allows to manipulate, tidy, orga-

nize and visualize data in a very homogeneous and syntactically elegant way. Bio-

conductor, instead, offers an ecosystem of R packages to analyze high-throughput

data, such as RNA-seq and ChIP-seq.
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3.3 ChIP-seq analysis

3.3.1 Use of a calibrated internal control: Spike in

ChIP-seq is a semi-quantitative technique and, in order to precisely quantify ChIP-

seq data, the use of a calibrated internal control is required. Due to the nature of a

ChIP-seq, when the abundance of a given histone modification is globally reduced

(let’s say 60%), this difference can be masked by the normalization [136] if the data is

normalized as Counts Per Million (CPM, calculated as N reads mapped to loci
Total mapped reads ∗106). In our

experience, we have seen that this is particularly relevant with very broad hPTMs,

meanhwhile for ”sharp” hPTMs (such as H3K27ac) or TFs, the use of a calibrated

internal control does not offer extra benefits, in our experience.

The application of a calibrated internal control in ChIP-seq consists in mixing

a fixed, previously known amount of external chromatin (from a different organ-

ism, for simplicity referred as Drosophila from now on) with the target chromatin

(referred as Mouse from now) where the experiment is going to be performed. In

our case, we add a 5% of the amount of Mouse chromatin as Drosophila chromatin

(for example, if we measure 100µg of Mouse chromatin, we add 5µg of Drosophila

chromatin). So, if there are no differences in the amount of a particular hPTM

(H2AK119Ub1, as an example) between two samples (let’s say A and B), we expect to

pull down the same proportion of fragments fromMouse and Drosophila genomes in

A and B samples, since we added the same proportion of spike-in respect to the tar-

get chromatin. So, the ratio reads Drosophila
reads Mouse will be the same in A and B. If instead, the

ratio in A is 10 and in B is 5, it means that B has a higher amount of H2AK119Ub1 (be-

cause for the same proportion of Drosophila and Mouse chromatins, we are pulling

down more Mouse DNA fragments from sample B than A -because there is more

H2AK119Ub1-). We have applied this normalization based on the work from Or-
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lando and colleagues [136]. The normalization consists in the following: we want

to obtain a normalization factor (α) that when applied to each sample, the signal

coming from the Drosophila genome (β) is the same across all samples. This can

be achieved by applying the formula α ∗ Nd = β (Nd is the signal coming from the

Drosophila genome, which is just the number of reads aligned to it). Since β will be

the same for all samples, it can be substituted by 1, and α can be calculated as:

α =
1

Nd

However, the previous formula is assuming that we are adding exactly a 5% of

the Mouse chromatin as Drosophila chromatin. This assumption is not always sat-

isfied due to technical variability introduced during chromatin quantification and

pipetting processes. To avoid any potential variability, it is possible to sequence the

input samples in order to calculate the real proportion ofMouse andDrosophila chro-

matins in the sample before performing the immunoprecipitation. So, for example,

if by mistake we added 2 times more spike-in in sample A than B, if there are no dif-

ferences in the amount of protein that we are immunoprecipitating, it will look like

in sample B there is 50% less signal (because the ratio reads Drosophila
reads Mouse for B will be 1/2

of the ratio in A) . However, if we sequence also the input samples, we will find out

that in sample A the starting ratio reads Drosophila
reads Mouse is 2 times bigger than in sample B.

We can correct α based on this information and avoid the problem introduced by the

error during sample preparation. So, by adding the sequencing of the input samples

in the equation to correct α for technical variability, the final formula would be:

α =
1

Nd
∗ Ndi

Nmi
∗ 106

where:
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• α is the final normalization factor.

• Nd is the number of reads mapped to Drosophila genome in the ChIP.

• Ndi is the number of reads mapped to Drosophila genome in the input.

• Nmi is the number of reads mapped to Mouse genome in the input.

• 106 is a constant multiplier added for convenience to produce calibrated CPM.

Now, multiplying by α the read counts will produce a calibrated and normalized

ChIP-seq signal for every sample. We have applied this normalization strategy to

all ChIP-seq samples of hPTMs from the results section 2.2, meanwhile for samples

from section 2.1 we applied the formula α = 1
Nd

because the later normalization

strategy still was not set up in the lab.

3.3.2 Main workflow

Themain pipeline and scripts used to pre-process all ChIP-seq samples can be found

in https://github.com/dfernandezperez/ChIPseq-snakemake. Raw fastq reads

were aligned to mm10, or mm10 and dm6 genomes in case the samples contained

spike-in, using the bowtie aligner v1.2.2 [137]. Settings for the aligment were left as

by default, with the exception of the removal of multimapping reads (using the flag

-m). Ambiguous reads that aligned against mm10 and dm6 genomes were discarded

using with the script remove_spikeDups.py. Then, PCR duplicates were removed

using the PICARD toolkit [138] with default parameters. PCR duplicate-free bam

files were used as input for MACS2 v2.1.1 [139], which was run with parameters

–format BAMPE -p 1e-10 -g mm. In order to avoid any kind of false positive peaks

during the peak calling of PCGF1-2-3-6, we used the peaks found in their respective

KOs to remove and filter non-specific peaks called by MACS2.
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Association of PCGF peaks to CpG islands was done by overlapping PCGF-bound

loci, using the ChIPeakAnno R package [140], with a public track of CpG mm10

regions downloaded from UCSC. Also, genomic annotation of PCGF-bound loci into

Promoter, 5’ UTR, Intron, Exon, 3’ UTR, Downstream and Distal Interegenic was

also done using ChIPeakAnno. Promoters were considered as windows of ± 2500bp

around TSS.

Generation of quantification files (bigwig) of the ChIP-seq samples and repre-

sentation of ChIP-seq signal with heatmaps was performed using deeptools [141].

Bigwig samples were created using the function bamCoverage with parameters -bs

50 -e. For spiked-in samples, the normalization factor α, calculated as described

above, was introduced in the function bamCoverage using the flag –scaleFactors.

Heatmaps were produced with the functions ComputeMatrix and plotHeatmap with

parameters -bs 50 –missingDataAsZero and using a list of blacklist regions from

ENCODE to remove sticky regions from the analyses [142]. In order to equalize the

scale of all boxplots, heatmaps, and intensity plots, signal intensity was scaled to 0–1

(represented by min-max in the boxplot figures) by applying the formula 1
(P98−P5)

to all matrices generated by computeMatrix.

Enrichment analyses of PCGF peaks was performed using HOMER [143]. A bed

file containing ± 25bp around the peak summits were used as input for HOMER,

which was executed with default settings. A q-value of 0.01 was set as threshold

to determine enriched motifs. Gene ontology analysis of PCGF target genes was

performed using the R package clusterProfiler [144], setting as theshold a q-value

and p-value of 0.01.
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3.4 RNA-seq analysis

3.4.1 Removal of PCR duplicates

Removal of PCR duplicates in RNA-seq data is a topic that has been deeply dis-

cussed. When most sequencing machines were used to produce single-end reads,

it seemed that not removing ”PCR duplicates” in RNA-seq data could be more ben-

eficial than doing so [145]. Basically the thesis behind this idea was that usually a

very small amount of transcripts (usually housekeeping genes) represent >80% of

the total number of reads. For single-end sequencing this can represent a problem,

because reading just 50bp from a 500bp fragment means that we are just obtain-

ing 10% of the real information. With the information of the first 50bp of a cDNA

fragment, we can’t know if two fragments that start at the same nucleotide are the

same actual fragment (PCR duplicate) or actually are 2 different fragments (coming

from 2 different RNA molecules) that were fragmented in the same 5’ end but have

different 3’ ends (of which we don’t have any information because single-end reads

are just covering the 5’ of the molecule). However, now most Illumina machines

produce paired-end reads, which can sequence fragments longer than 1000bp. This

means that now, in most cases, we can know the first and last 50bp of any given

cDNA fragment. This extra piece of information is crucial in differentiating real

PCR duplicates from false. Still there is no literature about the impact of paired-end

sequencing in the detection of real and false PCR duplicates in RNA-seq. However,

we think that with the information offered by paired-end sequencing the detection

of real PCR duplicates is much more reliable. For this, I have decided to eliminate

PCR duplicates from the RNA-seq samples analyzed for this thesis.
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3.4.2 Main workflow

Themain pipeline and scripts used to pre-process all RNA-seq samples can be found

in https://github.com/dfernandezperez/RNAseq-Snakemake. Raw fastq reads

were aligned to the mouse genome mm10 using STAR with default parameters, ex-

cept for the removal of multimapping reads using the flag –outFilterMultimapNmax

1. PCR duplicates were removed using samblaster with default parameters [146].

PCR duplicate-free bam files were used to quantify gene expression with feature-

Counts [147] with parameters -s 0 -t exon -g gene_name with GRCm38 annotation

(GencodeM21, https://www.gencodegenes.org/mouse/). Once gene counts were

quantified, the R package DESeq2 [148] was used to perform library normalization

and differential gene expression. DESeq2 normalizes count data by calculating a se-

ries of sizeFactors for each sample that will be used to normalize the expression of

all genes to correct by library size and potential technical variability (by multiplying

the gene counts by the sizeFactor). The size factor is calculated as following: First,

a pseudo-reference count table is calculated by computing the geometric mean of

every gene across the whole dataset, which consists in the following formula:

(
n∏

i=1

xi

) 1
n

= n
√
x1x2 · · ·xn

Then, oncewe have generated a psueo-reference (that contains 1 value -geometric

mean- per gene), we calculate a ratio for each gene of each sample by dividing the

counts of the gene a in the sample x by the geometric mean z of that specific gene

from the pseudo-reference. This will give us, for every sample, a vector of ratios. By

calculating the median of that vector for each sample, we obtain the sizeFactor that

will be used to normalize the gene counts of each sample. Log2 fold changes calcu-

lated by DESeq2 were corrected using the R package apeglm [149] in order to opti-
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mize its calculation for genes with high variance. To increase the statistical power

of differential expression testing, while controlling the false discovery rate (FDR),

the package IHW [150] was used. This allows to correct the p-vales calculated by

DESeq2, which improves the performance for lowly expressed genes. A threshold

of |Log2Fold Change| of 1.5 and FDR of 0.05 was applied to annotate genes as dif-

ferentially expressed. Gene ontology analysis of differentially expressed genes was

performed using the R package clusterProfiler [144], setting as theshold a q-value

and p-value of 0.01.

3.5 Wet lab methods

Thedata presented here have been produced in collaboration frommultiplemembers

from my laboratory. All the in vitro work using mESC models has already been

published, and all the wet lab methods used to produce the figures presented in this

thesis can be accessed in the following articles [151, 152]. Regarding the in vivo data,

the methods are the following, based on the methods from [91].

3.5.1 Animal Procedures

Mice were housed accordingly to the guidelines set out in Commission Recommen-

dation 2007/526/EC, June 18, 2007, on guidelines for the accommodation and care

of animals used for experimental and other scientific purposes. All experiments

were performed in accordance with the Italian Laws (D.L.vo 116/92 and following

additions), which enforces EU 86/609 Directive (Council Directive 86/609/EEC of 24

November 1986 on the approximation of laws, regulations, and administrative provi-

sions of theMember States regarding the protection of animals used for experimental

and other scientific purposes).
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3.5.2 Tissue morphology and immunohistochemistry

Intestines were dissected immediately after death. The proximal (duodenum), cen-

tral (jejunum) and distal (ileum) parts of the small intestine were flushed with cold

PBS, opened longitudinally and fixed overnight in 4% formaldehyde. The colon was

opened longitudinally and processed following a “Swiss roll” protocol [153]. Sam-

ples were embedded in paraffin and sectioned at 5 μm thickness. Morphological

analyses were performed using haematoxylin and eosin or Alcian blue staining.

Alkaline phosphatase staining used the Alkaline Phosphatase Kit (Sigma) follow-

ing manufacturer’s instructions. Immunohistochemistry analyses were mediated by

proteinase K or with heat-induced antigen unmasking using 10 mM sodium citrate.

Anti-lysozyme (Dako, A0099), anti-DCLK1 (Cell Signalling 62257) and anti-KI67 (Ab-

cam, ab16667) were used as primary antibodies. All images were acquired using an

Olympus BX51 bright field microscopy and Leica TCS SP2 laser scanning confocal

microscope.
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4 Discussion

4.1 PRC1 sub-complexes display distinct functional

features

Here we have profiled for the first time the genome-wide occupancy of all PRC1 sub-

complexes in mESC. Our data showed that, despite sharing an important amount of

target genes (Figure 2.5), PCGFs retained binding specificity. Not just their geome-

wide occupancy was different, but also the functional role of their target genes was

specific for different sub-complexes (Figure 2.9). The exception to this was PCGF2,

which overlapped 80% with PCGF1. In part this can be explained by the fact that

PCGF1 showed the highest number of binding sites (5261, which overlapped also

60% with PCGF6), probably due to the ability of its subunit KDM2B to recognize un-

methylated CpG islands [51, 59]. Although in some cases, as for PCGF6, the number

of specific binding sites was low (17%), I want to stress the specificity of PRC1.6 for

those regions, since RING1B recruitment and H2AK119Ub1 levels at those loci was

exclusively compromised in Pcgf6KO cells and unaltered in any other KO (Figures

2.19 and 2.20).

Interestingly, different PCGF-bound loci correlated with different transcriptional

states. Genes bound by vPRC1 complexes showed a permissive transcriptional state
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(Figure 2.8), meanwhile any gene targeted by cPRC1 (or a combination of cPRC1 +

vPRC1) showed very low transcriptional levels. At first glance this could be read

as cPRC1 or PRC2 establishing repression, however, removal of cPRC1 and PRC2

frommESC didn’t alter H2AK119Ub1 and transcription at those genes. Actually, the

only single PRC1 sub-complex that showed some kind of specific gene repression

was PRC1.6, since in the absence of PCGF6, 20% of its targets were upregulated (Fig-

ure 2.18). We speculate that probably we did not observe gene upregulation upon

Pcgf deletion for two reasons: 1. Because most of PCGF-specific targets (vPRC1

targets, mainly) were already transcriptional permissive, with very low PRC1 and

PRC2 occupancy (RING1B, SUZ12, H2AK119Ub1 and H3K27me3, Figure 2.6). Thus,

removing the small amount of PcG from those sites would be expected to have min-

imal effects on gene transcription. 2. We think that there is an evident enzymatic

compensation across different PRC1 sub-complexes, in particular at PCGF1/2/6 loci.

Indeed, by knocking out both vPRC1.1 and cPRC1, which shared 80% of cPRC1

targets, RING1B occupancy and H2AK119Ub1 levels decreased dramatically (Fig-

ure 2.19). This demonstrated that H2AK119Ub1 levels are maintained by the coor-

dinated activity of different PRC1 sub-complexes, in accordance with the work of

Fursova and colleagues [129]. In this specific case, is interesting to highlight the low

participation of PRC1.6 (PCGF6) in the recruitment of RING1B and H2AK119Ub1

deposition at PCGF1/2/6 loci (Figure 2.19). However, the absence of gene upregula-

tion in Pcgf124KO cells (Figure 2.15), despite the strong reduction in H2AK119Ub1,

suggests that these low levels of H2AK119Ub1, maintained by PRC1.6 and PRC1.3/5,

were sufficient to keep gene repression since later we showed that complete removal

of H2AK119Ub1 let to PcG target gene upregulation (Figure 2.33, panel B).
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4.2 PCGF1/2/4 and PCGF3/5/6 modules regulate

different biological processes

Based on their genome-wide binding pattern and the functional role of their tar-

get genes, we grouped the 6 PCGFs in two different modules: the PCGF1/2/4 and

PCGF3/5/6 modules. PCGF1/2/4 were characterized by a strong genome-wide over-

lap, and by the similarities in the function of their target genes -mainly developmen-

tal genes- (Figures 2.5 and 2.9). PCGF3/5/6 were characterized by regulating specific

biological processes (such as authophagy and germ-cell related functions, Figure 2.9)

and by not requiring RING1A/B to bind chromatin and recruit PRC1 ancillary pro-

teins (Figure 2.24). Removal of the PCGF1/2/4 module didn’t have any effect on cell

viability, indeed, changes in gene expression were marginal when compared to sin-

gle KOs (Figures 2.18 and 2.14). This was surprising taking into account the strong

displacement of RING1B from chromatin and the reduction in H2AK119Ub1 levels.

However, as discussed above, probably those low levels of RING1B occupancy and

H2AK119Ub1 are enough to maintain gene repression, which is in line with recently

published data [129] and the fact that just removal of RING1B (and not RING1A) or

using the I53A RING1B instead of I53S does not have the same de-repressive effect

as a full KO of PRC1 [85, 124].

Regarding the PCGF3/5/6 module, its absence in mESC induced the acquisition of

a fibroblast-like phenotype. This was evident by the shape of the cells (Figure 2.13)

and by the strong upregulation of keratins, collagens and cellular matrix related

genes (Figure 2.16). Since global PRC1 and PRC2 activity was minimally compro-

mised in these cells (Figure 2.20), and PCGF3 and PCGF6 could bind chromatin in

the absence of RING1A/B, we speculate that part of this phenotype could be caused

by RING1A/B-independent functions of both PCGFs. For example, PCGF6 binds to
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E-box motifs through its MAX subunit, which is also able to form an heterodimer

with MYC [128]. A competition bewteen PCGF6 and MYC for MAX and their spe-

cific target loci, which would not depend on RING1A/B activity, could determine the

transcriptional status of those genes. Recent data from Tanaskovic et al. [154] (not

peer-reviewed) showed how this competition between PCGF6 and MYC can have a

key role in regulatingMYC-induced lymphomagenesis. More experiments should be

done in order to asses if PCGF3 and PCGF6 are carrying out RING1A/B-independent

functions, but we think that our data, at least, suggest the possibility of the existence

of such mechanisms in mESC.

4.3 PCGF6 recruitment to chromatin: Cooperation

between E2F and E-box motifs

Recent published data [60, 155] showed that MGA was required for PRC1.6 recruit-

ment to chromatin since in MgaKO mESCs PRC1.6 was not able to bind chromatin

anymore. It was concluded that the DNA-binding properties of MGA were essential

for PCGF6 binding and that E2F6 and L3MBTL2 subunits were required to enhance

PRC1.6 recruitment. Indeed, we observed a strong overlap between MGA and PCG6

(Figure 2.25) and we were also able to reproduce the displacement of PRC1.6 from

chromatin in the absence of MGA (Figure 2.27). In fact, when we checked the as-

sembly of the complex in the absence of MGA, we saw that PCGF6 was not able

to interact anymore with the rest of the complex (Figure 2.26). However, if instead

of downregulating the whole protein we removed just a smal C-terminal region of

the HLH domain, which allows MGA to bind chromatin, then PCGF6 signal was

just slightly reduced (Figure 2.27) and was also able to assemble the whole complex.

A similar displacement from chromatin was observed upon E2F6 knock-down, and,
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when the knock-downwas performed in theMga∆HLH cell line, PRC1.6 was further

displaced (Figure 2.27). These data demonstrate that MGA, apart from its role in re-

cruiting PRC1.6 to chromatin, is actually acting as a scaffold protein in the complex.

Also, we showed that the recruitment of PRC1.6 to chromatin is the product of a co-

operation of different DNA-binding activities from multiple subunits (MGA, MAX,

E2F6, L3MBTL2) instead of just the activity of MGA enhanced by other subunits [60,

155].

4.4 Potential recruitment to chromatin of

PRC1.3/5 by USF1/2

The mechanism of vPRC1.3/5 recruitment to chromatin is still missing. It is the

only PRC sub-complex without a clear ancillary protein that mediates its tethering

to chromatin. Many roles for vPRC1.3/5 have been proposed. Recently, Fursova et

al. [129] has proposed a role for vPRC1.3/5 in establishing a low-level H2AK119Ub1

genome-wide ”blanket”, which would be dispensable for transcriptional repression.

Other works in this line, where vPRC1.3/5 is important to establish megabase-sized

H2AK119Ub1 domains, showed that this PRC1 sub-compelxes are key in the estab-

lishment of X chromosome silencing byXist. On the other side, there are also very in-

teresting data in which vPRC1.3/5 is associated with transcriptional activation [156,

157], in particular [156], where a subunit from vPRC1.3/5 complex, AUTS2, is able

to recruit p300 and mediate the activation of transcription. As reported in [129],

we observed that PCGF3/5 are not required for mESC homeostasis and to maintain

PRC1-mediated gene repression. However, we didn’t observe a genome-wide reduc-

tion in H2AK119Ub1 levels upon removal of PRC1.3/5 (Figure 2.12). One explanation

for this striking difference would be the miss-calibration of our spike-in control in
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some of those samples. As explained in the methods, when performing a calibrated

(spike-in) ChIP-seq, it is very important to correct for any technical variability in-

troduced in the protocol. This can be very easily fixed by sequencing the input

samples of each IP, which allows to precisely quantify the relationship between the

spike-in genome (Drosophila) and the target genome (mouse). While [129] applied

this technique to their experiments, we did not. In fact, recently we replicated the

same experiments with a proper calibration [130] and we observed a genome-wide

H2AK119Ub1 reduction upon Pcgf3/5KO.

In line with the secondary role of PCGF3 in gene activation [156, 157], we found

that PCGF3 targets were very actively transcribed (Figure 2.8). Also, we noticed

that an E-box motif (CACGTG), corresponding to USF1/2, was extremely enriched

in PCGF3-bound loci. This motif was very similar to motifs recognized by MYC

(TCACGTG), which could explain the overlap between PCGF3 and PCGF6. Under

the hypothesis of a potential connection between PCGF3 and USF1, genome-wide

analysis of USF1-bound loci showed a strong overlap with PCGF3 (88%, Figure 2.28).

Moving forward, we showed that, upon shUSF1, PCGF3 was strongly displaced from

chromatin (Figure 2.29), in accordance with the hypothesis of USF1 driving PRC1.3

recruitment to chromatin. Since USF1 is a TF associated with transcriptional acti-

vation [158], we propose a model in which USF1 drives PRC1.3/5 to chromatin, who

through its AUTS2 subunit then recruits p300 and promotes the activation of tran-

scription.
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4.5 H2AK119Ub1 is the driver of PcG-mediated gene

repression

How PcG proteins establish and maintain repression is still a matter of debate [50].

Previous works have proposed that H2AK119Ub1 could play a minimal role in main-

taining PcG-dependent repression [84, 85], meanwhile others proposed the opposite

[124, 127]. To assess whether the catalytic activity of a protein complex is involved

in a particular biological process is not a trivial task. In vitro assays are required to

find mutations that render the complex inactive while not altering its 3D conforma-

tion and other non-catalytic properties, such as recruitment to chromatin. Also, the

quantification of the activity has to be feasible and reliable in vivo in order to prop-

erly determine the role of the catalysis in regulating a specific biological process.

My lab has developed a series of genetically engineered mESC lines that allowed

us to specifically asses the role of H2AK119Ub1 in establishing PcG-mediated re-

pression. Our model expresses, in a RING1A-null background, a fully catalytically

inactive RING1B (I53S) that, coupled with genome-wide analyses of PcG chromatin

occupancy and quantification of H2AK119Ub1 and H3K27me3 levels, allowed us de-

termine that H2AK119Ub1 is the central hub of PcG-mediated repression in mESC.

Very importantly, this acute model also avoids any potential adaptations that can

take place in stable cell lines [129, 151] and is able to assemble all PRC1 sub-complexes

and to be recruited to chromatin as a WT RING1B.

Our results demonstrate that, although I53S PRC1 was able to bind chromatin, in

the absence of its catalytic activity is not able to maintain gene repression. This ef-

fect was not due to a displacement of cPRC1 from chromatin, since Pcgf24KO mESC

did not show any sign of gene activation, and neither due to a displacement of PRC2,

since EedKO (and lose of H3K27me3) neither induced a gene de-repression, in line
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with previous works from our lab and others [77, 86]. This places H2AK119Ub1 as

the main mechanisms by which PcG proteins maintain gene repression in mESC.

As discussed above, these data contrast with previous in vivo works recently pub-

lished. We think that the delay in embryonic lethality presented in [85] doesn’t

properly answer to the question if H2AK119Ub1 is really involved in maintaining

gene repression. The mice used in that study had perfectly functional RING1A-

PRC1 complexes, and the RING1B mutation used to inactivate the complex (I53A)

was later shown to be hypomorphic [127]. However, studies published in Drosophila

Melanogaster models, where the role of H2AK118Ub1 (in mammals H2AK119Ub1)

in regulating homeotic genes was assessed, showed that this system is more PRC2

oriented, sinceH3K27me3, opposite toH2AK118Ub1, seems to be crucial for this pro-

cess [159]. Although H2AK118Ub1 is also recognized by PRC2 in flies, its removal

does not have a strong effect in H3K27me3 levels, which suggests that PRC2.1 could

play a more important role there. PRC1 has evolved by increasing its complexity

from flies to mammals, going from 1 type of vPRC1 (equivalent of vPRC1.1) to 6

different sub-complexes. We speculate that, maybe, in mammals, through the devel-

opment of more vPRC1 complexes that are more catalytically active than cPRC1,

PcG proteins could have moved from a PRC2/H3K27me3-oriented system into a

PRC1/H2AK119Ub1. A potential motivation for this change could be the more vari-

ety offered by vPRC1 regarding chromatin recruitment and functionwhen compared

to PRC2 and cPRC1.

Variant versus canonical recruitment of PcG proteins to chromatin, and the es-

tablishment of chromatin domains, have also been deeply discussed [50, 61, 160]. Our

data point towards a leader role for PRC1 in the establishment of PcG domains in

mESC, since abolishing H2AK119Ub1 caused a strong displacement of PRC2 from

chromatin, in particular PRC2.2 (Figure 2.40). If we apply the same mechanics in the
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opposite direction (thus, removing PRC2 or H3K27me3 from mESC) RING1B signal

is reduced (due to loss of cPRC1 binding) but H2AK119Ub1 and transcriptional re-

pression are maintained [86]. This means that H2AK119Ub1 is acting as a central

PcG hub, which maintains the whole system tight at promoter regions of PcG tar-

get genes. Remainder PRC2 and H3K27me3 signal in H2AK119Ub1-null mESC is

attributed to PRC2.1, which, contrary to what seems to happen in flies [84, 159], is

not enough to maintain high H3K27me3 levels and gene repression. This strong dis-

placement of PRC2.2 in the absence of H2AK119Ub1 fits well with the role of JARID2

and AEBP2 in recognizing PRC1-decorated chromatin [63, 64, 161].

Our data showed, interestingly, that also vPRC1 and PRC2.1 were displaced from

chromatin in the absence of H2AK119Ub1 (Figures 2.44 and 2.36). These complexes

are recruited to chromatin via H2AK119Ub1 and H3K27me3 independent mecha-

nisms [50] and, at first, they could be expected to be minimally affected by the loss of

PRC1 and PRC2 decorated chromatin. This reduction in chromatin occupancy could

be partially explained by the fact that both vPRC1 and PRC2.1 catalytic products are

able to stabilize them on chromatin, respectively [73, 76]. So, since H2AK119Ub1 is

lost and H3K27me3 are reduced, this could led to a destabilization of both complexes

from chromatin. Another possibility could be that the same activation of gene ex-

pression, in particular Pol II activity, could push PcG away from chromatin. We

have shown that most of vPRC1 binding sites (not shared with cPRC1), show very

low RING1B occupancy and very low H2AK119Ub1 levels (Figure 2.6). Those genes

tended to be moderately transcribed, meaning that vPRC1 can bind, with medium-

low affinity, active genes without being able to deposit high levels of H2AK119Ub1.

We speculate that the reason why vPRC1 is displaced from chromatin in the absence

of H2AK119Ub1 is the same, or very similar, to the reason why vPRC1 is not able to

establish rich PcG domains, with high PRC2 and PRC1 occupancy, at those subsets
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of active target genes (potentially due to competition with Pol II activity). These

data support the idea of CpG-promiscuous PcG proteins that bind chromatin and

establish PcG domains in the absence of transcription, which is something that was

already proposed a few years ago [61, 77, 162]. Based on this idea, vPRC1 and PRC2.1

would be ”sampling” CpG-rich loci until they find a locus that is not being tran-

scribed anymore. In that moment, through the canonical and variant recruitment

mechanisms, a positive feedback loop would allow a fast establishment of a reli-

able, large and solid PcG domain that would help to maintain specific loci silenced

and protected against spurious transcriptional activation. This system allocates PcG

as ”responsive” and not ”proactive” protein complexes, that instead of dictating the

transcriptional status of a gene, they help to maintain gene repression when the

expression of those loci is not required anymore, in a given time, by the cell.

Although our work has clarified the roles of H2AK119Ub1 and H3K27me3 in es-

tablishing gene repression in mESC, still the biochemical mechanism by which this

repression is obtained is not clear. There are many hypothesis: as discussed above,

competition with Pol II for chromatin [77, 162], recruitment of binder proteins that

promote gene repression [63, 163] or by not allowing the deposition of histone marks

that enhance transcription [164, 165]. More work in this direction will be needed in

order to understand the biochemical mechanisms involved in PcG-mediated gene

repression.

4.6 Different PRC1 sub-complexes orchestrate

PRC1 function in intestinal epithelium

Studying the functional role of individual PRC1 sub-complexes in vivo is a very im-

portant part of our research activity. We first characterized these complexes in vitro
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using mESC models, which allowed us to better understand how PRC1 complexes

cooperate in order to establish PcG-mediated gene repression. However, it is also

important to extend this characterization to different cellular contexts, in particular

to in vivo systems that represent a much more challenging environment. We think

that this is particularly important to study PcG proteins due to their role inmaintain-

ing the transcriptional identity of cells. In these systems cells are constantly exposed

to external stimuli and insults that trigger changes in gene expression, which does

not happen in in vitro systems. PRC1 plays a key role in maintaining the cellular

identity of mouse intestinal stem cells, and is required to maintain intestinal home-

ostasis independently of its role in regulating CDKN2A expression [91]. Here, by

producing multiple mouse transgenic models that allowed us to acutely delete spe-

cific PRC1 sub-complexes across the whole intestinal epithelium (AhCre models) or

just in intestinal stem cells (Lgr5EGFP−IRES−CreERT2-R26R–lacZ models), we showed that

the phenotype associated to the loss of PRC1 and H2AK119Ub1 in the intestinal ep-

ithelium can’t be phenocopied by the loss of individual PRC1 sub-complexes. This

means that the role of PRC1 in maintaining intestinal homeostasis is the result of

the cooperation of the activity of different PRC1 sub-complexes.

As we observed in mESC, in the intestinal epithelium PCGF proteins also re-

tained binding specificity. In particular, vPRC1 was more associated with ”unique

loci” (so, genomic regions bound just by 1 PCGF), low H2AK119Ub1 and H3K27me3

and permissive/active transcription. Meanwhile, cPRC1 was associated with high

H2AK119Ub1 and H3K27me3, gene repression, and the loci bound by PCGF2 or

PCGF4 were also shared with vPRC1 complexes (Figures 2.46 and 2.47). We think

that these data support the idea of vPRC1 complexes ”sampling” chromatin, look-

ing for transcriptionally inactive promoters that allow PRC1 and PRC2 to establish

PcG repressive domains [61]. vPRC1 complexes, due to their biochemical nature, are
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catalytically superior to cPRC1 complexes and also can potentially bind to a wider

variety of genomic loci [51, 74, 151]. However, our data systematically showed that

in mESC and mouse intestinal epithelium, vPRC1-bound loci were usually associ-

ated with low H2AK119Ub1 and H3K27me3 levels, except if also cPRC1 occupied

those loci. We hypothesize that the explanation to this, at first counter-intuitive be-

haviour, is that vPRC1 complexes are just able to deposit high levels of H2AK119Ub1

if transcription is already silenced, which then stimulates the recruitment of PRC2.2,

deposition of H3K27me3, and finally the recruitment of cPRC1. Then, the association

of cPRC1 with repressed transcription would be a consequence of transcriptional si-

lencing, rather than the cause.

In agreement with our data from mESC, single and acute deletion of PRC1 sub-

complexes did not phenocopy the loss of PRC1 activity and H2AK119Ub1 at the

transcriptional level (Figure 2.50), neither regarding H2AK119Ub1 deposition. Just

vPRC1.3/5 demonstrated to be important to maintain intergenic H2AK119Ub1 lev-

els, which were strongly decreased at distal sites. Importantly, this reduction was

followed by a milder loss of H3K27me3 at intergenic regions, in accordance with

H2AK119Ub1’s role in recruiting PRC2.2 and in agreement with recent data from

Fursova and collegues [129]. Still, this reduction in intergenic H2AK119Ub1 and

H3K27me3 dit not have any effect at the phenotypic level, neither at transcriptomic

level. This indicates that probably H2AK119Ub1 levels at promoter regions, and not

intergenic, are important to maintain gene repression. These data are in agreement

with recent work from our lab, where intergenic increase of H2AK119Ub1 caused

gene de-repression of PcG target genes [130]. This gene de-repression was caused by

a displacement of PcG proteins from promoter regions to intergenic loci, stimulated

by the increase of H2AK119Ub1 and H3K27me3 at intergenic regions.
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We showed in mESC that vPRC1.6 was important for the regulation of germ cell

related genes. We did not find genes related to these biological processes among

PRC1.6 targets in the intestinal tissue, instead, we found processes related to cell

cycle and metabolism, which are also regulated by MYC (which binds to the same

E-box motif as PRC1.6) [128]. Interestingly, PRC1.6-loss induced a strong expansion

of tuft cells, which was confirmed by transcriptomic, WB and histological data (Fig-

ures 2.55 and 2.56). This role of vPRC1.6 in regulating tuft cell differentiation could

potentially be H2AK119Ub1 independent, since we did not observe a reduction of

H2AK119Ub1 levels in the absence of PCGF6. Speculating, a potential mechanism by

which vPRC1.6 could affect gene expression in a H2AK119Ub1-independent manner

could be by competing with other factors for E-box motifs, as we already discussed

above. Some examples of this competition have already been described in MYC-

induced lymphomagenesis [154].

Removal of PRC2 in the intestinal epithelium causes a strong reduction in cell

proliferation, as well as an expansion of goblet cells [117]. Based on the strong phe-

notype of PRC1-loss in mouse intestinal stem cells [91], it was not clear if the effect

of PRC2 loss could be a PRC2 independent mechanism or could be PRC1 dependent

(through cPRC1). Based on our data, absence of cPRC1 in mouse intestine produced

a strong reduction in RING1B signal, however, as observed in mESC, this was not

corresponded with a reduction in H2AK119Ub1, again demonstrating that vPRC1

complexes play a more important role at decorating chromatin genome-wide with

H2AK119Ub1. This, together with our histological data, demonstrates that the phe-

notype caused by the loss of PRC2 and H3K27me3 was not induced by an indirect

displacement of cPRC1 from chromatin, meaning that the repression of the Cdkn2a

locus by PRC2 is a PRC1 independent mechanism. These data, to some extent, con-

tradict our mESC data regarding H2AK119Ub1. In that system, removal of PRC2 did

117



4 Discussion

not cause any changes in gene expression, neither at the phenotypical level. Our

data expose two different environments in which PRC1 and PRC2 roles in main-

taining gene repression are slightly different. Gene repression in mESC seems to

be PRC1 dependent and PRC2 independent, meanwhile in mouse intestinal cells is

PRC1 dependent and PRC2 dependent (although the upregulation of gene expression

and effect on cell homeostasis is much lower in the case of PRC2). Based on this, in

some adult tissues, PRC1 and PRC2 could mediate gene repression by different and

independent mechanisms, and the combination of both would allow the establish-

ment of solid PcG repressive domains. This would be in agreement with recent data

from epidermal tissue, where PRC1 and PRC2 act redundantly to maintain stem cell

identity [166].
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Acronyms

CBC Crypt Columnar Cell

CGIs CpG Islands

COMPASS Complex Proteins Associated with Set1

Counts Per Million Counts per Million

cPRC1 Canonical PRC1

ESCs Embryonic Stem Cells

False Discovery Rate False Discovery Rate

GO Gene Ontology

GTF General Trancription Factor

HAT Histone Acetyltransferase

HDAC Histone Deacetylase

HE Hematoxylin-eosin

HKMT Lysine Methyltransferase

iBAQ Intensity-based Absolute Quantification

IP Immunoprecipitation

KO Knock-out

LADs Lamina-Associated Domains

lncRNA Long non-coding RNA

mESC Mouse Embryonic Stem Cells
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Acronyms

NGS Next-Generation Sequencing

OHT 4-hydroxy tamoxifen

PCA Principal Component Analysis

PcG Polycomb Group

PCGF Polycomb Group RING Finger Protein

Pol II RNA polymerase II

PRC1 Polycomb Repressive Complex 1

PRC2 Polycomb Repressive Complex 2

PRE Polycomb Responsive Element

PTM Post-translational modification

qRT-PCR Quantitative Real-Time PCR

SWI/SNF SWItch/Sucrose Non Fermentable

TES Transcription End Site

TF Transcription Factor

TrxG Thritorax Group

TSS Transcription Start Site

vPRC1 Variant PRC1

WB Western Blot

WT Wild type
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